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#### Abstract

The communication delay of train control services has a great impact on the track utilization and speed profile of high-speed trains. This paper undertakes stochastic delay analysis of train control services over a high-speed railway fading channel using stochastic network calculus. The mobility model of high-speed railway communications system is formulated as a semi-Markov process. Accordingly, the instantaneous data rate of the wireless channel is characterized by a semi-Markov modulated process, which takes into account the channel variations due to both large- and small-scale fading effects. The stochastic service curve of high-speed railway communications system is derived based on the semi-Markov modulated process. Based on the analytical approach of stochastic network calculus, the stochastic upper delay bounds of train control services are derived with both the moment generating function method and the complementary cumulative distribution function method. The analytical results of the two methods are compared and validated by simulation.
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## I. Introduction

RECENTLY, high-speed railway (HSR) has been developed rapidly all over the world, which puts forward requirements for a reliable and efficient wireless communication system between the moving train and the ground. According to International Union of Railways (UIC) E-Train Project [1], the train-ground wireless communication services for HSR system mainly include: (1) train control services, which are specific data and voice transmissions dedicated to the train crew with respect to the train control, train operator or other correspondents;

[^0](2) train monitoring services, which are data transmission in provenience from the train automatic monitoring and diagnosis systems; and (3) passenger services from/to Internet (all multimedia services accessible through Internet connection). The first and second categories are special services for train needs and provided by train operators mainly using Global System for Mobile Communications—Railway (GSM-R) [2], which is an international wireless communications standard for railway communication and applications. The third category is commercial services for passengers and currently provided by mobile network operators using cellular network standards, e.g., GSM/General Packet Radio Service (GPRS), Universal Mobile Telecommunications System (UMTS) and 3rd Generation Partnership Project (3GPP) Long Term Evolution (LTE).

Among the cellular network standards, LTE/LTE-Advanced represents the latest progress. It aims at providing a unified architecture to real-time and non real-time services and providing users with high data transfer rate, low latency and optimized packet wireless access technology. Although LTE is designed to support up to $350 \mathrm{~km} / \mathrm{h}$ or even up to $500 \mathrm{~km} / \mathrm{h}$ mobility speed, network performance is only optimized for $0 \sim 15 \mathrm{~km} / \mathrm{h}$ and high performance is possible only when the mobility speed is under $120 \mathrm{~km} / \mathrm{h}$ [3]. This means that the quality of service ( QoS ) provided to the passengers on high-speed trains may be far from satisfactory. On the other hand, although GSM-R is specifically standardized for communication between train and railway regulation control centers, it is built on the GSM technology, which is a 2 nd Generation (2G) cellular standard and much less efficient compared with the 4th Generation (4G) LTE standard. Therefore, it is important to design the next generation HSR communications system based on LTE technology while addressing the specific challenges of HSR environment, such as high mobility speeds (from $120 \mathrm{~km} / \mathrm{h}$ for regional trains to $350 \mathrm{~km} / \mathrm{h}$ for high-speed trains) and stringent QoS requirement of some railway-specific signalling, so that the above mentioned three types of communication services can be well supported by a unified network. Such a wireless communications system is commonly referred to as LTE-Railway (LTE-R).

Among the three categories of services for HSR communications system, the first category has higher priority over the other two categories, since the communication delay of the train control services between the train and track-side infrastructure is crucial for train movement control and safety [4]. Therefore, the LTE-R system needs to provide stringent QoS guarantee for
these mission-critical services. To this end, assigning dedicated radio resources to the first category of services is preferred to sharing radio resources with the other two categories of services, although higher resource efficiency can be achieved by the latter alternative due to statistical multiplexing gain. So, an interesting question is how many resources should be dedicated to these mission-critical services to guarantee their QoS performance or what is the expected QoS performance given a certain amount of dedicated resources for train control services transmission? In order to answer this question, we need to evaluate and quantify the QoS performance so that useful insights can be provided for LTE-R network dimensioning and design. Although the problem of cross-layer performance modeling and analysis of cellular networks and wireless ad-hoc networks has been addressed in literature [5], [6], the performance evaluation of LTE-R system is an open problem due to the following special features and requirements as compared to the LTE public communications system:

1) Traffic model: The characteristics of train control services are different from the user services in public communications system, which have to be studied and modeled for performance evaluation.
2) Wireless channel: The wireless channel characteristics for LTE-R system are unique due to the high mobility of the trains. The path loss varies rapidly as the train moves since it mainly depends on the distance between the train and the base station (referred to as evolvedNodeB (eNodeB) in LTE system). On the other hand, the time-correlation of the fading channel becomes very small with the increasing mobility speed. These effects together determine the instantaneous channel gains of the wireless channel.
3) Adaptive Modulation and Coding (AMC): Due to the high mobility of the trains and the induced rapid channel variations, it is very difficult to obtain accurate instantaneous Channel State Information (CSI) at the eNodeBs considering the channel measurements inaccuracy and CSI feedback delay. This will impact the performance of the AMC scheme in LTE system.

In this paper, we develop an analytical framework based on stochastic network calculus (snetal) taking into account the above unique characteristics to evaluate the performance of LTE-R system. The network calculus is a theory of queuing systems that has been developed as an initially deterministic framework for analysis of worst-case backlogs and delays, which are obtained by applying deterministic upper envelopes on traffic arrivals and lower envelopes on the offered service, the so-called arrival and service curves [7]. It is founded on the min-plus algebra and max-plus algebra to transform complex queuing systems into analytically tractable systems and mostly applied in the area of Internet QoS analysis. Compared with queuing theory which is largely constrained by the technical assumption of Poisson arrivals, network calculus can characterize a large variety of traffic arrival processes by their arrival curves. Although the worst-case performance bounds provided by deterministic network calculus (dnetal) were proven to
be tight, the occurrence of such worst-case events is usually rare and statistical multiplexing gain can be captured when some violations of the deterministic bounds are tolerable. This has motivated considerable research for a stochastic network calculus which describes arrivals and service probabilistically while preserving the elegance and expressiveness of the original framework [8]-[12]. Generally speaking, existing work on snetal can be classified into two broad categories: the Moment Generating Function (MGF) approach [13] and the Complementary Cumulative Distribution Function (CCDF) approach [14]. Since it is easier to understand and simpler to implement, the MGF approach is more widely used in performance evaluation of wireless networks [15]-[18]. The research on CCDF approach for wireless channel focuses more on general principle and has mostly been applied for simple on-off impairment model [19], [20]. Notice that we use snetal instead of dnetal for the performance analysis of train control services mainly due to the following reasons: (1) although the delay performance of train control services is crucial to the safety of train operation, a small amount of violation probability can be tolerated according to the related standard [21]; and (2) much tighter bound can be derived by snetal compared with dnetal due to the stochastic nature of HSR fading channel and train control services. In addition, statistical multiplexing gain can be exploited for passenger services, which does not exist for the train control services studied in this paper.

This paper focuses on train control data traffic performance analysis of HSR fading channel. More specifically, we are interested in probabilistic delay and backlog guarantees of train control services in such a system. The impact of transmission delay to railway control system and the importance to provide delay guarantee to the train control services are discussed in [22], [23]. However, the above work assumes that the transmission delay is known as a fixed value and does not discuss on how to obtain the delay value. While increasing amount of literature on cross-layer modeling and optimization of HSR communications system has been proposed in recent years, most work only addresses the problem under the infinite backlog traffic model, assuming there will always be data to transmit from the queues [24]-[27]. Moreover, the models and optimization problems are deterministic considering a snapshot of the system instead of its dynamic behavior as a stochastic process over time. Different from the above work, [28], [29] consider dynamic optimization of radio resource management for HSR communication system. However, the transmission mechanisms considered are quite different from that of LTE-R. In order to analyze stochastic data traffic performance of HSR communications system, the HSR fading channel has to be modeled as a link between the physical layer and higher layers. Although HSR wireless channel modeling for physical layer has been a very active area, it is too complex to be incorporated into the cross-layer models for performance analysis and optimization. On the other hand, wireless channel can be modeled as a first-order Finite-State Markov Chain (FSMC) [30], which has been widely adopted in cross-layer performance analysis. However, most FSMC models in literature consider only low to medium mobility speed and assume that the average signal to noise ratio (SNR) remains constant [31], which is obviously not true for HSR


Fig. 1. LTE-R communications architecture for train control service.
fading channel. A FSMC model is developed for HSR fading channel in [32], which divides the coverage area of a base station along the railway line into multiple zones, assuming that the average SNR is constant within each zone and a FSMC similar to the traditional FSMC models are formulated for each zone. However, the FSMCs for different zones are considered separately, which cannot reflect the variation of average SNR over time as a train moves along the railway line. This "one FSMC per zone" modeling methodology is also used in other literature for HSR fading channel [33], [34], which are different from [32] in that real field measurement data is used to derive the SNR distribution.

The main contributions of this paper lie in the following aspects:

1) The mobility model of HSR communications system is formulated as a semi-Markov process. As such, the instantaneous data rate of wireless channel becomes a semi-Markov modulated process, which takes into account the channel variations due to both large-scale and small-scale fading effects. Moreover, the performance loss due to AMC selection with imperfect CSI is also considered. Finally, the stochastic service curve of HSR communications system is derived based on the semiMarkov modulated process.
2) Both CCDF snetal and MGF snetal approach are used to derive the delay and backlog bounds of train control services and the results are compared.
3) The analytical delay and backlog bounds are validated by simulation and can be used in the design and dimensioning of LTE-R system.

The remainder of this paper is organized as follows. Section II introduces system model including LTE-R architecture and the snetal basics. In Section III and Section IV, the stochastic arrival curve of train control services and the stochastic service curve for HSR fading channel are derived,
respectively. In Section V, numerical and simulation results are presented, compared and discussed. Finally, Section VI concludes the paper.

## II. System Model

## A. LTE-R Architecture for Train Control System

Train control is an important part of the railway operating management system. Traditionally it connects the fixed signaling infrastructure with the trains. In modern train control systems, trains and control centers are connected by mobile communications links. Examples are European Train Control System (ETCS)/Chinese Train Control System (CTCS), which are used for main line railways in Europe/China; and Communications-Based Train Control (CBTC), which can mainly be used for urban railway lines. The current radio communication networks for ETCS/CTCS are based on GSM-R, which is envisioned to be upgraded to LTE-R in the future.

Fig. 1 depicts a simplified view of the LTE-R communication architecture. LTE-R eNodeBs are deployed along the railway line to provide a seamless coverage over the region. Although the LTE-R specifications have not been standardized yet, it is envisioned to be mostly based on the existing LTE specifications with some adaptations for the special characteristics of HSR communications, such as the high mobility and high priority of train control services. In this paper, the LTE-R eNodeBs can be considered as LTE eNodeBs, except that the proposed AMC scheme as described later is used in order to adapt to the HSR fading channel. The eNodeBs are connected to the core network via wireline links, while the core network provides connectivity to the train control centers. To overcome the penetration loss of train carriages, a vehicle station (VS) is fixed in the ceiling on top of the train. The data traffic dedicated to train control involves both downlink and uplink wireless transmissions between the VS and eNodeB. In modern train control systems, the train movement is controlled by exchanging messages with the control center, which


Fig. 2. The impact of communication delay to train distance and speed profile.
is referred to as radio block center (RBC) in the ETCS system. Each train features a train integrity control system and a computer (e.g., onboard controller (OBC) in ETCS) that can control train speed. It communicates via VS with eNodeBs, which are connected to the RBCs by the core network. Each train checks periodically its integrity and sends the integrity information together with the current position of the train head to the RBC, where such information is processed. The resulting information is sent to the following train, telling it either that everything is fine to go on driving (by sending a new movement authority message) or that an emergency braking is necessary immediately.

The communication delay between the VS and eNodeB of the train control services has great impact on the track utilization and speed profile of high-speed trains. The maximum track utilization will be achieved if trains are following each other with a minimum distance. Now we examine the minimum distance between trains operated under ETCS. We assume two trains (Train1 and Train2) directly follow each other with a maximum speed $v_{\text {max }}$ and a distance $d$ on a continuous track without stops, as shown in Fig. 2. At time $t_{1}$, Train 1 completes its integrity check and sends a train integrity/position report to the RBC. Consider Scenario 1 where a part of Train1's carriages is lost immediately after $t_{1}$ from the main train and stop where they are. At time $t_{1}+\Delta \tau$, an updated train integrity/position report is sent from Train1 to the RBC which informs the RBC that a part of its carriages is lost, where $\Delta \tau$ denotes the time between two successive integrity/position reports. After the RBC has processed this report, an emergency braking message is sent to the following Train2 which is processed there. As
a result, Train2 starts to perform braking at a time no later than $t_{2}=t_{1}+\Delta \tau+t_{\text {delay }}$, where $t_{\text {delay }}$ is the sum of the worst case values of the communication delay $t_{\mathrm{ul}}$ of the integrity/position report to the RBC, the processing time $t_{\mathrm{pr}}$ at the RBC, the communication delay $t_{\mathrm{dl}}$ of the emergency braking message to the Train2, and the processing time $t_{\mathrm{pt}}$ at Train2. The distance between the head of Train2 to the stopped part of Train1 is $d-l_{\text {train }}-v_{\max }\left(\Delta \tau+t_{\text {delay }}\right)$ at time $t_{2}$, where $l_{\text {train }}$ is the train length. Assume that the braking distance is $l_{\text {brake }}$. Then the minimum head-to-head distance $d$ between the two trains should be $d=l_{\text {train }}+v_{\text {max }}\left(\Delta \tau+t_{\text {delay }}\right)+l_{\text {brake }}$ to ensure train safety. Now consider Scenario 2 when Train1 is moving normally, but the communication delay of either the integrity/position report from Train1 to RBC or the movement authority message from RBC to Train2 exceeds the worstcase value, so consequently Train2 does not receive the second movement authority message in time. Without any information from RBC, Train2 needs to avoid accident if Scenario 1 of lost carriages as described above happens and brake at time $t_{2}$ even though it is actually safe to continue moving at the maximum speed. This means that if the communication delay exceeds the required worst-case value, the trains will perform unnecessary braking, which causes inefficiency in train operation and affects passenger comfort. Although increasing the required worstcase value of communication delay will solve this problem, the minimum distance $d$ between trains will be increased and the track utilization decreased. Therefore, it is important to accurately evaluate the worst-case communication delay of the train control services to achieve the best tradeoff between track utilization and unnecessary braking.

## B. Stochastic Network Calculus

This section provides a brief overview on the basic principle of stochastic network calculus and introduces the notation and basic assumptions in this paper. First, we introduce the following min-plus convolution and deconvolution operators, denoted by $\otimes$ and $\oslash$, respectively:

$$
\begin{aligned}
& \left(f_{1} \otimes f_{2}\right)(x)=\inf _{0<y \leq x}\left\{f_{1}(y)+f_{2}(x-y)\right\} \\
& \left(f_{1} \oslash f_{2}\right)(x)=\sup _{y \geq 0}\left\{f_{1}(x+y)-f_{2}(y)\right\}
\end{aligned}
$$

We use $\mathcal{F}$ (resp. $\overline{\mathcal{F}}$ ) to denote the set of non-negative widesense increasing (resp. decreasing) functions as follows:

$$
\begin{aligned}
\mathcal{F} & =\{f(\cdot): \forall 0 \leq x \leq y, 0 \leq f(x) \leq f(y)\} \\
\overline{\mathcal{F}} & =\{f(\cdot): \forall 0 \leq x \leq y, 0 \leq f(y) \leq f(x)\}
\end{aligned}
$$

In this paper, the time model is discrete starting from zero. The time indices are denoted by the symbols $n, k, t$, and $s$. The stochastic processes are all considered as stationary. The cumulative arrivals and departures of a flow at/from a system up to time $n$ are denoted by non-decreasing processes $A(n)$ and $A^{*}(n)$. The doubly-indexed extensions are $A(k, n)=A(n)-$ $A(k)$ and $A^{*}(k, n)=A^{*}(n)-A^{*}(k)$. The delay of the flow at time $n$ is

$$
\begin{equation*}
D(n)=\inf \left\{d \geq 0: A(n) \leq A^{*}(n+d)\right\} \tag{1}
\end{equation*}
$$

and the backlog of the flow at time $n$ is

$$
\begin{equation*}
B(n)=A(n)-A^{*}(n) \tag{2}
\end{equation*}
$$

Let $S(n)$ denote the cumulative amount of workload that can be served by the system up to time $n$. The departure process $A^{*}(n)$ is determined by $A(n)$ and $S(n)$. Specifically, for a lossless queuing system, the following equality holds according to Lindley recursion:

$$
\begin{equation*}
B(n)=\sup _{0 \leq k \leq n}\{A(k, n)-S(k, n)\} \tag{3}
\end{equation*}
$$

Combining (2) with (3), we have

$$
\begin{equation*}
A^{*}(n)=\inf _{0 \leq k \leq n}\{A(k)+S(k, n)\}=A \otimes S(n) \tag{4}
\end{equation*}
$$

Generally speaking, the snetal tackles the problem of performance analysis in two steps: (1) characterizing the stochastic arrival curve (SAC) for the flow arrival process $A(n)$ and stochastic service curve (SSC) for the system service process $S(n)$, respectively [35]; (2) deriving the stochastic delay and backlog bounds of the flow based on SAC and SSC. In order to achieve the above tasks, the MGF snetal and CCDF snetal take different approaches.

1) Step 1: Derivation of SAC and SSC: The SAC for $A(n)$ should be its upper envelop and the SSC for $S(n)$ should be its lower envelop, i.e., for all $0 \leq k \leq n$

$$
\begin{align*}
A(k, n)-\hat{A}(n-k) & \leq 0  \tag{5}\\
A \otimes \hat{S}(n)-A^{*}(n) & \leq 0 \tag{6}
\end{align*}
$$

Since $A(n)$ and $S(n)$ are stochastic processes, it may be impossible to find deterministic processes $\hat{A}(n)$ and $\hat{S}(n)$ to
satisfy the above inequalities as in dnetal, and will result in loose bounds even if such deterministic processes can be found. From this point on, the MGF snetal and CCDF snetal start to take different paths in dealing with this problem.

In MGF snetal, $\hat{A}(n)$ and $\hat{S}(n)$ are considered as stochastic processes referred to as stochastic envelop processes, which can be the arrival and service processes themselves. Then, the MGFs of stochastic envelop processes are derived, where the MGF for a stochastic process $X(t)$ is defined for any $\theta$ as

$$
\begin{equation*}
\mathrm{M}_{X}(\theta, n)=\mathrm{E} e^{\theta X(n)} \tag{7}
\end{equation*}
$$

and $E$ is the expectation of its argument. Note that another closely related concept is the effective bandwidth $\delta_{X}(\theta, n)$ of an arrival process $X(n)$, where

$$
\begin{equation*}
\delta_{X}(\theta, n)=\frac{1}{\theta n} \log \mathrm{E} e^{\theta X(n)}=\frac{1}{\theta n} \log \mathrm{M}_{X}(\theta, n) \tag{8}
\end{equation*}
$$

In CCDF snetal, SAC $\hat{A}(n)$ and SSC $\hat{S}(n)$ are considered as deterministic processes. However, bounding functions $f(x)$ and $g(x)$ that bound the violation probabilities of (5) and (6) are defined in the CCDF form of $P(W>x) \leq f(x)$ and $P(V>x) \leq g(x)$ for all $x \geq 0$, where $W$ and $V$ can be the LHS term of (5) and (6), respectively. Alternatively, $W$ and $V$ can also be the maximum values of the LHS term of (5) and (6) over one or both of its free variable $k$ and $n$. In [8], the three versions of SACs are thus defined as traffic-amountcentric (t.a.c.), virtual-backlog-centric (v.b.c.), and maximum (virtual)-backlog-centric (m.b.c.), while the two versions of SSC are defined as weak stochastic service curve and stochastic service curve. In this paper, we use the v.b.c. stochastic arrival curves and weak stochastic service curve, and their formal definitions are given below. For ease of understanding, we will use notations $\alpha(n)$ and $\beta(n)$ instead of $\hat{A}(n)$ and $\hat{S}(n)$ to represent SAC and SSC in CCDF snetal, respectively, where they are deterministic processes.

Definition 1: A flow $A(n)$ is said to have a v.b.c. stochastic arrival curve (SAC) $\alpha \in \mathcal{F}$ with bounding function $f \in \overline{\mathcal{F}}$, denoted by $A \sim_{v b}\langle f, \alpha\rangle$, if, for all $x \geq 0$ and $n \geq 0$

$$
\begin{equation*}
P\left\{\sup _{0 \leq k \leq n}\{A(k, n)-\alpha(n-k)\}>x\right\} \leq f(x) \tag{9}
\end{equation*}
$$

Definition 2: A system $S$ is said to provide a weak stochastic service curve $\beta \in \mathcal{F}$ with bounding function $g \in \overline{\mathcal{F}}$, denoted by $S \sim_{w s}\langle g, \beta\rangle$, if, for all $x \geq 0$ and $n \geq 0$

$$
\begin{equation*}
P\left\{A \otimes \beta(n)-A^{*}(n)>x\right\} \leq g(x) \tag{10}
\end{equation*}
$$

2) Step 2: Derivation of Backlog and Delay Bounds: The objective is to find the error functions $\varepsilon_{b}(x)$ and $\varepsilon_{d}(x)$ for backlog and delay, respectively, such that $P\{B(n)>x\} \leq$ $\varepsilon_{b}(x)$ and $P\{D(n)>x\} \leq \varepsilon_{d}(x)$.

Specifically, the backlog satisfies

$$
\begin{align*}
P\{B(n)>x\} & =P\left\{A(n)-A^{*}(n)>x\right\} \\
& \leq P\left\{\sup _{0 \leq k \leq n}\{\hat{A}(k, n)-\hat{S}(k, n)\}>x\right\} \tag{11}
\end{align*}
$$

where the first equality follows (2), while the second inequality can be derived by combining (5) and (6) with (2).

Moreover, the definition of delay in (1) implies that for any $x \geq 0$, if $D(n)>x, A(0, n)>A^{*}(0, n+x)$ is true [14]. Therefore, we have

$$
\begin{align*}
P\{D(n)>x\} & \leq P\left\{A(n)>A^{*}(n+x)\right\} \\
& \leq P\left\{\sup _{0 \leq k \leq n}\{\hat{A}(k, n)-\hat{S}(k, n+x)\}>0\right\} \tag{12}
\end{align*}
$$

where the second inequality follows taking (5) and (6) into its LHS term.

In MGF snetal, the second inequalities of (11) and (12) are used to derive the stochastic backlog and delay bounds, i.e., $\varepsilon_{b}(x)$ and $\varepsilon_{d}(x)$, using Boole's inequality and Chernoff bound. The results are given in Theorem 1 [13], [16]. Note that the second inequalities of both (11) and (12) become equalities if the stochastic envelop processes $\hat{A}(n)$ and $\hat{S}(n)$ are the arrival and service processes $A(n)$ and $S(n)$ themselves [8], [13], [16].

Theorem 1: Given the stochastic arrival envelop process $\hat{A}(n)$ with MGF $\mathrm{M}_{A}(\theta, n)$ and stochastic service envelop process $\hat{S}(n)$ with MGF $\overline{\mathrm{M}}_{S}(\theta, n)=\mathrm{M}_{S}(-\theta, n)$. If $\hat{A}(n)$ is independent of $\hat{S}(n)$, then an upper backlog bound and an upper delay bound, each with at most violation probability $\varepsilon \in(0,1]$, are given by

$$
\begin{align*}
x_{b}(\varepsilon)= & \inf _{\theta>0}\left[\frac{1}{\theta}\left(\ln \sum_{k=0}^{\infty} \mathrm{M}_{A}(\theta, k) \overline{\mathrm{M}}_{S}(\theta, k)-\ln \varepsilon\right)\right]  \tag{13}\\
x_{d}(\varepsilon)= & \inf _{\theta>0}\left\{\operatorname { i n f } \left[\tau: \frac{1}{\theta}\left(\ln \sum_{k=\tau}^{\infty} \mathrm{M}_{A}(\theta, k-\tau)\right.\right.\right. \\
& \left.\left.\left.\quad \times \overline{\mathrm{M}}_{S}(\theta, k)-\ln \varepsilon\right) \leq 0\right]\right\} . \tag{14}
\end{align*}
$$

Note that $x_{b}(\varepsilon)$ is the inverse function of $\varepsilon_{b}(x)$, i.e., $x_{b}(\varepsilon)=x$ if and only if $\varepsilon_{b}(x)=\varepsilon$. The detailed proof of Theorem 1 is given in Appendix A.

In CCDF snetal, the first equality of (11) and first inequality of (12) are used to calculate $\varepsilon_{b}(x)$ and $\varepsilon_{d}(x)$, respectively. For example, by adding and subtracting $A \otimes \beta(n)$ to $A(n)-$ $A^{*}(n)$, we derive

$$
\begin{align*}
A(n) & -A^{*}(n) \\
= & \sup \{A(k, n)-\alpha(n-k)+\alpha(n-k)-\beta(n-k)\} \\
& +\left[A \otimes \beta(n)-A^{*}(n)\right] \\
\leq & \sup _{0 \leq k \leq n}\{A(k, n)-\alpha(n-k)\}+\sup _{0 \leq k \leq n}\{\alpha(k)-\beta(k)\} \\
& +\left[A \otimes \beta(n)-A^{*}(n)\right] \\
\leq & \sup _{0 \leq k \leq n}\{A(k, n)-\alpha(n-k)\}+\left[A \otimes \beta(n)-A^{*}(n)\right] \\
& \quad+\sup _{n \geq 0}\{\alpha(n)-\beta(n)\} . \tag{15}
\end{align*}
$$

Since the CCDFs of random variables (r.v.s) $X=$ $\sup _{0 \leq n \leq k}\{A(k, n)-\alpha(n-k)\}$ and $Y=A \otimes \beta(n)-A^{*}(n)$ are bounded by the bounding functions $f(x)$ and $g(x)$ by the definitions of v.b.c. stochastic arrival curve and weak stochastic service curve, we have $P(B(n)>x)=P\left(A(n)-A^{*}(n)>\right.$
$x)$ is bounded by $\varepsilon_{b}(x)=f \otimes g\left(x+\inf _{k \geq 0}[\beta(k)-\alpha(k)]\right)$ according to probability theory given in Lemma 2 of Appendix B. Similarly, the stochastic delay bound $\varepsilon_{d}(x)$ can also be derived for $P(D(n)>x) \leq P\left\{A(n)-A^{*}(n+x)>0\right\}$. The results are summarized in the following theorem.

Theorem 2: Consider a system $S$ with input $A$. If the input has a v.b.c. stochastic arrival curve $\alpha \in \mathcal{F}$ with bounding function $f \in \overline{\mathcal{F}}$, (i.e., $A \sim_{v b}\langle f, \alpha\rangle$ ), the server provides to the input a weak stochastic service curve $\beta \in \mathcal{F}$ with bounding function $g \in \overline{\mathcal{F}}$, i.e., $\left(S \sim_{w s}\langle g, \beta\rangle\right.$ ), then the backlog $B(n)$ and delay $D(n)$ are guaranteed such that, for all $x \geq 0$ and $n \geq 0$

$$
\begin{align*}
& P\{B(n)>x\} \leq f \otimes g\left(x+\inf _{k \geq 0}[\beta(k)-\alpha(k)]\right)  \tag{16}\\
& P\{D(n)>x\} \leq f \otimes g\left(\inf _{k \geq 0}[\beta(k)-\alpha(k-x)]\right) \tag{17}
\end{align*}
$$

According to Lemma 2 of Appendix B, if $X$ and $Y$ are independent r.v.s, the backlog and delay bounds can be further improved. However, since both $X$ and $Y$ defined above depend on the arrival process $A(n)$, they are not independent even if the arrival and service processes are independent. In order to further improve the performance bounds, the concept of a stochastic strict server is introduced in [14] which characterizes the service process $S(n)$ by a deterministic ideal service process with strict service curve $\hat{\beta}(n)$ and an impairment process $I(n)$ according to the following definition.

Definition 3: A system $S(n)$ is said to be a stochastic strict server providing strict service curve $\hat{\beta}(n) \in \mathcal{F}$ with impairment process $I(n)$ if, during any backlog period $(k, n]$, the actual service $S(k, n)$ provided by the system satisfies

$$
\begin{equation*}
S(k, n) \geq \hat{\beta}(n-k)-I(k, n) \tag{18}
\end{equation*}
$$

If $I(n)$ has a v.b.c. stochastic arrival curve $\xi(n)$ with bounding function $g(x)$, it can be proved that the service process satisfies $A \otimes \beta(n)-A^{*}(n) \leq \sup _{0 \leq k \leq n}\{I(k, n)-$ $\xi(n-k)\}$, where $\beta(n)=\hat{\beta}(n)-\xi(n)$ (see Appendix B). Since $P\left\{\sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\}>x\right\} \leq g(x)$ by the definition of v.b.c. stochastic arrival curve and also because $I(n)$ is independent from $A(n)$, the improved backlog and delay bounds can be derived according to Lemma 2 of Appendix B, which are given in the following theorem [8] and proved in Appendix B.

Theorem 3: Consider a system $S$ with input $A$. If the input has a v.b.c. stochastic arrival curve $\alpha \in \mathcal{F}$ with bounding function $f \in \overline{\mathcal{F}}$, (i.e., $A \sim_{v b}\langle f, \alpha\rangle$ ). Also suppose the server is a stochastic strict server providing strict service curve $\hat{\beta}$ with impairment process $I \sim_{v b}\langle g, \xi\rangle$. If $A$ and $I$ are independent, the backlog $B(n)$ and delay $D(n)$ are guaranteed such that, for all $x \geq 0$

$$
\begin{align*}
& P\{B(n)>x\} \leq 1-\bar{f} * \bar{g}\left(x+\inf _{k \geq 0}[\beta(k)-\alpha(k)]\right)  \tag{19}\\
& P\{D(n)>x\} \leq 1-\bar{f} * \bar{g}\left(\inf _{k \geq 0}[\beta(k)-\alpha(k-x)]\right)
\end{align*}
$$

where $\beta(n)=\hat{\beta}(n)-\xi(n), \quad \bar{f}(x)=1-\min [f(x), 1], \quad$ and $\bar{g}(x)=1-\min [g(x), 1]$.

## III. Stochastic Arrival Curve for Train Control Services

As discussed in Section II, Position Report (PR) messages are transmitted in uplink direction from OBC (train) to RBC (ground) and Movement Authority (MA) messages are transmitted in downlink direction from RBC (ground) to OBC (train) periodically. Therefore, we use a periodic traffic source $A(n)$ to model each type of traffic with different parameters. The source generates $\sigma$ units of workload at times $\{n=U \tau+c \tau, c=$ $0,1, \ldots\}$ where $\tau$ is the period of the source and $U$ is the initial start time which is uniformly distributed in the interval $[0,1]$. For all $n \geq 0$ and $\theta \geq 0$ it is known that the MGF of $A(n)$ is

$$
\begin{equation*}
\mathrm{M}_{A}(\theta, n)=e^{\theta \sigma\left\lfloor\frac{n}{\tau}\right\rfloor}\left[1+\left(\frac{n}{\tau}-\left\lfloor\frac{n}{\tau}\right\rfloor\right)\left(e^{\theta \sigma}-1\right)\right] \tag{21}
\end{equation*}
$$

while the effective bandwidth of $A(n)$ is

$$
\begin{equation*}
\delta_{A}(\theta, n)=\frac{\sigma}{n}\left\lfloor\frac{n}{\tau}\right\rfloor+\frac{1}{\theta n} \log \left[1+\left(\frac{n}{\tau}-\left\lfloor\frac{n}{\tau}\right\rfloor\right)\left(e^{\theta \sigma}-1\right)\right] . \tag{22}
\end{equation*}
$$

Now we derive the v.b.c. stochastic arrival curve of the periodic source $A(n)$ according to the following theorem, whose proof is given in Appendix C .
Theorem 4: A flow $A(n)$ with effective bandwidth $\delta_{A}(\theta, n)$ has stationary increments, then it has a v.b.c. stochastic arrival curve $A \sim_{v b}\langle\alpha, f\rangle$, where

$$
\begin{align*}
\alpha(n) & =\left[\delta(\theta, n)+\theta_{1}\right] \times n  \tag{23}\\
f(x) & =\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x} \tag{24}
\end{align*}
$$

for any $\theta_{1}>0$ and $\theta>0$.

## IV. Stochastic Service Curve for HSR Fading Channel

## A. Mobility Model

We divide the communication region of a serving eNodeB along the railway line into multiple zones, $\mathbb{Z}=\{1,2, \ldots, Z\}$, as shown in Fig. 3, where in each spatial zone $z, z \in \mathbb{Z}$, the average received Signal to Interference and Noise Ratio (SINR) over the wireless channel between the serving eNodeB and the VS on the train is approximately the same, denoted by $\bar{\gamma}_{z}^{\mathrm{DL}}$ for downlink and $\bar{\gamma}_{z}^{\mathrm{UL}}$ for uplink. Let $d_{z}$ denote the length of zone $z$ and $c_{z}$ denote the average distance between the serving eNodeB and a train in zone $z$. The average received SINR is determined by

$$
\begin{align*}
\bar{\gamma}_{z}^{\mathrm{DL}} & =\frac{P_{\mathrm{eNB}} \times P L\left(c_{z}\right)}{N_{0} W+I_{z}^{\mathrm{DL}}}  \tag{25}\\
\bar{\gamma}_{z}^{\mathrm{UL}} & =\frac{P_{\mathrm{VS}} \times P L\left(c_{z}\right)}{N_{0} W+I_{z}^{\mathrm{UL}}} . \tag{26}
\end{align*}
$$

where $P_{\text {eNB }}$ and $P_{\mathrm{VS}}$ are the transmit power of eNodeB and VS, respectively. $P L\left(c_{z}\right)$ is the path loss between the eNodeB and the VS given their distance $c_{z} . N_{0}$ is the noise spectral density and $W$ is the system bandwidth. $I_{z}^{\mathrm{DL}}$ and $I_{z}^{\mathrm{UL}}$ denote
the average received interference power in uplink and downlink for zone $z$, respectively.

Since the eNodeBs are deployed along the railway line, we only consider interference from the two neighboring cells to the left and right of the considered cell. We consider the worstcase scenario where both neighboring cells are active and cause interference to the considered cell as shown in Fig. 3. Let $c r_{z}$ and $c l_{z}$ denote the average distances between a train in zone $z$ and its right and left neighbor eNodeB, respectively. For the downlink, we have

$$
\begin{equation*}
I^{\mathrm{DL}}=P_{\mathrm{eNB}} \times P L\left(c r_{z}\right)+P_{\mathrm{eNB}} \times P L\left(c l_{z}\right) \tag{27}
\end{equation*}
$$

For the uplink, we do not know the exact locations of the trains in the neighboring cells. However, we consider that the stationary probability $\pi_{z}$ of there is a train in zone $z, \forall z \in \mathbb{Z}$ is the same for all the cells, which will be determined by our mobility model below. Therefore, we calculate the expected path loss between a train in a neighboring cell to the serving eNodeB given $\pi_{z}$, and the uplink interference power can be derived as

$$
\begin{align*}
& I^{\mathrm{UL}}=P_{\mathrm{VS}} \times \underbrace{\sum_{z=1}^{Z}\left(\pi_{z} \times P L\left(c l_{z}\right)\right)}_{\begin{array}{c}
\text { expected path loss in } \\
\text { right neighboring cell }
\end{array}} \\
&+P_{\mathrm{VS}} \times \underbrace{\sum_{z=1}^{Z}\left(\pi_{z} \times P L\left(c r_{z}\right)\right)}_{\begin{array}{c}
\text { expected path loss in } \\
\text { left neighboring cell }
\end{array}}
\end{align*}
$$

Note that the first term is the uplink interference power from the right neighboring cell because the distance between a train in zone $z$ of right neighboring cell and the serving eNodeB equals the distance $c l_{z}$ between a train in zone $z$ of the considered cell and the left neighbor eNodeB. For similar reason, the second term is the uplink interference power from the left neighboring cell. We will use $\bar{\gamma}_{z}$ to represent either uplink or downlink average SINR in the rest of the paper.

The movement of trains is modeled by a stochastic process $\left\{\mathbb{Z}_{t}, t=0,1, \ldots\right\}$ with discrete state space $\mathbb{Z}$, in which each state corresponds to one spatial zone. A discrete and integer time scale is adopted: $t$ and $t+1$ correspond to the beginning of two consecutive time slots, where the duration of a time slot $\Delta T=1 \mathrm{~ms}$ in LTE system. Within the duration of a time slot, a train either moves to the next zone, or remains in the current zone. ${ }^{1}$ If a train leaves the current eNodeB and connects to a new eNodeB, it is regarded to move from state $Z$ back to state 1 in the stochastic process, representing a new round of communication. Let the duration for which the trains stay in zone $z$ be a random variable (r.v.) $t_{z}$, which is determined by the length of the partition zone $d_{z}$ and the speed of trains $v_{t}$ representing the distance the trains move during a time
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Fig. 3. HSR fading channel.
slot as $d_{z}=\sum_{t=1}^{t_{z}} v_{t}$, where $\left\{v_{t}, t=0,1, \ldots\right\}$ is considered as a discrete time stationary process after a train moves away from the station and accelerates to its maximum speed $v_{\max }$. Obviously, the distribution of $t_{z}$ depends on that of the train speed $v_{t}$, which we only know is upper bounded by $v_{\text {max }}$. In this paper, we consider the ideal scenario where $v_{t}=v_{\max }$ and thus $t_{z}=d_{z} / v_{\max }$. As the trains may have acceleration and decelerations due to unexpected random events in practical scenarios, e.g., communication delay of control signal etc., it is a challenging and interesting problem to determine the exact distribution of $v_{t}$ and $t_{z}$.

The stochastic process $\left\{\mathbb{Z}_{t}, t=0,1, \ldots\right\}$ representing the movement of trains as described above is a semi-Markov process associated with a Markov renewal process $\{(X(n), T(n))$, $n=0,1, \ldots\}$ with some semi-Markov kernel $Q(z, y, t)$. Specifically, $X(n) \in \mathbb{Z}$ is the $n$-th state visited by the semiMarkov process and $T(n)$ is the time of this visit such that

$$
\begin{equation*}
\mathbb{Z}_{t}=X(n) \text { whenever } T(n) \leq t<T(n+1) \tag{29}
\end{equation*}
$$

Moreover, the semi-Markov kernel gives

$$
\begin{align*}
& Q(z, y, t)=P[X(n+1)=y \\
& \quad T(n+1)-T(n) \leq t \mid X(n)=z] \tag{30}
\end{align*}
$$

for all $z, y \in \mathbb{Z}$ and $t \geq 0$. The process $\{X(n), n=0,1 \ldots\}$ is a Markov chain with transition matrix $\mathbf{P}$, where each element $P(z, y)$ equals

$$
P(z, y)=Q(z, y,+\infty)=\left\{\begin{array}{cc}
1 & \text { if } z<Z, y=z+1 \text { or }  \tag{31}\\
& z=Z, y=1 \\
0 & \text { Otherwise }
\end{array}\right.
$$

Note that from (31) we can derive the stationary probabilities $\left\{\pi_{z}, z \in \mathbb{Z}\right\}$ if a train in zone $z$, which are used in (28) to derive the uplink interference from neighboring cells.

The above semi-Markov model of the train mobility process does not require that the speed of trains to be a deterministic value as assumed in this paper. Specifically, if $T(n)$ is geometrically distributed, the stochastic process $\left\{\mathbb{Z}_{t}, t=0,1, \ldots\right\}$ reduces to a Markov chain [36]. In the discrete time Markov chain $\{X(n), n=0,1 \ldots\}, n$ and $n+1$ correspond to the beginning of two consecutive time units, where the duration $T(n)$ of a time unit $n$ equals the duration for which the train stay in zone $z \in \mathbb{Z}$ if $X(n)=z$, i.e., $t_{z}$ time slots or $t_{z} \mathrm{~ms}$. We will use $s$ and $t$ for the index of 1 ms time slots and $k$ and $n$ for the index of $t_{z}$ ms time units in the rest of the paper.

## B. Data Rate Process

Within any spatial zone $z$, the instantaneous received SINR $\gamma_{z, t}$ over the wireless channel between the eNodeB and the train is also affected by small-scale fading apart from large-scale fading, which makes $\gamma_{z, t}$ deviate from its average value $\bar{\gamma}_{z}$, as shown in Fig. 3. Due to the large fading rate $f_{D} \Delta T$ induced by the high mobility speed of the trains, $\gamma_{z, t}$ can be regarded as i.i.d. random variables over different time slots $t$ [30]. Since the high speed trains typically run on the viaduct (such as in Chinese HSR), so the line of sight (LoS) path typically exists in the multipath environment. Thus, the multipath fast fading can be described using a Rician channel model [32], [37]. The instantaneous received SINR $\gamma_{z, t}$ in the downlink can be derived as

$$
\begin{align*}
& \gamma_{z, t}^{\mathrm{DL}}= \\
& \frac{P_{\mathrm{eNB}} \times P L\left(c_{z}\right) \times\left|h_{t}\right|^{2}}{N_{0} W+P_{\mathrm{eNB}} \times P L\left(c r_{z}\right) \times\left|i r_{t}\right|^{2}+P_{\mathrm{eNB}} \times P L\left(c l_{z}\right) \times\left|i l_{t}\right|^{2}} \tag{32}
\end{align*}
$$

where $\left|h_{t}\right|,|i r(t)|$ and $|i l(t)|$ are Rice distributed random variables whose square represent the small-scale fading gain

TABLE I
AMC PARAMETERS FOR LTE

|  | Mode 1 | Mode 2 | Mode 3 | Mode 4 | Mode 5 | Mode 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Modulation order | 2 | 2 | 4 | 4 | 6 | 6 |
| Rate $r_{z}^{\text {ideal }}($ bits $/ m s / 180 \mathrm{KHz})$ | 56 | 120 | 208 | 280 | 408 | 552 |
| $a_{l}$ | 4.194 | 5.521 | 8.013 | 16.7 | 12.7 | 15.12 |
| $g_{l}$ | 3.133 | 1.521 | 0.947 | 0.6359 | 0.2964 | 0.1211 |
| $\gamma_{p l}(\mathrm{~dB})$ | -3.395 | 0.505 | 3.419 | 6.462 | 9.332 | 13.508 |
| $\Gamma_{l}(\mathrm{~dB})$ | -0.37 | 3.09 | 5.63 | 8.31 | 11.23 | 15.31 |

of received signal power, received interference power from the right and left neighboring cells at time slot $t$, respectively. The instantaneous received SINR in the uplink can be derived similarly.

Since the average received signal power $P_{\text {eNB }} \times P L\left(c_{z}\right)$ or $P_{\mathrm{VS}} \times P L\left(c_{z}\right)$ is usually much stronger than the average received interference power $I_{z}^{\mathrm{DL}}$ or $I_{z}^{\mathrm{UL}}$, we ignore the effect of fast fading on the received interference power and approximate the denominator of (32) by $N_{0}+I_{z}^{\mathrm{DL}}$. Therefore, we have $\gamma_{z, t}=\bar{\gamma}_{z}\left|h_{t}\right|^{2}$. Using the more general and simpler Nakagami$m$ fading model to approximate the Rician fading model, the probability distribution function (PDF) of the $\operatorname{SINR} \gamma_{z, t}$ can be presented by [38]

$$
\begin{equation*}
f\left(\gamma_{z, t}\right)=\left(\frac{m}{\bar{\gamma}_{z}}\right)^{m} \frac{\gamma_{z, t}^{m-1}}{\Gamma(m)} \exp \left(-\frac{m \gamma_{z, t}}{\bar{\gamma}_{z}}\right) \tag{33}
\end{equation*}
$$

where $\Gamma(\cdot)$ is the Gamma function, $m=\frac{(K+1)^{2}}{2 K+1}$ is the fading parameter, and $K$ is the Rice factor.
The instantaneous data rate $r_{z, t}$ within spatial zone $z$ can be determined from the instantaneous received SNR $\gamma_{z, t}$. The simplest method is using the Shannon formula, where the instantaneous data rate within spatial zone $z$ is a random variable $r_{z, t}=C \log \left(1+\gamma_{z, t}\right)$. However, this method can only provide an approximate data rate which is not accurate. In this paper, we consider the practical scenario where the instantaneous data rate within spatial zone $z$ is determined by the adaptive modulation and coding (AMC) scheme. The SINR values are divided into $L$ non-overlapping consecutive regions. Ideally, perfect channel state information (CSI) is available at the eNodeB, based on which the optimum modulation and coding scheme (MCS) can be selected. For any $l \in\{1, \ldots, L\}$, the $l$-th MCS is selected if the instantaneous SINR value $\gamma$ falls within the $l$-th region $\left[\Gamma_{l}, \Gamma_{l+1}\right)$. Obviously, $\Gamma_{0}=0$ and $\Gamma_{L+1}=\infty$. However, due to the rapidly varying channel condition induced by the high mobility of HST, the CSI at the eNodeB may be highly inaccurate. Therefore, the performance of the CSI-based AMC scheme may be seriously degraded. As an alternative, we propose to perform AMC based on the average received SINR instead, since the average received SINR is mainly impacted by the large-scale fading effect and varies on a much slower time scale than the instantaneous SINR. Based on the above assumption, a fixed MCS scheme is selected for each zone $z$ according to its average $\operatorname{SINR} \bar{\gamma}_{z}$, i.e., the $l$-th MCS is selected for zone $z$ if $\bar{\gamma}_{z}$ falls within the $l$-th region $\left[\Gamma_{l-1}, \Gamma_{l}\right)$. The selected MCS determines the ideal transmission capability $r_{z}^{\text {ideal }}$ of the wireless channel in zone $z$. However, as the channel condition
is also impacted by the small-scale fading effect, transmission errors may be incurred when the channel is in deep fade. To simplify performance analysis, we will rely on the following approximate block error rate (BLER) expression over Additive White Gaussian Noise (AWGN) channel [39]:

$$
\operatorname{BLER}_{l}(\gamma)= \begin{cases}1 & \text { if } 0<\gamma<\gamma_{p l}  \tag{34}\\ a_{l} \exp \left(-g_{l} \gamma\right) & \text { if } \gamma \geq \gamma_{p l}\end{cases}
$$

Parameters $a_{l}, g_{l}$, and $\gamma_{p l}$ are MCS-dependent, and are obtained by fitting and comparing curves by (34) to the simulated BLER according to the Monte-Carlo simulations with parameters given by 3G LTE specification [40]. We select $L=6 \mathrm{MCSs}$ from the 32 MCSs in LTE and the parameters are given in Table I. In LTE system, a terminal can be allocated in the downlink or uplink with a minimum of 1 Resource Block (RB) during 1 subframe ( 1 ms ), where an RB occupies 12 subcarriers $(12 \times 15 \mathrm{KHz}=180 \mathrm{KHz})$ in frequency domain. Therefore, the data rate $r_{z}^{\text {ideal }}$ in Table I is the number of bits that can be transmitted on one RB within 1 ms time slot. ${ }^{2}$ We consider an infinite-persistent ARQ protocol in the link layer, where an erroneous block is retransmitted until it is received correctly at the receiving end. Depending on the transmission outcome in each time slot, an acknowledgment (ACK) or a negative acknowledgement (NACK) is replied by the receiver to the transmitter for each transmitted packet. We assume that the ACK/NACK packets are available at the end of the transmission time slot, and the feedback channel carrying ACK/NACK packets is a reliable one. Based on the above assumptions, the instantaneous data rate of zone $z$ given MCS index $l$ is a random variable [41]

$$
\begin{equation*}
r_{z, t}=r_{z}^{\text {ideal }}\left(1-\operatorname{BLER}_{l}\left(\gamma_{z, t}\right)\right) \tag{35}
\end{equation*}
$$

The data rate process of a HSR wireless communication channel as described above can be modeled by a semiMarkov Modulated Process (SMMP). The modulation is done via a discrete-time homogeneous semi-Markov process (SMP) $\left\{\mathbb{Z}_{t}, t=0,1, \ldots\right\}$ on the states $\{1,2, \ldots, Z\}$. Let $\left\{r_{z, t}, t=\right.$ $0,1, \ldots\}, z=1, \ldots, Z$, be $Z$ sequences of i.i.d. random variables, representing the instantaneous data rate at time slot $t$ when the SMP $\mathbb{Z}_{t}$ is at state $z$. The data rate process $r_{t}=r_{\mathbb{Z}_{t}, t}$ is then an SMMP with the modulating process $\mathbb{Z}_{t}$.
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## C. Stochastic Service Curve

Define the service process $S_{t} \equiv \sum_{s=1}^{t} r_{s}$ as the cumulative amount of service provided by the wireless channel by time $t$. If the data rate process $r_{t}$ as defined above is a Markov Modulated Process (MMP), the stochastic service curve of $S_{t}$ can be derived. However, as $r_{t}$ is an SMMP, we construct an equivalent data rate process which is an MMP. The modulation is done via a discrete-time homogeneous Markov process $\{X(n), n=0,1, \ldots\}$ on the states $\{1,2, \ldots, Z\}$. Let $\left\{r_{z}(n):=\sum_{t=1}^{t_{z}} r_{z, t}, n=0,1 \ldots, z=1, \ldots, Z\right\}$, be $Z$ sequences of i.i.d. random variables, representing the total achievable data rate during the $n$-th state visited by the SMP $\left\{\mathbb{Z}_{t}, t=\right.$ $0,1, \ldots\}$, when the $n$-th state is state $z$. The equivalent data rate process $r(n)=r_{X(n)}(n)$ is then an MMP with the modulating process $X(n)$. We define the equivalent service process $S(n)$ as

$$
\begin{equation*}
S(n):=\sum_{k=1}^{n} r(k)=S\left(\sum_{k=1}^{n} t_{X(k)}\right) \tag{36}
\end{equation*}
$$

1) MGF Snetal: Define $\phi_{\mathrm{S}, z}(-\theta):=\mathrm{E}\left[e^{-\theta r_{z}(n)}\right]=$ $\left(\mathrm{E}\left[e^{-\theta r_{z, 1}}\right]\right)^{t_{z}}$ as the MGF of $r_{z}(n)$ and let $\phi_{\mathrm{S}}(\theta)$ be the diagonal matrix $\operatorname{diag}\left\{\phi_{\mathrm{S}, 1}(-\theta), \ldots, \phi_{\mathrm{S}, Z}(-\theta)\right\}$. For all $n \geq 0$ and all $\theta>0$, the MGF of the equivalent service process $S(n)$ can be derived as [42]

$$
\begin{equation*}
\overline{\mathrm{M}}_{S}(\theta, n)=\boldsymbol{\pi}\left(\boldsymbol{\phi}_{\mathrm{S}}(-\theta) \mathbf{P}\right)^{n-1} \boldsymbol{\phi}_{\mathrm{S}}(-\theta) \mathbf{1} \tag{37}
\end{equation*}
$$

where $\boldsymbol{\pi}$ is a row vector of the stationary state distribution of the modulating process $X(n), \mathbf{P}$ is the transition matrix of $X(n)$ given in (31), and $\mathbf{1}$ is a column vector of ones.
2) $C C D F$ Snetal: Now we use two stochastic processes to characterize the equivalent service process $S(n)$, i.e., an ideal deterministic service process $\hat{S}(n)=\hat{r} \times n$ and an impairment process $I(n)$, where $S(n)=\hat{S}(n)-I(n)$ with $\hat{S}(0)=$ $I(0)=0$ by convention. Therefore, $I(n)=\sum_{k=1}^{n}(\hat{r}-r(k))$ according to (35). We can see that the impairment process is also the cumulative process of an MMP $i(n):=i_{X(n)}(n)$ with modulating process $X(n)$, where $i_{z}(n):=\hat{r}-r_{z}(n) \quad(n=$ $0,1, \ldots, z=1, \ldots, Z)$ are $Z$ sequences of i.i.d. random variables, representing the amount of impaired services during the $n$-th state visited by the $\operatorname{SMP}\left\{\mathbb{Z}_{t}, t=0,1, \ldots\right\}$, when the $n$-th state is state $z$. Now, the equivalent service process $S(n)$ is a stochastic strict server with strict service curve $\hat{\beta}(n)=\hat{S}(n)$ and impairment process $I(n)$ by Definition 3.

Define $\phi_{\mathrm{I}, z}(\theta):=\mathrm{E}\left[e^{\theta i_{z}(n)}\right]=e^{\theta \hat{r}}\left(\mathrm{E}\left[e^{-\theta r_{z, 1}}\right]\right)^{t_{z}}$ as the MGF of $i_{z}(n)$ and let $\phi_{\mathrm{I}}(\theta)$ be the diagonal matrix $\operatorname{diag}\left\{\phi_{\mathrm{I}, 1}(\theta)\right.$, $\left.\ldots, \phi_{\mathrm{I}, Z}(\theta)\right\}$. Let $s p\left(\phi_{\mathrm{I}}(\theta) \mathbf{P}\right)$ be the spectral radius ${ }^{3}$ of the matrix $\phi(\theta) \mathbf{P}$, where the transition matrix $\mathbf{P}$ is given in (31). For all $n \geq 0$ and all $\theta>0$, the effective bandwidth of the impairment process $I(n)$ can be derived as [42]

$$
\begin{equation*}
\delta_{I}(\theta, n)=\frac{1}{\theta n} \log \left(\boldsymbol{\pi}\left(\boldsymbol{\phi}_{\mathrm{I}}(\theta) \mathbf{P}\right)^{n-1} \boldsymbol{\phi}_{\mathrm{I}}(\theta) \mathbf{1}\right) . \tag{38}
\end{equation*}
$$

[^3]The impairment process $I(n)$ can be characterized by v.b.c. stochastic arrival curve according to the following Lemma, whose proof is similar to that of Theorem 4 and omitted here.

Lemma 1: If impairment process $I(n)$ with effective bandwidth $\delta_{I}(\theta, n)$ has stationary increments, then it has a v.b.c. stochastic arrival curve $A \sim_{v b}\langle\xi, g\rangle$, where

$$
\begin{align*}
& \xi(n)=\left[\delta_{I}(\theta, n)+\theta_{1}\right] \times n  \tag{39}\\
& g(x)=\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x} \tag{40}
\end{align*}
$$

for any $\theta_{1}>0$ and $\theta>0$.
Given the stochastic strict server and v.b.c. stochastic arrival curve of the impairment process, Theorem 3 can be applied to derive the stochastic backlog and delay bounds using independence case analysis.

Alternatively, we can first characterize the equivalent service process $S(n)$ using weak stochastic service curve according to the following theorem.

Theorem 5: The equivalent service process $S(n)$ provides a weak stochastic service curve, i.e., $S \sim\langle g, \beta\rangle$, where

$$
\begin{align*}
& \beta(n)=\left[\hat{r}-\delta_{I}(\theta, n)-\theta_{1}\right]^{+} n  \tag{41}\\
& g(x)=\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x} \tag{42}
\end{align*}
$$

for $\forall \theta>0$ and $\theta_{1}>0$.
Proof: The proof follows directly from Lemma 1 and Lemma 3 in Appendix B.

Given the weak stochastic service curve of the equivalent service process $S(n)$, Theorem 2 can be applied to derive the stochastic backlog and delay bounds.

## V. Performance Evaluation

## A. Derivation of Delay Bound

Given the SAC of train control services in Section III and the SSC provided by the HSR fading channel in Section IV, the stochastic delay bound of the flow can be determined using the following three methods.

1) MGF method: Theorem 1 is used to derive the delay bound where the MGFs of the arrival process and service process are derived from (21) and (37), respectively;
2) CCDF method: For ease of notation, we denote $m=$ $\inf _{k \geq 0}[\beta(k)-\alpha(k-x)]$.
a) method 1: With the v.b.c. stochastic arrival curve of arrival process given in Theorem 4 and the weak stochastic service curve of service process given in Theorem 5, the delay bound can be derived by Theorem 2. Taking $f(x)=g(x)=\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x}$ from (24) and (42) into (17), we have

$$
\begin{equation*}
P\{D(n)>x\} \leq \frac{2 e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{\frac{-\theta m}{2}} \tag{43}
\end{equation*}
$$

TABLE II
System Parameters

| Parameter | Value |
| :---: | :---: |
| Transmit power of eNodeB $P_{\mathrm{eNB}}$ | 43 dBm |
| Transmit power of VS $P_{\mathrm{VS}}$ | 23 dBm |
| Bandwidth $W$ | 3 MHz |
| Noise spectral density $N_{0}$ | $-174 \mathrm{dBm} / \mathrm{Hz}$ |
| Carrier frequency $f_{c}$ | 1.9 GHz |
| Train velocity $v_{\max } / \Delta T$ | $100 \mathrm{~m} / \mathrm{s}$ |
| Inter-site Distance | 3 km |
| length of a zone $d_{z}$ | 5 m |

b) method 2: With the v.b.c. stochastic arrival curve of arrival process given in Theorem 4, and the stochastic strict server of service process with v.b.c. stochastic arrival curve of impairment process given in Lemma 1, the delay bound can be derived by Theorem 3. When taking $f(x)=g(x)=\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x}$ into (20), we have

$$
\begin{align*}
P\{D(n)>x\} \leq & 1-\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}}\left(1-e^{-\theta m}\right) \\
& +\left(\frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}}\right)^{2} \theta m e^{-\theta m} \tag{44}
\end{align*}
$$

Note that $m=\inf _{k \geq 0}\left[\left(\hat{r}-\delta_{I}(\theta, k)-\delta_{A}(\theta, k-x)-2 \theta_{1}\right) k+\right.$ $\left.\left(\delta_{A}(\theta, k-x)+\theta_{1}\right) x\right]$ according to (41) and (23). $\theta$ and $\theta_{1}$ are free parameters to optimize the performance of the delay bound so that $P\{D(n)>x\}$ can be as small as possible.

## B. System Parameter

The system parameters are given in Table II. We use the Winner Phase II model D2a sub-scenario to calculate the path loss $P L(d)$ in (25)-(28), which is a measurement based physical layer channel model for links between the trackside base station and the roof-top antenna of a train

$$
P L(d)= \begin{cases}44.2+21.5 \log (d)+L & d<d_{b p}  \tag{45}\\ 44.2+40 \log \left(d / d_{b p}\right)+L_{b p}+L & d \geq d_{b p}\end{cases}
$$

where $d$ is the distance from the roof-top antenna of the train to the eNodeB, which could be either $c_{z}, c r_{z}$ or $c l_{z}$ in (14)-(17). The distance from the eNodeB to the track is set to 50 m in order to calculate the above distances. $L$ and $L_{b p}$ are constants in dB. $L=20 \log \left(f_{c} /\left(5 \times 10^{9}\right)\right)$ is the carrier frequency loss, where $f_{c}$ is the carrier frequency in Hz. $L_{b p}=21.5 \log \left(d_{b p}\right)$, where $d_{b p}$ is the break point of the path-loss curve. $d_{b p}$ equals to $4 h_{\mathrm{eNB}} h_{\mathrm{VS}} f_{c} / c$, where $h_{\mathrm{eNB}}=45 \mathrm{~m}$ and $h_{\mathrm{VS}}=5 \mathrm{~m}$ are the eNodeB and VS antenna heights in meter compared to the ground, respectively, and $c$ is velocity of light in vacuum.

The system bandwidth is 3 MHz containing 15 RBs . However, we assume that only one RB is dedicated to the train control services in the following numerical experiments. We set the velocity of trains to be $100 \mathrm{~m} / \mathrm{s}$ if not specified otherwise in the following numerical experiments, so that $v_{\max }=$ $0.1 \mathrm{~m} /$ time slot. Moreover, the inter-site distance between two neighboring eNodeBs is set to be 3 km . Let the length of a
zone $z$ be $d_{z}=5 \mathrm{~m}$, and we have the duration for which a train stays in zone $z$ is $t_{z}=d_{z} / v_{\max }=50$ time slots or ms for any $z \in \mathbb{Z}$. Moreover, the number of zones $Z=600$. Note that smaller zone size $d_{z}$ will result in smaller time unit duration $t_{z}$. As our delay bound is in terms of time unit, shorter length of a time unit shall result in more precise measurement of the delay bound. Therefore, we should set $d_{z}$ to be as small as possible. However, smaller $d_{z}$ will lead to larger number of zones $Z$ within a cell and thus larger state space of the semi-Markov process, which results in larger computational complexity in analysis. Moreover, if $d_{z}$ is too small, a train may move from zone $z$ to $z+i$ with $i>1$ during a time slot, which further complicates the analysis. Therefore, the zone size $d_{z}$ should be set to a proper value according to the train speed and coverage region of a cell considering the above tradeoff.

## C. Numerical and Simulation Results

In this section, the delay performance of train control services over HSR fading channel is evaluated through both simulation and numerical results. Our simulation program is built on the MATLAB platform. The BS and the VS each has a buffer, where the arrived packets wait for transmission. At the start of each 50 ms time unit when the train is in zone $z$, the instantaneous SNR values $\gamma_{z, t}$ of $t_{z}=50$ i.i.d. Rician fading channels with mean $\operatorname{SNR} \bar{\gamma}_{z}$ are generated, each of which represents the instantaneous SNR of the HSR fading channel during 1 ms time slot. Then, the instantaneous data rate of each Rician fading channel is derived using both the AMC method by (35) and the Shannon method by the Shannon formula, respectively. The sum of the $t_{z}=50$ instantaneous data rates represents the total amount of data that can be transmitted by the HSR fading channel during the period when the train is in zone $z$. The sojourn time of each data unit in buffer is recorded when it is transmitted. With this, the delay performance is obtained. The results are collected over $Z$ simulations, each of which runs for $10^{6}$ time units, where in the $z$-th simulation $(z \in\{1, \ldots, Z\})$ the train is assumed to be in zone $z$ when the simulation starts. In the following experiments, we focus on the downlink transmission, since the analytical principles for deriving the stochastic delay bounds of uplink and downlink transmissions are the same.

Figs. 4 and 5 compare the analytical bounds by MGF and CCDF snetals and the simulation results under different violation probabilities, where the burst size and period of the periodical source are set to $\sigma=4000$ bits and $\tau=120$ time units ( 6 s), respectively. Fig. 4 uses the proposed AMC method to obtain instantaneous data rate, while Fig. 5 uses the Shannon method. As expected, the estimated delay bound with Shannon method is smaller than that with the AMC method, which means that the Shannon method will provide results that are more optimistic than that can be actually achieved. It can be observed that in both figures, the analytical bounds provided by the MGF method are the tightest while those provided by the CCDF method 1 are the loosest. This is because the MGF method only uses the Boole's inequality and Chernoff bound when deriving the analytical bound by (46), while both CCDF methods use the above inequalities twice (when obtaining the


Fig. 4. Comparison of simulation results and analytical bounds under different violation probabilities with AMC method (burst size $\sigma=4000$ bits, period $\tau=$ 120 time units ( 6 s )).


Fig. 5. Comparison of simulation results and analytical bounds under different violation probabilities with Shannon method (burst size $\sigma=4000$ bits, period $\tau=120$ time units ( 6 s )).
stochastic arrival curves for periodical source and impairment process by (51)). Moreover, CCDF method 2 provides tighter bound than CCDF method 1 in Fig. 4 and the same bound with CCDF method 1 in Fig. 5, because the second bound in Lemma 2 is generally better than the first bound. Note that the MGF snetal is easier to implement than the CCDF snetal, because that in the MGF snetal, only one free parameter $\theta$ needs to be optimized in order to derive the performance bound as in (14). In the CCDF snetal, on the other hand, two free parameters $\theta$ and $\theta_{1}$ need to be optimized as in (43) and (44). Therefore, in Figs. 6 and 7, we only use MGF snetal to derive the analytical bounds.

Fig. 6 compares the analytical bounds by MGF snetal and the simulation results under different burst sizes with AMC method and Shannon method, where the period of the periodical source is set to $\tau=120$ time units ( 6 s ) and the violation probability is set to $1 e-7$, respectively. Fig. 6 shows that the


Fig. 6. Comparison of simulation results and analytical bounds for periodical source under different burst sizes with AMC method and Shannon method (violation probability $\varepsilon=1 \mathrm{e}-7$ bits, period $\tau=120$ time units ( 6 s )).


Fig. 7. Comparison of simulation results and analytical bounds under different periods with AMC method and Shannon method (violation probability $\varepsilon=1 \mathrm{e}-7$ bits, burst size $\sigma=14000$ bits.
delay bound increases with the increasing burst size, and the increasing rate of Shannon method is slower than that of the AMC method. This is because that the period of burst arrival is $\tau=120$ time units and the largest delay experienced by the data in the buffer (when the burst size is 14000 bits with AMC method) is larger than 7 time units with probability no larger than $1 \mathrm{e}-7$. Therefore, we can safely conclude that a burst is fully transmitted before the next one arrives, which means that the largest backlog equals the burst size and thus the delay bound depends on the burst size and the instantaneous data rate at every zone. From Fig. 6 we can also observe that the MGF method can provide a relatively tight bound with both AMC method and Shannon method.

Fig. 7 compares the analytical bounds by MGF snetal and the simulation results under different periods with AMC method and Shannon method, where the burst size is set to
$\tau=14000$ bits and the violation probability is set to $1 \mathrm{e}-7$, respectively. It can be observed that the delay bound remains to be the same when the period reduces from 120 time units to 10 time units for both the AMC method and Shannon method. However, when the period reduces from 10 time units to 4 time units, the delay bound grows quickly for the AMC method (from 7 to 44 time units in the simulation results) and grows a little for the Shannon method (from 4 to 5 time units in the simulation results). This observation is because when the period is larger than 10 time units, a burst is almost always fully transmitted before the next one arrives, as explained in Fig. 6. However, when the period becomes smaller than 10 time units, a burst may not be fully transmitted before the next one arrives, so the remaining data in the previous burst will be backlogged to the next period for transmission. For the AMC method, since the delay bound corresponding to violation probability $1 \mathrm{e}-7$ is 7 time units (in the simulation result) when the period is 10 time units, the delay bound increase quickly when the period reduces to 4 and 5 time units. When the period further reduces to be smaller than 4 time units, the MGF snetal fails to derive the delay bound since the term $\mathrm{M}_{A}(\theta, k-\tau) \overline{\mathrm{M}}_{S}(\theta, k)$ in (14) increases with increasing $k$ and the sum of this term over $k=\{0,1, \ldots\}$ becomes infinity. This is because the traffic intensity becomes too large so the queuing system is not stable anymore and the backlog accumulates to infinity over time. On the other hand, for the Shannon method, since the delay bound corresponding to violation probability $1 \mathrm{e}-7$ is 4 time units (in the simulation result) when the period is 10 time units, the bursts are fully transmitted before the next one arrives even when the period is reduced to 4 time units. Therefore, the delay bound only increases a little in this case.

From both Figs. 6 and 7, it can be seen that the analytical bounds for Shannon method is much tighter than those for AMC method. The reason for this difference is due to the mathematical principle of snetal. In snetal, some general purpose methods are commonly used in order to derive the performance bounds, such as the Chernoff's bound and Boole's inequality. The derived bounds may be tight or loose depending on the specific distribution of the arrival and service processes. Therefore, the usage of Shannon method or AMC method leads to different distributions of the service process, which results in the different tightness of the derived bounds.

In the above numerical experiments, we set the velocity of trains to be $100 \mathrm{~m} / \mathrm{s}$. Note that the train speed may affect the delay bound, since the channel variation due to changing path loss shall be faster with higher train speed. In order to examine its impact on the delay bound, we vary the train speed from $50 \mathrm{~m} / \mathrm{s}$ to $200 \mathrm{~m} / \mathrm{s}$ in a step of $50 \mathrm{~m} / \mathrm{s}$. Moreover, in order to facilitate comparison, we set the zone size $d_{z}$ correspondingly so that the duration of a time unit $t_{z}$ remains to be 50 ms irrespective of the train speed. Fig. 8 shows the analytical bound and simulation results under different train speeds with AMC method when the burst size $\sigma=14000$ bits, period $\tau=4$ time units and violation probability $\varepsilon=1 \mathrm{e}-7$. It can be seen that the delay bound is improved with increasing train speed. Although not shown in Fig. 8, the impact of train speed reduces to almost zero when we reduce the burst size or increase the period. This is because the delay bound improves when the


Fig. 8. Impact of train speed on delay bound (violation probability $\varepsilon=1 \mathrm{e}-$ 7 bits, burst size $\sigma=14000$ bits, period $\tau=4$ time units, AMC method).
train speed is higher because the train will travel longer distance and thus the HSR fading channel will experience larger channel state variation during the transmission of a message. When the burst size is reduced or the period is increased, it can be seen from Figs. 6 and 7 that the message transmission delay is significantly reduced compared to that corresponds to the parameter setting in Fig. 8, which results in reduced impact of train speed on the delay bound.

We would like to remark that the length of the MA message in the current ETCS/CTCS system is typically around 1600 bits and the length of the PR message is 192 bits, and the arrival periods of both messages are typically around 6 s ( 120 time units) based on our measurement data in practical system. Moreover, it is required in the ETCS/CTCS system that the maximum end-to-end transfer delay should be $\leq 0.5 \mathrm{~s}$ (10 time units) under $99 \%$ probability [21]. Therefore, we can conclude that the LTE system can provide satisfactory performance guarantee for the train control services using one RB based on our analytical and simulation results above.

Generally speaking, the analytical principles and delay bounds derived for uplink and downlink transmissions are the same for both FDD-LTE and TD-LTE. However, for the total end-to-end transfer delay from the time when an integrity/position report is transmitted by Train1 until a movement authority message is received by Train2 as illustrated in Fig. 2, TD-LTE may cause several milliseconds of more delay than FDD-LTE. This is because in TD-LTE, a 10 ms frame is divided into 101 ms subframes, which are reserved for downlink or uplink transmissions according to different configurations. Therefore, a message buffered at the train or base station needs to wait for the proper type of subframe for transmission, which may cause some further delay.

## VI. Conclusion

In this paper, stochastic delay bounds of the train control services over HSR fading channel have been derived based on the analytical principle behind stochastic network calculus. In specific, the service process of the HSR fading channel
was modeled as a semi-Markov modulated process, where the channel variations due to both the large-scale fading and smallscale fading effects were taken into account. Moreover, the performance loss due to AMC selection with imperfect CSI was also considered. The stochastic service curve of the semiMarkov modulated service process was derived using both the MGF and CCDF methods. The train control service was modeled as a periodical source, where the stochastic arrival curve can be derived using both the MGF and CCDF methods. Based on the stochastic arrival and service curves, the stochastic delay bounds were derived using both the MGF and CCDF methods. It has been shown that for our specific arrival and service processes, the MGF method can provide tighter bound than the CCDF method and is also simpler to use than the CCDF method, since it only needs to optimize one free parameter. Moreover, we have also shown that the delay bound derived when considering AMC method is indeed more conservative than that derived when using the Shannon formula to derive the instantaneous data rate. The numerical and simulation results demonstrate that the LTE system can provide very good delay bounds for train control services using only one resource block. Our focus in this paper is on the performance of train control services which are transmitted over dedicated radio resources. The extension of our analysis method to support all three types of services including train monitoring services and passenger services with a priority queuing system is currently under investigation.

## Appendix

## A. Proof of Theorem 1

Due to space limitation, we will only prove (14) for the delay bound, while the backlog bound follows similarly [16]:

$$
\begin{align*}
P\{D(n)>x\} & \leq P\left\{\sup _{0 \leq k \leq n}\{\hat{A}(k, n)-\hat{S}(k, n+x)\}>0\right\} \\
& \leq \mathrm{E}\left[e^{\theta \sup _{0 \leq k \leq n}\{\hat{A}(k, n)-\hat{S}(k, n+x)\}}\right] \\
& \leq \sum_{k=0}^{n} \mathrm{E}\left[e^{\theta \hat{A}(k, n)-\theta \hat{S}(k, n+x)}\right] \\
& \leq \sum_{k=x}^{\infty} \mathrm{M}_{A}(\theta, k-x) \overline{\mathrm{M}}_{S}(\theta, k) \tag{46}
\end{align*}
$$

for $\forall \theta>0$. The first inequality stems from the Chernoff's bound of random variable $X$ that for any $x$ and all $\theta \geq 0$ it is known that

$$
P\{X \geq x\} \leq e^{-\theta x} E e^{\theta X}
$$

while the second inequality is based on Boole's inequality.
Suppose the allowable delay violation probability is $\varepsilon \in$ $(0,1]$. Then, by letting the right hand side of (46) equal to $\varepsilon$ and with some mathematical manipulation, a delay bound can be found as (14). Similarly, a backlog bound can be found as (13).

## B. Proof of Theorem 3

The proof is based on the following lemma of probability theory.

Lemma 2: For any random variables $X$ and $Y$, and $\forall x \geq 0$, if $P\{X>x\} \leq f(x)$ and $P\{Y>x\} \leq g(x)$, where $f, g \in \overline{\mathcal{F}}$, then

$$
P\{X+Y>x\} \leq(f \otimes g)(x)
$$

If $X$ and $Y$ are nonnegative and independent, then

$$
P\{X+Y>x\} \leq 1-(\bar{f} * \bar{g})(x)
$$

where $\bar{f}(x)=1-\min [f(x), 1]$ and $\bar{g}(x)=1-\min [g(x), 1]$. Note that the second bound for the CCDF of $X+Y$ may be significantly better than the first bound, which motivates the independent case analysis.

In the following, we first introduce and prove that the following lemma on weak stochastic service curve.
Lemma 3: Consider a stochastic strict server $S$ providing strict service curve $\hat{\beta}$ with impairment process $I$. If the impairment process $I$ provides a v.b.c. stochastic arrival curve, or $I \sim_{v b}\langle g, \xi\rangle$ then the server provides a weak stochastic service curve $S \sim_{w s}\langle g, \beta\rangle$ with $\beta(n)=[\hat{\beta}(n)-\xi(n)]^{+}$if $\beta \in \mathcal{F}$.

Proof: For any time $n \geq 0$, there are two cases. In case $1, n$ is not within any backlogged period. In this case, there is no backlog in the system at time $n$, which implies that all traffic that arrived up to time $n$ has left the server. Hence, $A^{*}(t)=A(t)$ and consequently $A \otimes \beta(n)-A^{*}(n) \leq$ $A(n)+\beta(0)-A^{*}(n) \leq 0$.

In case $2, n$ is within a backlogged period. Without loss of generality, assume the backlogged period starts from $n_{0}$. Then, $A\left(n_{0}\right)=A^{*}\left(n_{0}\right)$ and

$$
\begin{align*}
A \otimes \beta(n)-A^{*}(n) & \leq A\left(n_{0}\right)+\beta\left(n-n_{0}\right)-A^{*}(n) \\
& =\beta\left(n-n_{0}\right)+A^{*}\left(n_{0}\right)-A^{*}(n) \\
& =\beta\left(n-n_{0}\right)-S\left(n, n_{0}\right) . \tag{47}
\end{align*}
$$

In addition, since the server is a stochastic strict server providing strict service curve $\hat{\beta}$ with impairment process $I$, we have for this backlogged period $\left(n_{0}, n\right]$, by definition

$$
\begin{align*}
\beta\left(n-n_{0}\right)-S\left(n_{0}, n\right) & =\hat{\beta}\left(n-n_{0}\right)-S\left(n_{0}, n\right)-\xi\left(n-n_{0}\right) \\
& \leq I\left(n_{0}, n\right)-\xi\left(n-n_{0}\right) \\
& \leq \sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\} \tag{48}
\end{align*}
$$

Combining both cases, we conclude that, for any $k \geq 0$

$$
\begin{equation*}
A \otimes \beta(n)-A^{*}(n) \leq\left(\sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\}\right)^{+} . \tag{49}
\end{equation*}
$$

Since the impairment process $I(n)$ provides a v.b.c. stochastic arrival curve, or $I \sim_{v b}\langle g, \xi\rangle$. By definition, there holds

$$
P\left\{\sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\}>x\right\} \leq g(x)
$$

Hence we get

$$
\begin{aligned}
& P\left\{A \otimes \beta(n)-A^{*}(n)>x\right\} \\
& \quad \leq P\left\{\sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\}>x\right\} \leq g(x)
\end{aligned}
$$

which completes the proof by the definition of weak stochastic service curve.

Applying (49) to (15), we get

$$
\begin{align*}
& A(n)-A^{*}(n) \leq \sup _{0 \leq k \leq n}\{A(k, n)-\alpha(n-k)\} \\
& \quad+\left(\sup _{0 \leq k \leq n}\{I(k, n)-\xi(n-k)\}\right)^{+}+\sup _{n \geq 0}\{\alpha(n)-\beta(n)\} . \tag{50}
\end{align*}
$$

If $A$ and $I$ are independent random processes, since $\alpha, \beta$, and $\xi$ are non-random functions, the first two terms on the righthand side of (50) are also independent. Then, together with the fact that $A$ provides v.b.c. stochastic arrival curve, we have Theorem 3 by applying Lemma 2 .

## C. Proof of Theorem 4

$$
\begin{align*}
& P\left\{\sup _{0 \leq k \leq n}\left\{A(k, n)-\left[\delta(\theta, n)+\theta_{1}\right] \times(n-k)\right\}>x\right\} \\
& \left.\quad \leq \sum_{k=0}^{n-1} P\left\{A(k, n)-\left[\delta(\theta, n)+\theta_{1}\right] \times(n-k)\right\}>x\right\} \\
& \left.\quad=\sum_{u=1}^{t} P\left\{A(0, u)-\left[\delta(\theta, n)+\theta_{1}\right] \times u\right\}>x\right\} \\
& \quad \leq \sum_{u=1}^{t}\left[e^{-\theta x} e^{-\theta \theta_{1} u}\right] \leq \frac{e^{-\theta \theta_{1}}}{1-e^{-\theta \theta_{1}}} e^{-\theta x} \tag{51}
\end{align*}
$$

where the first inequality is based on Boole's inequality, while the second inequality stems from the Chernoff's bound.
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[^1]:    ${ }^{1}$ We reasonably assume that the length of a zone is large enough so that a train cannot move across multiple zones during a time slot. For example, the distance a train moves during one time slot equals 0.083 m when $v=300 \mathrm{~km} / \mathrm{h}$ and $\Delta T=1 \mathrm{~ms}$, while the length of a zone is at least several meters.

[^2]:    ${ }^{2}$ The term "time slot" in our paper is the same with the term "subframe" in LTE terminology.

[^3]:    ${ }^{3}$ The spectral radius of a matrix is the maxima of the absolute values of the eigenvalues of that matrix.

