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INTRODUCTION

Wireless sensor networks (WSNs) have pro-
found significance toward environmental
surveillance and monitoring by spreading
throughout factories, forests, oceans, battle-
fields, and so on [1–3]. However, the limited
network lifetime constrained by the battery
capacity is a major deployment barrier for tra-
ditional WSNs. Recently, energy harvesting
(EH) has emerged as a promising technology to
extend the lifetime of communication networks
by continuously harvesting green energy from
environmental sources, such as the sun, wind,
and vibrations [4, 5].

Due to the uncertain and dynamically chang-
ing environmental conditions, the intermittent
and random nature is the most typical character-
istics of the EH process. Thus, efficient energy
management becomes critical to ensure continu-
ous and reliable network operation [6, 7]. Most
existing works assume that either the transmitter
has non-causal information on the exact
data/energy arrival instants and amounts, or the
transmitter knows the statistics of underlying EH
and data arrival processes [6]. Nonetheless, in
many practical scenarios, the characteristics of

EH and data arrival processes may change over
time. Moreover, it may not be possible to have
reliable statistical information about these pro-
cesses before deploying the nodes. Hence, non-
causal information about the data/energy arrival
instants and amounts may be infeasible, so
offline optimization frameworks may not be sat-
isfactory in most practical scenarios. Besides,
existing research on EH mainly focuses on a
point-to-point communication system [6], while
the network of multiple EH nodes is more chal-
lenging to study [8].

This article studies a general EH-WSN,
where multiple energy harvesting sensors
(EHSs) are deployed to monitor a target area,
as depicted in Fig. 1. Energy harvested by sen-
sors at different locations at different times are
usually varying, which reflects both temporal
and spatial diversities. Besides, due to the mov-
ing characteristics and random (usually not uni-
form) scattering of targets (e.g., in the
battlefield environment), the target distribution
also exhibits both temporal and spatial diversi-
ties. We focus on the dynamic and online sensor
activation (activate/sleep) scheduling for green
energy management.

According to characteristics of energy genera-
tion and target distribution, green energy opti-
mization in the EH-WSN is a challenging
problem that involves optimization in two dimen-
sions: dynamic (activation) mode adaptation in
the temporal dimension and energy balancing in
the spatial dimension. Specifically, dynamic
mode adaptation aims to optimize the green
energy usage in multiple time slots to adapt to
temporal dynamics of green energy generation
and target mobility, while spatial energy balanc-
ing maximizes the utilization of green energy in
each time slot by balancing the energy consump-
tion among sensors to adapt to the spatial diver-
sity of the energy generation and target
distribution.

In general, the complexity of centralized
schemes to achieve the optimal energy utiliza-
tion increases significantly with the number of
nodes in the network [8]. Moreover, the opti-
mal solutions depend heavily on the available
knowledge of the EH profiles across different
sensors, which is difficult to obtain or even
unattainable. Therefore, decentralized opti-
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mization based only on local information has
drawn more attention [2, 3]. However, the exist-
ing works either consider a restrictive energy
generation/event occurrence model, or simplify
the study of the interactions among distributed
sensors [9, 10].

Due to the complex interactions among indi-
vidual sensors, we adopt game theory [11–13] to
investigate the local-information-based decen-
tralized green energy optimization in the spatial
dimension. By carefully designing the utility
function for each sensor, the network nodes can
be made to exhibit desired behaviors while indi-
vidual nodes simply perform local tasks. More-
over, to address the dynamic mode adaptation
problem in temporal dimension, reinforcement
learning techniques are proposed. After multiple
iterative learning, self-regulating sensors can
adapt their behaviors to the dynamic and
unknown environment, and thus obtain a satis-
factory solution that maximizes the green energy
utilization.

The rest of this article is organized as follows.
In the next section, we present an overview of
the studied EH-WSN. Then we discuss key issues
and technical challenges of green energy opti-
mization. Following that, reinforcement learning
techniques are incorporated into game theory to
deal with the complex optimization for green
energy utilization. Research directions are then
discussed, followed by the conclusion.

OVERVIEW OF THE EH-WSN
In the EH-WSN, multiple EHSs are deployed
for target monitoring, as shown in Fig. 1. Gener-
ally, both the energy generation and target dis-
tribution exhibits temporal and spatial diversities.
The temporal diversity of target distribution
indicates that the target distribution in the net-
work varies in different time slots due to the
moving characteristics of targets and probably
the joining of new targets. Moreover, targets are
randomly distributed in the area; thus, sensors at
different locations may experience different tar-
get distribution intensities, which reflects the
spatial diversity. Besides, green energy genera-
tion also possesses both temporal and spatial
diversities. For example, solar energy generation
depends on many factors such as temperature,
sunlight intensity, the geographical location of
the solar panel, and so on [7]. Therefore, energy
generation by sensors at different locations is
different. Moreover, the daily solar energy gen-
eration in a given area exhibits temporal dynam-
ics that peak around noon and bottom out during
the night.

In order to keep continuous and sustaining
target monitoring, green energy utilization
should be optimized by coping with the temporal
and spatial diversities of green energy generation
and target distribution. The characteristics of the
energy arrival and target distribution in the cur-
rent time slots as well as in future time slots
need to be considered. The key problems for
green energy optimization in the EH-WSN
include medium access control (MAC) [1],
power control [2], topology control, activation
scheduling [3], and so on. We focus on the acti-
vation scheduling problem in this article.

GREEN ENERGY OPTIMIZATION IN
THE EH-WSN

In this section, we discuss the motivation for
activation scheduling based green energy opti-
mization, and then introduce its key issues and
technical challenges in the EH-WSN.

MOTIVATION OF GREEN ENERGY OPTIMIZATION
Due to the seamless deployment of sensors, a
target is often covered by multiple sensors. In
the traditional battery-operated WSN, optimally
turning some of these sensors to sleep mode will
prolong the lifetime of the network while main-
taining complete target coverage. In essence, the
energy efficiency is improved only by optimizing
the energy consumption. However, to improve
the energy efficiency in the EH-WSN, not only
energy consumption but also green EH should
be taken into consideration. In other words, we
should minimize the energy consumption and
maximize the green energy collection at the
same time.

Without loss of generality, we take an exam-
ple with three sensors and three targets, as
shown in Fig. 2a. The node sensing area is the
disk centered at the sensor, with the radius equal
to the sensing range. A sensor covers a target if
the Euclidean distance between the sensor and
the target is smaller than or equal to a prede-
fined sensing range [14].

Assume each sensor has two units of energy
in storage, and one unit can supply each sensor
to be active for one time slot. Thus, if all sensors
are active continuously, the network lifetime is
two time slots. To prolong the network lifetime,
we can permit each sensor to sleep alternately to
save energy while ensuring all targets are moni-
tored continuously by at least one sensor. In
order to cover all the targets, at least two sen-
sors need to keep active at any time. Therefore,
we can divide the sensors into three cover sets:
C1 = {s1, s2}, C2 = {s2, s3}, C3 = {s1, s3}, and
let each cover set be active for one time slot.
This scheme will achieve a longer lifetime (i.e., 1
¥ 3 = 3 time slots) irrespective of the activation
order of the cover sets.

Figure 1. Energy harvesting wireless sensor network.
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However, if sensors are equipped with the
EH ability, they can get the recharging oppor-
tunity for energy supplementation.1 Take 3
time slots for study, and assume the energy
arrival processes for sensor 1, sensor 2, and
sensor 3 are (0, 1, 2),2 (2, 0, 1) and (1, 2, 0),
respectively. By exhaustive searching, we can
derive the optimal activation scheduling
scheme as (C3, C1, C2), as depicted in Figs.
2b–d. That is, C3, C1, and C2 are active in the
first, second, and third time slots, respectively.
We can see that each sensor enters sleep state
to collect energy when its energy arrival reach-
es the maximum. Although each sensor con-
sumes two units of energy to activate for two
time slots, it also harvests two units of energy
from the environment. Therefore, through
green energy optimization, not only is  the
energy consumption minimized, but the green
energy collection is also maximized. Each sen-
sor obtains sustaining supplementation for its
energy consumption, which further enhances
the energy efficiency and prolongs the lifetime
of the network.

KEY ISSUES AND TECHNICAL CHALLENGES
According to the above example, the optimal
usage of green energy depends on character-
istics of green energy generation and target
distribution, both of which exhibit temporal
and spatial diversity.3 Therefore, the green
energy optimization is a challenging problem
that involves optimization in two dimensions:
the temporal  dimension and the spat ia l
dimension.

Dynamic Mode Adaptation: Since mobile
targets  show temporal  dynamics,  sensors’
energy demands change over time. Moreover,
green energy supplements vary along the time
horizon. Thus, in order to optimize their per-
formance, sensors should adjust their activa-
t ion modes adaptively ,  that  is ,  determine
when to activate and when to sleep. If a sen-
sor stays active for more time at the current
stage,  i t  can provide better  coverage,  but
more energy is  ut i l ized,  and i t  may suffer
from tracking discontinuity due to energy
shortages in future stages. To solve the tem-
poral mode adaptation problem, parameters
such as the current energy arrival and con-
sumption, and estimations of future energy

arrival and consumption should be consid-
ered. However, characteristics of energy gen-
eration and target distribution change over
time, and it is usually not possible to have sta-
t ist ical  information before deploying the
nodes. Thus, offline optimization frameworks
cannot apply to EH-WSNs.

Spatial Energy Balancing: Due to the seam-
less deployment of sensors, a sensor can enter
sleep mode by offloading its covering target to
neighboring sensors. In this way, sensors’ power
consumption is adapted while ensuring complete
target coverage. In order to maximize network
sustainability, green energy utilization should be
optimized by balancing the power consumption
among sensors according to the availability of
green energy. The power consumption of sensors
is balanced by properly deciding the sleep time
of each sensor. Sensors that have more harvest-
ed energy can keep working longer while letting
sensors that are energy deficient enter sleep
mode for energy conservation and new energy
collection.

In practice, it is difficult to collect global
information for centralized operation due to
the time-varying characteristics of energy gen-
eration and target distribution. Alternatively,
decentralized schemes for spatial energy bal-
ancing can be considered, which can achieve
robust, scalable, and energy-efficient opera-
tion.

In summary, the main challenges of green
energy optimization in the EH-WSN are listed
below:
• Due to the complex coupling of the opti-

mization in temporal and spatial dimen-
sions, it is challenging to achieve optimal
green energy utilization.

• The existing static and offline optimization
schemes cannot adapt to the dynamics of
energy generation and target distribution,
which need dynamic and online optimiza-
tion techniques.

• Energy arrival and target moving are
stochastic, which means the information
about future energy arrival and target dis-
tribution is nondeterministic and unknown.

• Self-organizing sensors perform decentral-
ized information processing for proper
operation only based on the local observed
information.

Figure 2. An example with three sensors C = {s1, s2, s3} and three targets R = {r1, r2, r3}.
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SPATIO-TEMPORAL OPTIMIZATION IN
A DECENTRALIZED, DYNAMIC, AND

UNKNOWN ENVIRONMENT

In this section, we incorporate reinforcement
learning techniques into game theory to deal
with the complex coupling of optimization in the
temporal and spatial dimensions. Specifically,
game theory is adopted to investigate local infor-
mation based decentralized optimization for the
spatial energy balancing problem, while rein-
forcement learning techniques are employed to
address the temporal mode adaptation problem
in a dynamic and unknown environment, as
shown in Fig. 3.

DECENTRALIZED OPTIMIZATION
USING GAME THEORY

Game theory is a mathematical tool applied to
model and analyze interactive decision making
processes [11–13]. Recently, there has been a
great deal of interest in using game theory for
analyzing communication networks. It is driven
by the need to develop autonomous and flexible
network structures as well as design low-com-
plexity distributed algorithms. Generally, a game
model consists of three components: a set of
players, a set of available actions for each player,
and a set of utility functions mapping the action
profiles into real numbers. By using game theo-
ry, the interactions among multiple interdepen-
dent decision makers can be well modeled and
analyzed, and the outcome of complex interac-
tions is predictable, and thus can be improved by
properly designing the utility function and action
update rule of each player.

In WSNs, the channel quality, required pack-
et transmission energy, and acquired data value
of each sensor all depend on the activity of other
sensors. Due to the complex interactions among
individual sensors, game theory becomes an
attractive tool to investigate decentralized green
energy optimization in the spatial dimension. By
formulating a game, each sensor acts as an
autonomous game player that observes and
reacts to other sensors’ behavior in an optimal
fashion. This sets up a dynamic system wherein
each sensor and its environment (i.e., other sen-
sors) continuously self-adjust to adapt to each
other, instead of treating other sensors as static

entities [12]. This reactive behavior is also the
reason game-theoretic optimization works better
than a deterministic scheme for greedy optimiza-
tion. In the literature, a lot of works use game
theory to perform distributed optimization for
battery-powered WSNs, but only a few study
EH-WSNs.

Michelusi and Zorzi in [1] consider a multi-
access game to design an optimal MAC protocol
for maximizing the network utility in the EH-
WSN, while [2] designs a power control game to
maximize sensors’ throughput. As for activation
scheduling, Niyato et al. combine queuing theory
and bargaining game to formulate a model for
solar-powered WSNs[3], but the interactions
among sensors are not analyzed.

For the game design, there are both similari-
ties and differences between the battery-pow-
ered WSN and the EH-WSN. In both networks,
each sensor’s utility depends on its acquired data
value and the associated energy cost, which are
both affected by the activities of its neighboring
sensors. Taking sensor i, for instance: if too
many of sensor i’s neighbors activate simultane-
ously, excessive energy is consumed due to the
spatio-temporal correlation of sensors’ measure-
ments, and the value of data collected by sensor
i decreases. Moreover, the probability of success-
ful transmission drops due to channel conges-
tion, which means more energy for packet
transmission is required to keep success rate
fixed. Therefore, sensors are motivated to acti-
vate when the majority of neighbors are in sleep
mode and/or its measurement is far from the
local aggregated parameter [13]. However, the
activation strategy of each sensor in the EH-
WSN also depends on its time-varying energy
state. If the residual energy is sufficient, it is nat-
ural for the sensor to take a positive activation
strategy for monitoring targets, which takes the
burden off the shoulders of other sensors that
are short of energy. On the other hand, when
the sensor has less energy in storage, it should
be able to enter sleep mode for energy saving as
well as new energy collection.

Besides, due to the temporal diversities of the
green energy generation and target distribution
in the EH-WSN, sensors’ energy states, energy
consumption, and acquired data values all vary
dynamically. Thus, unlike the battery-powered
WSN, mainly adopting static and deterministic
game models, the dynamic and Bayesian games

Figure 3. Schematic of green energy optimization in the EH-WSN.
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are more suitable to the EH-WSN, which can be
formally given by G = [N, {Ai}iŒN, X, {–ui}iŒN].
Here, N = {1,2, … , N} is the set of players4

(i.e., sensors), Ai = {0, 1} is the set of activation
strategies (0 denotes sleep and 1 represents acti-
vate) for each player, X is a random variable
characterizing the dynamic and unknown envi-
ronment, and –ui = EX [ui(X)] is the mathemati-
cal expectation of the state-based utility function
ui, which is designed to trade off the energy cost
of acquiring data against its value, based on the
current energy state, that is,

(1)

where Di
t denotes the value of data collected by

sensor i at time t, Ei
t is the amount of energy

consumption for activation, f i
t represents the

current energy state of sensor i, and g is a param-
eter that weighs the energy cost against its per-
formance. Each player repeatedly plays a game
where the actions are whether to activate or
sleep and accordingly receives a reward/utility ui.
No pre-computed strategy is given, and players
learn their activation strategies through repeated
play, continuously adapting their strategies to
maximize the expected utility –ui.

REINFORCEMENT LEARNING TECHNIQUES
Adapting to various unknown and time-varying
characteristics in EH systems is a challenging
research topic. The results available so far are
few and limited. In [6, 10], the authors introduce
the Markov decision problem (MDP) to address
the dynamic process of data and energy arrival.
However, the MDP requires the data/energy
state transition to follow the Markov model and
the state transition probability to be known. In
this subsection, we propose two reinforcement
learning techniques for a completely unknown
dynamic environment. Reinforcement learning
techniques are artificial intelligence tools that
provide a system with the necessary information

in order to plan its actions to maximize the
reward it receives from the environment [15]. By
adapting to the dynamic and stochastic charac-
teristics of the wireless environment, reinforce-
ment learning can result in a significant
improvement in network performance.

No-Regret Reinforcement Learning: The no-
regret procedure [11] is a regret-based reinforce-
ment learning approach for optimization in a
dynamic and unknown environment. In each
time period, a player may either continue play-
ing the same activation strategy as in the previ-
ous period or switch to another strategy, with
probabilities that are proportional to the differ-
ence in the accumulated payoff caused by the
strategy change, which we call the regret value.
Taking time period t, for instance, each player
first calculates the utility of the current strategy
ai Œ A i and the utility of choosing the other
strategy a¢i Œ Ai, and then updates its regret value
Ri

t by 

(2)

where a–i
(t) is the joint strategy of all the players

excluding i at time t. By regret, the player com-
pares its average utility to that of the other acti-
vation strategy, and then makes an intelligent
decision on the optimal strategy for the next
period according to the probability Pi

t+1 (a¢i) =
1/m [Ri

t(ai, a¢i)]+, where [Ri
t(ai, a¢i)]+ = max {Ri

t(ai,
a¢i), 0}, and m is a application-dependent normal-
ization coefficient ensuring the probability in
interval [0, 1]. It was proven in [11] that the
average regret vanishes at the rate of O(T–1/2),
where T is the number of time periods. Having
no regret means that no other strategies would
significantly improve the player’s utility.

However, existing no regret procedures main-
ly focus on the full information model, in which
the utility of every action is observed at each
time period, and all the history information
needs to be exchanged among neighboring play-
ers by necessary communication [12]. This would
create heavy signaling overhead for energy-hun-
gry sensor networks. Therefore, we are more
concerned with the partial information model,
where at each time period only the utility/reward
of the selected action is observed, as shown in
Fig. 4. Each player may not even know the num-
ber of players participating in the game, let
alone the actions the other players choose.
Learning automata (LA) [15] are powerful learn-
ing tools that can be used toward this goal.

Reward-Based Learning Automata: At each
period, a LA player that resides in a certain
state chooses one of the available actions, per-
forms it, and receives a new state from the envi-
ronment as well as the environmental response.
By repeating the above procedure, the LA play-
er continuously interacts with the random oper-
ating environment in order to find the optimal
strategy among the available actions. Specifical-
ly, the probability vector for activation strategy is
updated according to the following rules:
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(3)

where ai
t Œ Ai denotes the activation strategy

played by player i at time t, ~ui
t is the normalized

utility value for choosing  ai
t, Pi

t(j) is the proba-
bility of choosing strategy j Œ Ai for player i at
time t, and b is the step size controlling the
learning rate. The player operates entirely on
the basis of their own strategies and the corre-
sponding response from the environment, with-
out any knowledge of other players in the
network, and without prior knowledge of state
transition probabilities or rewards. Therefore, it
is particularly attractive to apply LA to address
the dynamic and unknown characteristics in the
EH-WSN.

Besides, although game theory copes with the
spatial optimization while reinforcement learn-
ing deals with the temporal adaptation, the two
techniques are executed at the same time to
address the complex coupling of the optimiza-
tion in the temporal and spatial domains, as
shown in Fig. 4. The game is played repeatedly
in the time horizon, and the player’s reward in
the dynamic learning process is essentially the
game-theoretic utility. In this way, the proposed
game-theoretic learning approach effectively
solves the two-dimensional optimization of green
energy utilization in the EH-WSN.

PERFORMANCE EVALUATION
Unlike the traditional battery-operated WSN,
wherein both the target monitoring performance
and network lifetime should be considered, the
performance evaluation for an EH-WSN is main-
ly from the perspective of target monitoring,
since the capability of harvesting green energy
promises a potentially infinite lifetime [8]. In
simulations, we consider an EH-WSN where
multiple EHSs and 10 targets are randomly scat-
tered in a 100 m2 area. The system operates in a
time-slotted fashion, where slot t is the time
interval [tDTS, tDTS + DTS), t Œ Z+, and DTS = 10
ms is the time slot duration. The target’s loca-
tion evolves according to a slow Markov process.
Specifically, in every slot, each of the 10 targets
randomly jumps to a new location with probabil-
ity r = 0.01. Besides, we denote the energy har-
vested in slot t by Bi

t, which is modeled as a
Bernoulli random process taking values in {0,
1}, and the probability of harvesting one energy
quantum Pr(Bi

t = 1) varies in {0.1, 0.5}. In addi-
tion, the normalization parameter of the no
regret procedure is set to be m = 10, and the
step size for the reward-based LA is set to be b
= 0.1. Similar to [1, 12], the network utility
quantifying the performance of target monitor-
ing is defined as the aggregate value of data col-
lected by all sensors, that is, U = SiDi, where Di
denotes the value/importance of data reported
by sensor i.

Figure 5 plots the convergence behavior of
the two reinforcement learning algorithms when
300 EHSs are deployed. It can be seen that the
no regret learning procedure converges faster to
a better equilibrium, while the reward-based LA
converges with more fluctuations to an inferior

solution. However, the no regret learning proce-
dure requires more information exchange for
strategy updating to achieve the no regret play,
while the LA does not need inter-node commu-
nication for information exchange. Besides,
according to [11, 15], the computational com-
plexity for both algorithms is O(|Ai|), where
|Ai| is the cardinality of Ai.

Figure 6 presents a performance comparison
for different solutions in terms of the obtained
network utility when the number of EHSs varies
from 300 to 600. As the number of EHSs increas-
es, the target monitoring performance obtained
by all the solutions gets improved, but the pro-
posed reinforcement learning algorithms are
much better than the scheme in [12] without
green energy optimization. The reinforcement
learning algorithms achieve significant perfor-





= + − =

= −

⎧
⎨
⎪

⎩⎪

+

+

P j P j bu P j j a

P j P j bu P j

( ) ( ) (1 ( )),     if ,

( ) ( ) ( ),             otherwise,
i
t

i
t

i
t

i
t

i
t

i
t

i
t

i
t

i
t

1

1

Figure 5. Convergence behavior of the reinforcement learning algorithms.

0 50 100 150
25

30

35

40

45

50

55

60

Learning periods

N
et

w
or

k 
ut

ili
ty

No−regret reinforcement learning
Reward−based learning automata

Figure 6. Utility performance comparison.

300 350 400 450 500 550 600
20

30

40

50

60

70

80

90

100

110

Number of EHSs

N
et

w
or

k 
ut

ili
ty

No−regret reinforcement learning
Reward−based learning automata
Without green energy optimization

ZHENG1_LAYOUT.qxp_Author Layout  10/30/15  3:20 PM  Page 155



IEEE Communications Magazine • November 2015156

mance improvement due to their advantages of
dealing with the dynamic and stochastic EH
environment. Moreover, since the regret/reward
value for the algorithm implementation is based
on the game-theoretic utility, the green energy
utilization is also optimized/balanced among sen-
sors in the spatial dimension.

RESEARCH DIRECTIONS
To better utilize the green energy in EH-WSNs
and further improve the network performance,
the following potential research topics can be
studied.

Designing More Efficient Game Models: The
efficiency of the game-theoretic solution depends
largely on the design of utility function for each
player. This article only considers a simple and
intuitive utility function to study the key prob-
lem. Further research can improve the game
efficiency by carefully designing each player’s
utility function. Furthermore, different from the
non-cooperative game models adopted in this
article, cooperative game models can be applied
to decrease competition among interactive play-
ers and improve energy cooperation among indi-
vidual players.

Investigating the Trade-off between the Per-
formance and the Cost of the Learning Tech-
niques: The no regret algorithm achieves better
performance at the expense of heavier infor-
mation exchange overhead than the LA algo-
rithm. As can be expected, the green energy
optimization performance can be improved at
the cost of convergence speed, computational
complexity, signaling overhead, and so on.
Therefore, it is important to investigate the
trade-off between the performance and the
cost as well as design proper algorithms based
on specific applications.

Studying Energy Cooperation among Differ-
ent Energy Sources: This article only studies
solar-powered systems. However, due to the
intermittent and random nature of the EH pro-
cess, it is better to incorporated multiple energy
sources into the network to increase the energy
robustness. For example, at night, solar energy
may not be available, but there can be wind for
energy generation. Therefore, how to properly
deploy sensors with different energy supplies and
promote energy cooperation among them is a
critical and interesting topic.

Studying Multihop Routing, Medium Access
Control, Transmission Power Control, and
Topology Control in the EH-WSN: Due to the
dynamic EH process, these typical problems that
are inherent in the traditional battery-operated
WSN become quite different for the EH-WSN.
However, existing works have not addressed
these problems well; hence, they need further
investigation.

CONCLUSION
In this article, we have investigated the green
energy optimization in an EH-WSN, which
involves two subproblems: the dynamic mode
adaptation problem in the temporal dimension
and the energy balancing problem in the spatial
dimension. We have proposed game-theoretic

methods with reinforcement learning techniques
to deal with the complex coupling of the two-
dimensional optimization in the EH-WSN. Sim-
ulation results have demonstrated the
effectiveness of the proposed approaches. In
addition, several research directions have been
identified and discussed, aiming to provide
insights and guidelines for researchers in this
field.
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