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Abstract—In this paper, we investigate the problem of channel
selection for interference mitigation in opportunistic spectrum
access networks using a stochastic game-theoretic approach. The
studied network is distributed and dynamic, where each user only
has its individual information and no information exchange is
available among users. Moreover, each user is considered to be
dynamically active due to its specific data service requirement.
Specifically, a user randomly becomes active and then competes
for the wireless channel to transmit for a random duration.
To capture such dynamic interactions among users, a dynamic
interference graph is defined, based on which the interference
mitigation problem is formulated as a graphical stochastic game.
It is proved to be an exact potential game, in which the
existence of the Nash equilibrium (NE) is guaranteed. Then,
the performance bounds of the NE are theoretically analyzed.
Furthermore, we design a fully distributed and online algorithm
based on stochastic learning for the interference-mitigation chan-
nel selection, which is proved to converge to the NE of the
formulated game. Finally, we conduct simulations to validate
the effectiveness of the proposed algorithm for interference
mitigation and throughput improvement in the distributed and
dynamic environment.

Index Terms—Opportunistic spectrum access, distributed
channel selection, dynamic service requirement, interference mit-
igation, interference graph, potential game, stochastic learning.

I. INTRODUCTION

OPPORTUNISTIC spectrum access (OSA) is a promising
solution to dealing with the spectrum shortage problem

in wireless communications today, since it provides flexible
and efficient spectrum usage [2]–[4]. In general, there are
multiple available channels in OSA systems while each user
can only access a small part of the channels at a time [5],
[6]. These channels are not allocated to the users in advance,
and users need to choose suitable channels in an intelligent
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manner. Therefore, careful design of channel selection scheme
is key to eliminate mutual interference among the users and
thus improve the network throughput [9].

The problem of channel selection in OSA systems has
been widely studied in the literature, using e.g., multi-armed
bandit problem [8], partially observable Markovian decision
process [6], and optimal stopping theory [7]. However, these
research works mainly focus on investigating the behavior
of single user in OSA systems. In order to capture the
interactions among multiple users, different game-theoretic
channel selection approaches have been investigated [9]–[21],
which can be divided into two categories. One is non-spatial,
in which the users are located in a small-scale area and hence
any two users interfere with each other [9]–[14]. The other
one is spatial, which is a more general case that the users
are located in a large-scale area. In this case, each user’s
transmission only interferes with the nearby users. To capture
the characteristics of local interaction, graphical games (also
called local interaction games) have been proposed [15]–[21].

Paying little attention to fully distributed scenarios in the
absence of information exchange, the existing game theoretic
solutions mainly focus on investigating the property of the
game, e.g., the existence of NE and the convergence toward
NE with explicit or implicit information exchange among
users [22]. Moreover, almost all the existing works study
the static environment, in which the users participate in the
communication process all the time. In practice, however,
users may not always need to occupy the channels for commu-
nication due to their specific data service demand. A user may
randomly become active and then compete for the wireless
channel to transmit for a random duration. Such dynamics
of user transmission behavior yields a variable set of users
participating in the competition for communication, which also
imposes great challenges on achieving the optimal scheme
for interference mitigation. This dynamics along with the
distributed property is the focus of this paper.

In this paper, we consider a distributed and dynamic mul-
tiuser spectrum access network, which presents the following
three characteristics: i) there is no centralized controller,
ii) there is no information exchange among users, and iii)
the users participate in the communication dynamically and
stochastically, i.e., in an opportunistic manner. In this setting,
the channel selection is conducted by each user independently
and autonomously; moreover, the interests of the users are
conflicting, since each user selfishly minimizes its experienced
interference. Therefore, we adopt game theory to analyze and
solve the problem of distributed channel selection for inter-
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ference mitigation, and the stochastic learning automata [23]
is incorporated into the game model to capture the dynamics
of the active users. Specifically, the main contributions of this
paper are:

∙ We investigate the distributed channel selection in a
dynamic network where the active user set varies dy-
namically. A dynamic interference graph is first defined
to capture the dynamic and local interference. Then, a
graphical stochastic game is formulated based on the
defined interference graph. It is worth noting that the
change of the active user set leads to the change of players
in the game model, which imposes a great challenge on
the existing game framework.

∙ The graphical stochastic game is proved to be an ex-
act potential game, in which at least one pure-strategy
Nash equilibrium (NE) exists. Moreover, the upper and
lower performance bounds of the NE for any network
topology are analyzed. Additionally, in the case of global
interference, we establish the relationship between the
expected interferences perceived by any two players at
NE points, and then prove that all the NE points globally
minimize the aggregate network interference when the
active probabilities of different users are same.

∙ We design a fully distributed, online adaptive, stochastic
learning algorithm to find the NE solution when the
active users vary dynamically. Each user independently
and adaptively adjusts its channel based on the indi-
vidual experienced action-reward, and thus information
exchange is not needed in the distributed and dynamic
environment.

The remainder of this paper is organized as follows. In
Section II, we give a brief review of the related works. In
Section III, we introduce our system model and problem
formulation. In Section IV, we present an interference mit-
igation game to analyze the problem of distributed channel
selection. In Section V, we propose a fully distributed, online
adaptive, stochastic learning algorithm to find the NE solution.
In Section VI, we validate our analysis through simulation.
Finally, concluding remarks are given in Section VII.

II. RELATED WORK

Game theoretic approaches for distributed channel selection
have been extensively investigated in the literature, e.g., [9]–
[21]. However, most existing schemes require information
exchange in terms of chosen actions and/or received payoffs
among users during the convergence towards NE points. In
[24], we proposed a fully distributed algorithm for adaptive
channel selection in a canonical communication network. In
[22], Xu et al. investigated the distributed spectrum access
with spatial reuse from the perspective of avoiding information
exchange and proposed two uncoupled algorithms to find the
NE solution. In [15], Chen et al. studied the spatial channel se-
lection and strategic mobility jointly, and designed distributed
algorithms based on users’ local information. However, the
above mentioned works only consider a static environment, in
which there is no dynamics on users.

Recently, the problem of channel selection for OSA in the
dynamic environment began to draw attentions. In [25], Wu

et al. studied the problem of distributed channel selection for
interference mitigation in a time-varying radio environment
without information exchange. In [26]. we investigated a more
general and practical system model in which the active users
are dynamically variable, and designed a dynamic learning
algorithm based on the no-regret procedure. However, [25],
[26] only studied a small-scale case in which every pair of
users are close enough to cause interference to each other, and
hence the game models considered are non-spatial. Moreover,
these studies are from the perspective of minimizing the expe-
rienced interference in the physical layer, without considering
the multiple access control mechanisms [22], which thus limits
their application in practical communications. In [27], Xu et al.
investigated the problem of spectrum access in the dynamic
spectrum environment. However, the dynamics of the active
users is not considered, and the game model cannot be applied
to spectrum access with spatial reuse [15].

Overall, effective game models for the distributed and dy-
namic environment have not been well investigated. Moreover,
the task of achieving Nash equilibrium (NE) solutions in the
distributed and dynamic environment is challenging. Most
existing game-theoretic algorithms, e.g., best (better) response
[28], fictitious play [30], spatial adaptive play [31], and no-
regret learning [32] are coupled, i.e., they need indispensable
information exchange for users’ strategy updating in each
iteration; besides, these algorithms require the environment to
be static during the convergence.

For the distributed and dynamic environment, some learning
technologies can be found in the literature. Specifically, rein-
forcement learning has been widely adopted for aggregated
interference control [35], Aloha-like spectrum access [36]
and opportunistic bandwidth sharing [37] in cognitive radio
networks. Besides, a trial-and-error learning approach is used
for joint channel selection and power control in decentral-
ized self-organizing networks [38], and stochastic learning
automata [23] is designed for discrete power control [42] and
distributed channel selection [25], [27] in dynamic networks.
In methodology, incorporating learning technologies into game
theory [23], [39]–[43] is very interesting and promising since
game theory characterizes interactions among multiple users
while learning technologies address the problems of lack-
ing information exchange in the dynamic environment. The
challenge here is to investigate the convergence property of
the learning algorithms when incorporated into game theory,
which differs greatly in specific scenarios.

III. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider a canonical wireless communication network
which consists of multiple autonomous communication nodes
[24]–[26], [45], as shown in Fig. 1. In this canonical network,
each node is not a single communication entity but a collection
of several entities with intra-node communications capability.
In each collection, the entities are closely located and there is a
leading entity for managing the whole collection. The leading
entity chooses the operational channel and the followers share
the channel by using some multiple access control schemes.
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Fig. 1. Canonical network model.

[44]–[46] give some examples of the canonical communication
network, e.g., a cluster head together with its members [44]
and a WLAN access point along with its serving clients [45].

Denote the set of nodes1 and the set of available channels
by 𝒩 = {1, 2, . . . , 𝑁} and ℳ = {1, 2, . . . ,𝑀}, respectively.
Assume that the interference exclusively comes from the nodes
with the same channel. Moreover, the nodes are spatially
distributed and interference only occurs among nearby nodes
[17], [18]. To capture the spatial separation, we characterize
the limited range of interference by an un-directional graph
𝐺 = (𝒩 , ℰ), where 𝒩 is the vertex set corresponding to
the node set and ℰ ⊆ 𝒩 × 𝒩 is the edge set representing
the mutual interference relationship among the nodes when
they transmit in the same channel. Specifically, if the distance
between two nodes 𝑚 and 𝑛, denoted as 𝑑𝑚𝑛, is less than a
threshold 𝑑0, it implies that they can hear each other and hence
interfere with each other when simultaneously transmitting on
the same channel; thus, 𝑚 and 𝑛 are connected by an edge
𝑒𝑚𝑛 ∈ ℰ . Let ℬ𝑛 denote the neighboring user set of user n,
i.e.,

ℬ𝑛 = {𝑖 ∈ 𝒩 : (𝑖, 𝑛) ∈ 𝜀} . (1)

We assume that the interference is bilateral between any two
users, i.e., user 𝑚 is interfered with by user 𝑛 when it interferes
with 𝑛. That is, 𝑚 ∈ ℬ𝑛 ⇔ 𝑛 ∈ ℬ𝑚.

In consideration of the specific service requirements for
different nodes, we assume that nodes are active/inactive with
probability in each time slot. For a specific node, the active
probability is stationary from the statistics perspective. We use
𝜃𝑛 to denote the active probability of node 𝑛. In general,
the active probabilities of different nodes are different due
to their individual service requirements, i.e., 𝜃𝑛 ∕= 𝜃𝑚 when
𝑛 ∕= 𝑚. We define a probability space as (Ω,ℋ,ℙ), where Ω
is a sample space, ℋ is a minimal 𝜎-algebra on subsets of
Ω, and ℙ is a probability measure on (Ω,ℋ). Let 𝜔 denote
an event in the sample space Ω. C (𝜔) : Ω → 2𝑁 is a
random vector, where C = [𝑐𝑛]∀𝑛∈𝒩 , and 𝑐𝑛 ∈ {0, 1}
denotes the state of node 𝑛 (0 for silent, and 1 for active), and
the notation 2𝑁 denotes the set of all 𝑁 -dimensional binary
vectors. Moreover, it is emphasized here that each node does
not know the active probabilities of other nodes. Define 𝒞 (𝑡)
as the active user set at time 𝑡, 𝒞 (𝑡) = {𝑛 ∈ 𝒩 : 𝑐𝑡𝑛 = 1},

1We will use node, user and player interchangeably in this paper.

where 𝑐𝑡𝑛 is the state of node 𝑛 at time 𝑡. Moreover, define
ℬ𝑛 (𝑡) = {𝑖 ∈ 𝒞 (𝑡) : (𝑖, 𝑛) ∈ 𝜀} as active neighboring user set
of user 𝑛 at time 𝑡. Notably, ℬ𝑛 (𝑡) = ℬ𝑛 ∩ 𝒞 (𝑡).

B. Problem Formulation

Since the nodes are active/inactive with probability in each
time slot, the experienced interference by each node is a
random variable and can vary from slot to slot. Therefore,
the throughput of each node is also random in each time slot.
Firstly, we analyze the state-based case. Let 𝑎𝑛 and 𝒜𝑛 denote
user 𝑛’s selected channel and its available channel set, respec-
tively. Obviously, 𝑎𝑛 ∈ 𝒜𝑛, and 𝒜𝑛 = ℳ,∀𝑛 ∈ 𝒩 . For the
considered canonical network, efficient distributed approaches
such as CSMA can be applied to coordinate transmissions
among neighboring and interfering nodes. According to the
principle of CSMA, for a specific realization 𝜔 [𝑡] ∈ Ω at
time 𝑡, the individual throughput of an arbitrary active node2

𝑛 ∈ 𝒞(𝑡) under channel selection profile 𝑎 = (𝑎1, . . . , 𝑎𝑁 ) is
given by:

𝑞𝑛 (𝑎1, . . . , 𝑎𝑁 , 𝜔 [𝑡]) =
𝑓 (𝑠𝑛 + 1)𝑅𝑎𝑛

𝑠𝑛 + 1
, (2)

where 𝑅𝑎𝑛 is the transmission rate3 of channel 𝑎𝑛, 𝑓 (𝑘) is
the throughput loss function when 𝑘 nodes are competing for
a single channel [27], which decreases with 𝑘 and satisfies
0 < 𝑓 (𝑘) ≤ 1, and

𝑠𝑛 =
∑

𝑗∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑗 = 𝑎𝑛) (3)

is the number of neighboring nodes interfering with node 𝑛
at time 𝑡. Here, 𝛿 (condition) is the indicator function and it
equals 1 (resp. 0) when condition is true (resp. false).

As can be seen from Eq. (2), lower value of 𝑠𝑛 is de-
sirable from the user-side, since minimizing 𝑠𝑛 is equiva-
lent to maximizing its throughput. In essence, 𝑠𝑛 represents
the interference level or local congestion level for node 𝑛
[16], [22]. In order to maximize network throughput, lower
aggregate interference experienced by all the nodes is more
preferable from the network-side [22], and the quantitative
characterization of the aggregate network interference is given
by:

𝐼 (𝑎1, . . . , 𝑎𝑁 , 𝜔 [𝑡]) =
∑

𝑛∈𝒞(𝑡)
𝑠𝑛. (4)

Motivated by the previous work of addressing interference
mitigation [22], [24]–[26], [45], we study this problem from
the perspective of minimizing the aggregate network inter-
ference. In a dynamic case where the active nodes vary
dynamically, the network-centric goal is to find an optimal
channel selection 𝑎opt = (𝑎opt

1 , . . . , 𝑎opt
𝑁 ) that minimizes the

expected network interference defined by 𝐼 (𝑎1, . . . , 𝑎𝑁 ) =

𝔼C

[
𝐼 (𝑎1, . . . , 𝑎𝑁 ,C)

]
, where 𝔼C [⋅] is the operation of

2Obviously, the throughput of a non-active node is 0, since it does not
perform communications.

3For simplicity of analysis, we assume that all channels have the same
transmission rate.



0018-9545 (c) 2013 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI
10.1109/TVT.2014.2366559, IEEE Transactions on Vehicular Technology

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, ACCEPTED FOR PUBLICATION 4

taking expectation. Thus, the optimization problem can be
formally expressed as

(𝑃1) : 𝑎opt ∈ argmin
𝑎∈𝒜

𝐼, (5)

where 𝒜 = 𝒜1×𝒜2× . . .×𝒜𝑁 is the joint channel allocation
strategy space, and × denotes the Cartesian product.

Remark 1. 𝑃1 is a combinatorial optimization problem, and
finding the optimal solution is NP-hard even in a centralized
manner on the condition that all the system parameters
(i.e., all the users’ locations and active probabilities) are
apriori known. Moreover, there is no central controller in
the distributed network, and obtaining the other users’ active
probabilities is generally unrealistic and infeasible. Therefore,
designing a low-complexity, fully distributed scheme to find
the optimal solution is a challenging and valuable work.

IV. INTERFERENCE MITIGATION GAME

In this section, the problem of distributed channel selection
for interference mitigation in the dynamic environment is
formulated as a stochastic game, where the communication
nodes act as the game players.

A. Graph Based Stochastic Game Model

According to the defined interference graph, the experienced
interference of each player only depends on its own action and
the action profile of its neighboring player set ℬ𝑛. Therefore,
for a specific realization 𝜔 [𝑡] ∈ Ω at time 𝑡, the interference
experienced by user 𝑛 can be expressed as 𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡]),
which is given by

𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡]) = 𝛿(𝑛 ∈ 𝒞(𝑡))
∑

𝑗∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑗 = 𝑎𝑛), (6)

where 𝑎ℬ𝑛 is a channel selection profile of player 𝑛’s neigh-
bors, and 𝛿(𝑛 ∈ 𝒞(𝑡)) is used to specify the state of node 𝑛
since it could only be interfered with when active. It should
be noted that Eq. (6) and Eq. (3) are equivalent, since node 𝑛
is implicitly assumed to be active in Eq. (3). Then, the state-
based utility function is defined as

𝑢̂𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡]) = 𝐿− 𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡]) , (7)

where 𝐿 > ∣ℬ𝑛∣ is a predefined constant for player 𝑛 to
guarantee the utility non-negative and compatible with the
learning algorithm proposed later, where ∣ℬ𝑛∣ denotes the
cardinality of the set ℬ𝑛.

Since 𝜔 [𝑡] is random in each time slot, we define 𝑠𝑛 as
the expected interference received by player 𝑛 in the dynamic
environment, specified by4

𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛)

= 𝔼C [𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 ,C)] = lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

{𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡])}.
(8)

4Eq. (8) and (9) are based on the assumption that the stochastic process
is ergodic, thus, the time average is equal to the average over the whole
probability space.

Accordingly, the expected utility function of player 𝑛, 𝑢𝑛, is
defined as

𝑢𝑛 (𝑎𝑛, 𝑎ℬ𝑛) = 𝔼C [𝑢̂𝑛 (𝑎𝑛, 𝑎ℬ𝑛 ,C)] = 𝐿− 𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛) .
(9)

Now, we formulate the following graphical stochastic game
denoted by 𝒢 =

[𝒩 ,C, {𝒜𝑛}𝑛∈𝒩 , {ℬ𝑛}𝑛∈𝒩 , {𝑢𝑛}𝑛∈𝒩
]
,

where 𝒩 is the set of players, 𝒜𝑛 is the set of available actions
(channels) for each player 𝑛. Each player independently and
selfishly adjusts its strategy to maximize its individual utility,
which can be expressed as:

(𝒢) : max
𝑎𝑛∈𝒜𝑛

𝑢𝑛 (𝑎𝑛, 𝑎ℬ𝑛) ,∀𝑛 ∈ 𝒩 . (10)

B. Analysis of Nash Equilibrium (NE)

Definition 1 (Nash equilibrium): A channel selection profile
𝑎𝑁𝐸 = (𝑎∗1, 𝑎

∗
2, . . . , 𝑎

∗
𝑁 ) is a pure-strategy NE if and only if no

player can improve its utility function by deviating unilaterally,
i.e.,

𝑢𝑛

(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≥ 𝑢𝑛

(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
,∀𝑛 ∈ 𝒩 ,∀𝑎𝑛 ∈ 𝒜𝑛. (11)

Theorem 1. For any network topology, 𝒢 is an exact potential
game which has at least one pure-strategy NE point.

Proof: Following the similar idea of proof in [26], we
first construct a potential function as

Φ(𝑎𝑛, 𝑎−𝑛)=−1
2
𝐼 (𝑎1, . . . , 𝑎𝑁 )=−1

2

∑
𝑛∈𝒩

𝔼C [𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 ,C)]

= −lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

∑
𝑛∈𝒞(𝑡)

∑
𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑚 = 𝑎𝑛),

(12)
where 𝑎−𝑛 ∈ 𝒜1×𝒜𝑛−1×𝒜𝑛+1 . . .×𝒜𝑁 denotes a channel
selection profile of all the players excluding 𝑛. Then, we have

Φ(𝑎𝑛, 𝑎−𝑛)

= − lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

∑
𝑛∈𝒞(𝑡)

∑
𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑚)

= − lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

⎛⎝𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑚)

+
∑

𝑖∈𝒞(𝑡),𝑖∕=𝑛

∑
𝑚∈ℬ𝑖(𝑡)

𝛿 (𝑎𝑖 = 𝑎𝑚)

⎞⎠
= − lim

𝑇→∞
1

2𝑇

𝑇∑
𝑡=1

⎛⎝𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑚)

+
∑

𝑖∈𝒞(𝑡),𝑖 ∕=𝑛

∑
𝑚∈ℬ𝑖(𝑡),𝑚 ∕=𝑛

𝛿 (𝑎𝑖 = 𝑎𝑚)

+
∑

𝑖∈𝒞(𝑡),𝑖∕=𝑛

𝛿 (𝑎𝑖 = 𝑎𝑛) 𝛿 (𝑛 ∈ ℬ𝑖 (𝑡))

⎞⎠ .

(13)
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According to the definition of ℬ𝑛 (𝑡), we have∑
𝑖∈𝒞(𝑡),𝑖∕=𝑛

𝛿 (𝑎𝑖 = 𝑎𝑛) 𝛿 (𝑛 ∈ ℬ𝑖 (𝑡))

=
∑
𝑖 ∕=𝑛

𝛿 (𝑎𝑖 = 𝑎𝑛) 𝛿 (𝑛 ∈ 𝒞 (𝑡)) 𝛿 (𝑖 ∈ ℬ𝑛 (𝑡))

= 𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑖∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑖 = 𝑎𝑛)

= 𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑖∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑖).

(14)

Therefore,

Φ(𝑎𝑛, 𝑎−𝑛)

= − lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

⎛⎝𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑚)

+ Ψ−𝑛 + 𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑖∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑖)

⎞⎠
= − lim

𝑇→∞
1

2𝑇

𝑇∑
𝑡=1

⎛⎝2𝛿 (𝑛 ∈ 𝒞 (𝑡))
∑

𝑚∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑚) + Ψ−𝑛

⎞⎠
= − lim

𝑇→∞
1

𝑇

𝑇∑
𝑡=1

(𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 , 𝜔 [𝑡]))− lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

Ψ−𝑛

= −𝔼C [𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 ,C)]− lim
𝑇→∞

1

2𝑇

𝑇∑
𝑡=1

Ψ−𝑛,

(15)
where Ψ−𝑛 =

∑
𝑖∈𝒞(𝑡),𝑖 ∕=𝑛

∑
𝑚∈ℬ𝑖(𝑡),𝑚 ∕=𝑛

𝛿 (𝑎𝑖 = 𝑎𝑚). Because

Ψ−𝑛 is independent of player 𝑛’s strategy, we can derive that

Φ(𝑎′𝑛, 𝑎−𝑛)− Φ(𝑎𝑛, 𝑎−𝑛)

= 𝔼C [𝑠𝑛 (𝑎𝑛, 𝑎ℬ𝑛 ,C)]− 𝔼C [𝑠𝑛 (𝑎
′
𝑛, 𝑎ℬ𝑛 ,C)]

= 𝑢𝑛 (𝑎
′
𝑛, 𝑎−𝑛)− 𝑢𝑛 (𝑎𝑛, 𝑎−𝑛) ,

(16)

which indicates that the change in individual utility function
caused by any player’s unilateral deviation of channel selection
strategy is equal to the change in the potential function.
According to the definition given in [28], it is known that
𝒢 is an exact potential game with Φ serving as the potential
function. Moreover, the most important property of the exact
potential game is that it has at least one pure-strategy NE point
[28], [31], [33]. Therefore, Theorem 1 is proved.

To evaluate the performance of the proposed game 𝒢, the
aggregate network interference of a pure-strategy NE point
𝑎𝑁𝐸 = (𝑎∗1, 𝑎

∗
2, . . . , 𝑎

∗
𝑁 ) is given by:

𝐼 (𝑎𝑁𝐸) =
∑
𝑛∈𝒩

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
, (17)

and thus the best pure-strategy NE is defined to be the one
that minimizes the network interference, i.e.,

𝑎opt
𝑁𝐸 ∈ argmin

𝑎∈𝒜𝑁𝐸

𝐼, (18)

where 𝒜𝑁𝐸 is the set of the NE points.
It can be seen from (10) that the players in the game are

selfish, which may lead to inefficiency and dilemma, known

as the tragedy of commons [29]. Analyzing the achievable
performance of NE points is interesting but challenging. We
will address it in the following theorems.

Theorem 2. For any network topology, the best pure-strategy
NE point of 𝒢 is a global minimum of problem P1.

Proof: According to the properties of the potential game,
the best pure-strategy NE point, as specified by Eq. (18),
coincides with the global maximizer of the potential function
[28]. That is,

𝑎opt
𝑁𝐸 ∈ argmax

𝑎∈𝒜
Φ(𝑎𝑛, 𝑎−𝑛) . (19)

Referring to Eq. (12), the relationship between the defined
potential function and the aggregate network interference is
characterized by Φ (𝑎𝑛, 𝑎−𝑛) = − 1

2𝐼 (𝑎1, . . . , 𝑎𝑁 ). Therefore,
we can derive

𝑎opt
𝑁𝐸 ∈ argmin

𝑎∈𝒜
𝐼 (𝑎1, . . . , 𝑎𝑁 ) . (20)

Applying Eq. (5), we can conclude that the best pure-strategy
NE point is a global minimum of 𝑃1. This concludes the
proof.

Theorem 2 indicates that the best NE point of 𝒢 lies
at the global minimum of the formulated network interfer-
ence minimization problem 𝑃1. This result is interesting and
promising, since the competitive and selfish decisions lead to a
global optimality. The above analysis gives its best achievable
performance, and we further investigate the lower bound of
the performance following the similar idea of proof in [22].

Theorem 3. For any network topology, the aggregate
network interference at any NE point is bounded by
1
𝑀

∑
𝑛∈𝒩

∑
𝑗∈ℬ𝑛

𝜃𝑛𝜃𝑗 .

Proof: According to the definition of utility function (9)
and the definition of NE (11), for any pure-strategy NE point
𝑎𝑁𝐸 = (𝑎∗1, . . . , 𝑎

∗
𝑁 ), the following inequality holds:

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
,∀𝑛 ∈ 𝒩 , 𝑎𝑛 ∈ 𝒜𝑛. (21)

Summing the two-sides of (21) yields the following:

∣𝒜𝑛∣ ⋅ 𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ ∑
𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
,∀𝑛 ∈ 𝒩 , (22)

where ∣𝒜𝑛∣ is the number of the available channels of user 𝑛.
We can rewrite (22) as follows:

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ ∑
𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
∣𝒜𝑛∣ ,∀𝑛 ∈ 𝒩 . (23)
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According to Eq. (8), we have∑
𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
=

∑
𝑎𝑛∈𝒜𝑛

lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

, 𝜔 [𝑡]
)

= lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

∑
𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

, 𝜔 [𝑡]
)

= lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

∑
𝑎𝑛∈𝒜𝑛

𝛿(𝑛 ∈ 𝒞(𝑡))
∑

𝑗∈ℬ𝑛(𝑡)

𝛿 (𝑎𝑛 = 𝑎𝑗)

= lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

𝛿(𝑛 ∈ 𝒞(𝑡))
∑

𝑗∈ℬ𝑛(𝑡)

∑
𝑎𝑛∈𝒜𝑛

𝛿 (𝑎𝑛 = 𝑎𝑗).

(24)

Because 𝑎𝑗 ∈ 𝒜𝑗 = ℳ = 𝒜𝑛, the following equation holds∑
𝑎𝑛∈𝒜𝑛

𝛿 (𝑎𝑛 = 𝑎𝑗)

= 𝛿 (𝑎𝑗 = 𝑎𝑗) +
∑

𝑎𝑛∈𝒜𝑛,𝑎𝑛 ∕=𝑎𝑗

𝛿 (𝑎𝑛 = 𝑎𝑗)

= 1.

(25)

Then,∑
𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
= lim

𝑇→∞
1

𝑇

𝑇∑
𝑡=1

𝛿(𝑛 ∈ 𝒞(𝑡))
∑

𝑗∈ℬ𝑛(𝑡)

1

= lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

𝑐𝑡𝑛
∑
𝑗∈ℬ𝑛

𝑐𝑡𝑗 =
∑
𝑗∈ℬ𝑛

lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

𝑐𝑡𝑛𝑐
𝑡
𝑗

=
∑
𝑗∈ℬ𝑛

𝔼C [𝑐𝑛𝑐𝑗 ] =
∑
𝑗∈ℬ𝑛

𝔼C [𝑐𝑛]𝔼C [𝑐𝑗 ] ,

(26)
where the last equation holds because activities of any two
players (say 𝑛 and 𝑗) are independent events. Then,∑

𝑎𝑛∈𝒜𝑛

𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
=

∑
𝑗∈ℬ𝑛

𝜃𝑛𝜃𝑗 , (27)

and

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ ∑
𝑗∈ℬ𝑛

𝜃𝑛𝜃𝑗

∣𝒜𝑛∣ ,∀𝑛 ∈ 𝒩 . (28)

Accordingly, it follows that

𝐼 (𝑎𝑁𝐸) =
∑

𝑛∈𝒩 𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ ∑
𝑛∈𝒩

∑
𝑗∈ℬ𝑛

𝜃𝑛𝜃𝑗

∣𝒜𝑛∣ ,

(29)
where ∣𝒜𝑛∣ is the number of available channels, ∣𝒜𝑛∣ ≡ 𝑀 .
This concludes the proof.

Theorem 3 characterizes the upper bound of aggregate
network interference at any NE point. It is shown that in order
to obtain less aggregate interference, a larger number of avail-
able channels (∣𝒜𝑛∣) is preferable. The reason is that as the
number of channels increases, the users can choose different
channels to avoid mutual interference. Secondly, lower active
probabilities of nodes can achieve lower interference. It is like
the time-division multiplexing that each node shares a small
portion of time slots for channel access. In addition, Theorem 3
demonstrates that smaller number of neighboring users (∣ℬ𝑛∣)

(a) Local interference (b) Global interference

Fig. 2. Examples of interference graph (In Fig. (a), each node is interfered
with only by the neighboring two nodes, while in Fig. (b) each node is
interfered with by all the other nodes).

can result in lower aggregate interference. As shown in Fig.
2, ∣ℬ𝑛∣ equals to 2 and 𝑁 −1 for the two interference graphs,
respectively. If the active probabilities of all nodes are assumed
to be equal to 𝜃, the upper bounds of the aggregate interference
at NE are 2𝑁𝜃2

/
𝑀 and 𝑁(𝑁 − 1)𝜃2

/
𝑀 , respectively. In

particular, if the active probabilities of all nodes are set to 1,
all the results in [22] can be achieved.

C. The Case of Global Interference

As for the interference graph in Fig. 2(b), any two nodes
interfere with each other, i.e., all nodes locate in a small-
scale mutually-interfering area, which generates the global
interference. It is a common and general application case. In
the following, we will investigate its special property.

Lemma 1. In the case of global interference, at any NE point
𝑎𝑁𝐸 = (𝑎∗1, 𝑎

∗
2, . . . , 𝑎

∗
𝑁 ), ∀𝑖, 𝑛 ∈ 𝒩 , 𝑖 ∕= 𝑛,

if 𝑎∗𝑖 ∕= 𝑎∗𝑛, 𝜃𝑛
𝜃𝑖
𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

) − 𝜃2𝑛 ≤ 𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤
𝜃𝑛
𝜃𝑖
𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖;

if 𝑎∗𝑖 = 𝑎∗𝑛, 𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
= 𝜃𝑛

𝜃𝑖
𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛.

Proof: According to the definition of utility function (9)
and the definition of NE (11), for any pure-strategy NE point
𝑎𝑁𝐸 = (𝑎∗1, . . . , 𝑎

∗
𝑁 ), we have

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝑠𝑛
(
𝑎𝑛, 𝑎

∗
ℬ𝑛

)
,∀𝑛 ∈ 𝒩 , 𝑎𝑛 ∈ 𝒜𝑛. (30)

Because 𝑎∗𝑖 ∈ 𝒜𝑖 = ℳ = 𝒜𝑛, ∀𝑖 ∈ 𝒩 , we can get

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

)
,∀𝑖, 𝑛 ∈ 𝒩 , 𝑖 ∕= 𝑛. (31)

Due to the definition of interference, we have

𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

)
= lim

𝑇→∞
1

𝑇

𝑇∑
𝑡=1

𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

, 𝜔 [𝑡]
)

= lim
𝑇→∞

1

𝑇

𝑇∑
𝑡=1

𝛿(𝑛 ∈ 𝒞(𝑡))
∑

𝑗∈ℬ𝑛(𝑡)

𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
= lim

𝑇→∞
1

𝑇

𝑇∑
𝑡=1

𝑐𝑡𝑛
∑
𝑗∈ℬ𝑛

𝑐𝑡𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
= 𝜃𝑛

∑
𝑗∈ℬ𝑛

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
.

(32)
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Since any two nodes interfere with each other, ℬ𝑛 = 𝒩∖{𝑛}.
Thus,

𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

)
= 𝜃𝑛

∑
𝑗∈𝒩∖{𝑛}

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
. (33)

Similarly,

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
= 𝜃𝑖

∑
𝑗∈𝒩∖{𝑖}

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
. (34)

1) If 𝑎∗𝑖 ∕= 𝑎∗𝑛, 𝛿 (𝑎∗𝑛 = 𝑎∗𝑖 ) = 0. Therefore,

𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

)
= 𝜃𝑛

∑
𝑗∈𝒩

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
= 𝜃𝑛

∑
𝑗∈𝒩∖{𝑖}

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)
+ 𝜃𝑛𝜃𝑖

=
𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖,

(35)

which along with Eq. (31) yields

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖. (36)

Due to the symmetrical property, we have

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

) ≤ 𝜃𝑖
𝜃𝑛

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
+ 𝜃𝑖𝜃𝑛, (37)

which is equivalent to

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≥ 𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)− 𝜃2𝑛. (38)

2) If 𝑎∗𝑖 = 𝑎∗𝑛, 𝛿 (𝑎∗𝑛 = 𝑎∗𝑖 ) = 1, then,

𝑠𝑛
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑛

)
= 𝜃𝑛

∑
𝑗∈𝒩

𝜃𝑗𝛿
(
𝑎∗𝑗 = 𝑎∗𝑖

)− 𝜃2𝑛

= 𝜃𝑛
∑

𝑗∈𝒩∖{𝑖}
𝜃𝑗𝛿

(
𝑎∗𝑗 = 𝑎∗𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛

=
𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛,

(39)

which along with Eq. (31) yields

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛. (40)

Due to the symmetrical property, we have

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

) ≤ 𝜃𝑖
𝜃𝑛

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
+ 𝜃𝑖𝜃𝑛 − 𝜃2𝑖 , (41)

which is equivalent to

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≥ 𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛. (42)

Based on Eqs. (40) and (42), we can derive

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
=

𝜃𝑛
𝜃𝑖

𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃𝑛𝜃𝑖 − 𝜃2𝑛. (43)

This concludes the proof.

Lemma 1 illustrates the relationship between the expected
interferences (i.e., 𝑠𝑛

(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
, 𝑠𝑖

(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
) perceived by any

two players at NE points. With this lemma, the following
theorems can be achieved.

Theorem 4. In the case of global interference, if the active
probabilities of different players are equal, all the NE points
of the game 𝒢 globally minimize the expected aggregate
interference.

Proof: Assume 𝜃𝑖 = 𝜃, ∀𝑖 ∈ 𝒩 . According to Lemma
1, at any NE point 𝑎𝑁𝐸 = (𝑎∗1, 𝑎

∗
2, . . . , 𝑎

∗
𝑁 ), the following

inequality holds:

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

) ≤ 𝑠𝑖
(
𝑎∗𝑖 , 𝑎

∗
ℬ𝑖

)
+ 𝜃2,∀𝑖, 𝑛 ∈ 𝒩 , 𝑖 ∕= 𝑛. (44)

Letting 𝑊𝑚 denote the number of users on channel 𝑚, it is
easy to get

𝑠𝑛
(
𝑎∗𝑛, 𝑎

∗
ℬ𝑛

)
= 𝜃2

(
𝑊𝑎∗

𝑛
− 1

)
. (45)

Substituting Eq. (45) into Eq. (44), we can derive

𝑊𝑎∗
𝑛
≤ 𝑊𝑎∗

𝑖
+ 1,∀𝑖, 𝑛 ∈ 𝒩 , 𝑖 ∕= 𝑛. (46)

Besides, when the number of users is larger than the number
of channels, no channel would be idle at the NE point5. That
is,

∪
𝑖∈𝒩

{𝑎∗𝑖 } = ℳ, where {𝑎∗𝑖 } denotes the set containing

element 𝑎∗𝑖 . Thus, according to Eq. (46), we have

𝑊𝑚1 ≤ 𝑊𝑚2 + 1,∀𝑚1,𝑚2 ∈ ℳ. (47)

Moreover, when the number of users is smaller than the
number of channels, it is easy to know that each channel
is occupied by at most one user at the NE point, which is
compatible with Eq. (47). Therefore, we can conclude that Eq.
(47) always holds at any NE point. According to Eq. (47), we
can derive the unique channel profile6 at the NE points as

(𝑊1,𝑊2, . . . ,𝑊𝑀 )

=

(⌊
𝑁

𝑀

⌋
+ 1, . . . ,

⌊
𝑁

𝑀

⌋
+ 1,

⌊
𝑁

𝑀

⌋
, . . . ,

⌊
𝑁

𝑀

⌋)
,

(48)

where
⌊
𝑁
𝑀

⌋
denotes the largest integer but not bigger than 𝑁

𝑀 .
Moreover, we can obtain that the number of

⌊
𝑁
𝑀

⌋
+ 1 in the

channel profile is 𝑁 − 𝑀
⌊
𝑁
𝑀

⌋
, and the number of

⌊
𝑁
𝑀

⌋
is

𝑀 −𝑁 +𝑀
⌊
𝑁
𝑀

⌋
.

Since all the NE points correspond to the unique channel
profile, and the unique channel profile decides the unique value
of the aggregate interference, we can conclude that all the NE
points have the same performance. In addition, we have proved
in Theorem 2 that one of the NE points is a global optimum.
Therefore, all the NE points globally minimize the expected
aggregate interference. The proof is completed.

V. DYNAMIC STOCHASTIC LEARNING WITH ACTIVE
PLAYERS CHANGING

According to the above analysis, the NE points exhibit very
desirable and attractive properties. Thus, it is another important
work to develop an efficient algorithm to achieve the NE in
the distributed and dynamic environment.

5If there is an idle channel, users will definitely deviate their current
strategies to access the idle channel, which contradicts with the definition
of NE.

6Here we ignore the difference between channels, since it does not impact
our conclusions.
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Since the distributed channel selection problem is formu-
lated as an exact potential game, there are a number of learning
algorithms available in the literature to obtain the pure-strategy
NE, e.g., best response [28], fictitious play [30], spatial adap-
tive play [31], and log-linear learning [34]. However, these
algorithms cannot be applied in the studied dynamic network
since they are originally designed for static game models with
information exchange among the players. Recently, two learn-
ing algorithms were designed for dynamic channel selection
in canonical networks with block-fading channels [25] and
opportunistic spectrum access in cognitive radio networks with
dynamic channel availability [27], respectively. Nevertheless,
they are designed for game models with fixed players, and
thus cannot be applied to the studied dynamic networks with
variable active players.

A. SLA Based Dynamic Channel Selection Algorithm
In the following, based on the stochastic learning automata

(SLA) [23], we propose a fully distributed and online adaptive
channel selection algorithm when the active players dynami-
cally vary. Specifically, each game player (i.e., the commu-
nication node) is regarded as a learning automaton, which
selects the channel according to a probability vector over
the available channel set, and updates the probability vector
based on the received reward from the unknown environment
independently. We denote the channel selection probability
vector (a.k.a. mixed strategy) for an arbitrary player 𝑛 as
p𝑛 = (𝑝𝑛1, . . . , 𝑝𝑛𝑀 ), where 𝑝𝑛𝑚 represents the probability to
select channel 𝑚. The detailed algorithm process is illustrated
as follows.

1) Initialization: At the initial time 𝑡 = 0, set the ini-
tial channel selection probabilities of each player to be
𝑝𝑡𝑛𝑚 = 1

𝑀 , ∀𝑛 ∈ 𝒩 , 𝑚 ∈ ℳ.
2) Updating channel selection strategy: At time 𝑡, each

active player, say 𝑛, stochastically selects a channel 𝑎𝑡𝑛
according to its current channel selection probability
vector p𝑡

𝑛. The non-active players keep their channel
selection strategies unchanged.

3) Measuring received utility: All the active players adhere
to their channel selections in an estimation period, in
which the active players access the spectrum for data
transmission, and measure the received utilities 𝑢̂𝑡

𝑛 using
Eqs. (3) and (7). At the same time, the non-active players
perform no actions.

4) Updating channel selection probability: All the active
players update their channel selection probabilities ac-
cording to the following rules:

𝑝𝑡+1
𝑛𝑚 = 𝑝𝑡𝑛𝑚 + 𝑏 𝑟𝑡𝑛(1− 𝑝𝑡𝑛𝑚), 𝑚 = 𝑎𝑡𝑛

𝑝𝑡+1
𝑛𝑚 = 𝑝𝑡𝑛𝑚 − 𝑏 𝑟𝑡𝑛 𝑝𝑡𝑛𝑚, 𝑚 ∕= 𝑎𝑡𝑛,

(49)

where 0 < 𝑏 < 1 is the learning step size, and 𝑟𝑡𝑛 = 𝑢̂𝑡
𝑛/𝐿

is the normalized received utility. The non-active players
keep their channel selection probabilities unchanged.

5) Stopping criterion: If the channel selection probability
vector of 𝑡 + 1 is equal to that of 𝑡, stop the algorithm.
Otherwise, 𝑡 pluses one, and go to 2).

In the step 3 of the algorithm, the interference perceived
by a user can be estimated by many approaches in the

literature. Here, we adopt the method proposed in [22] for
this issue. Specifically, assume that all the users have the same
transmission probability and each estimation period consists of
𝐻 sub-slots. Let 𝑇𝑛 denote the number of sub-slots in which
user 𝑛 successfully accesses the channel, then the maximum
likelihood estimation of the interference experienced by user
𝑛 is given by 𝑠𝑛 = 𝐻

𝑇𝑛
− 1. Thus, the received utility is

𝑢̂𝑛 = 𝐿− 𝑠𝑛 = 𝐿− 𝐻
𝑇𝑛

+ 1.

Remark 2. The proposed learning solution is fully distributed,
since the updating rule specified by Eq. (49) only depends
on the individual experienced action-reward. Also, there is
no need of some coordination mechanisms for monitoring
the actions taken by different players, and each player in-
dependently and automatically updates its action without any
information exchange. Moreover, the proposed algorithm is
online adaptive, since players access the spectrum for data
transmission in each iteration of the algorithm process.

B. Convergence Analysis

Convergence analysis is important and indispensable for
the design of distributed algorithms. In the literature, the
convergence of the SLA based algorithms has been proved for
coordination games where all the players have the same utility
function [23] and potential games [27]. However, the active
player set is assumed to be fixed in their game models. There-
fore, our formulated channel selection game 𝒢 where the active
players dynamically vary is beyond the scope of existing work,
and thus the convergence of the proposed learning algorithm
needs to be evaluated. By utilizing the ordinary differential
equation (ODE) and stochastic approximation theory, we can
achieve the following theorem.

Theorem 5. With a sufficiently small step size 𝑏, the proposed
SLA based dynamic channel selection algorithm converges to
a pure NE point of 𝒢.

Proof: Firstly, we re-write the updating rule in Eq. (49)
as

p𝑡+1
𝑛 = p𝑡

𝑛 + 𝑏 𝑐𝑡𝑛 𝑟𝑡𝑛(I𝑎𝑡
𝑛
− p𝑡

𝑛), (50)

where 𝑐𝑡𝑛 denotes the active/inactive state of player 𝑛 at time
𝑡, and I𝑎𝑡

𝑛
is a unit vector with the 𝑎𝑡𝑛-th element being one.

Let P = (p1,p2, . . . ,p𝑁 ) denote the mixed strategy profile
of all the players, and thus we can achieve the evolution of
the mixed strategy profile of the game 𝒢 as:

P𝑡+1 = P𝑡 + 𝑏 𝐺(P𝑡, c𝑡, r𝑡,a𝑡), (51)

where c𝑡 = (𝑐𝑡1, 𝑐
𝑡
2, . . . , 𝑐

𝑡
𝑁 ), r𝑡 = (𝑟𝑡1, 𝑟

𝑡
2 . . . , 𝑟

𝑡
𝑁 ), and a𝑡 =

(𝑎𝑡1, 𝑎
𝑡
2, . . . , 𝑎

𝑡
𝑁 ). Then, according to Theorem 3.1 in [23], we

know that when the step size 𝑏 is sufficiently small, i.e., 𝑏 → 0,
the sequence {P𝑡} will converge weakly to the solution of the
ODE,

𝑑P

𝑑𝑡
= 𝑓(P),P(0) = P0, (52)

where 𝑓(P) = 𝔼 [𝐺(P𝑡, c𝑡, r𝑡,a𝑡)∣P𝑡], and P(0) is the initial
value of the ODE which is equal to the initial channel selection
probability matrix P0.
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Besides, let ℎ𝑛(𝑚,Pℬ𝑛) denote player 𝑛’s expected reward
function when it adopts pure strategy 𝑚 and its neighbors
adopt mixed strategy Pℬ𝑛 . Then, we have

ℎ𝑛(𝑚,Pℬ𝑛) =
∑

𝑎𝑘,𝑘∈ℬ𝑛

𝑢𝑛 (𝑚, 𝑎ℬ𝑛)
∏

𝑘∈ℬ𝑛

𝑝𝑘𝑎𝑘
, (53)

where 𝑝𝑘𝑎𝑘
is the probability of player 𝑘 to choose pure

strategy 𝑎𝑘, 𝑢𝑛 is the expected utility function specified by
Eq. (9) when the active players dynamically vary. In addition,
take 𝐻(P) = 𝔼 [Φ(P)], and thus

𝐻𝑛(𝑚,P−𝑛) =
∑

𝑎𝑘,𝑘 ∕=𝑛

Φ𝑛(𝑎1, . . . , 𝑎𝑛−1,𝑚, 𝑎𝑛+1, . . . , 𝑎𝑁)
∏
𝑘 ∕=𝑛

𝑝𝑘𝑎𝑘
.

(54)
Applying Eqs. (16), (53) and (54), we can derive

𝐻𝑛(𝑚1,P−𝑛)−𝐻𝑛(𝑚2,P−𝑛) = ℎ𝑛(𝑚1,Pℬ𝑛)− ℎ𝑛(𝑚2,Pℬ𝑛).
(55)

Then, following similar proof of Theorem 5 in [27], we can
get that the proposed dynamic channel selection algorithm
converges to a stationary point of the ODE (52). Moreover,
Theorem 3.2 in [23] has demonstrated that all stationary points
of the ODE that are not NE are unstable. Therefore, Theorem
5 is proved.

VI. SIMULATION RESULTS AND ANALYSIS

In this section, we conduct simulations to evaluate the
performance of the proposed channel selection algorithm in
the distributed and dynamic environment.

We consider a canonical network where communication
nodes are randomly scattered in a 𝑑-by-𝑑 square area. Large
scale network (𝑑 = 1000m [47]) and small scale network (𝑑 =
100m [25], [26]) are both investigated. All the communication
nodes are assumed to use the IEEE 802.11b standard with
2Mb/s data rate, and 3 non-overlapping channels are available.
The interference range of co-channel communications is set
to be 𝑑0 = 200m [47]. The individual throughput of a
user is calculated by 𝑅

𝑠𝑛+1 , which is approximately obtained
according to the principle of perfect CSMA/CA [22], i.e.,
setting the throughput loss function as 𝑓(𝑠𝑛+1) ≈ 1 in Eq. (2).
In addition, the positive constant in Eq. (7) is set to be 𝐿 = 2,
and the step size of the proposed algorithm is set to be 𝑏 = 0.1.
For convenience of analysis, the active probabilities of all the
nodes are assumed to be the same, i.e., 𝜃𝑛 = 𝜃, ∀𝑛 ∈ 𝒩 ,
except for special investigation in small-scale networks (as
shown in Fig. 11).

A. Convergence Behavior

For convergence analysis of the proposed stochastic learning
algorithm, we generate a random network topology involving
60 nodes, as shown in Fig. 3. The convergence behavior of
one arbitrarily selected node (marked as node 1) is presented
in Fig. 4. At the beginning, it randomly selects the channels
with equal probabilities. As the algorithm iterates, its channel
selection probabilities evolve with the time and converge in
about 560 iterations. At the convergence time, we can see
𝑃12 = 1, and 𝑃11 = 𝑃13 = 0, which demonstrates that
the node finally chooses channel 2 for communication. It is
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Fig. 3. A random network topology with 60 nodes.
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Fig. 4. Evolution of channel selection probabilities of one arbitrarily selected
node (𝜃=0.6).
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Fig. 5. Evolution of the number of nodes selecting different channels (𝜃=0.6).

seen that the channel selection probabilities keep unchanged
in multiple successive slots (e.g., 𝑝11 from slot 343 to slot
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Fig. 6. Convergence comparison for different numbers of nodes (𝜃=0.6).

347), which indicates the node keeps inactive in these slots.
Moreover, the evolution of the number of nodes on different

channels is plotted in Fig. 5. Since the nodes adjust their chan-
nel strategies continuously based on their channel selection
probabilities before the convergence time, the number of nodes
on the channels varies accordingly. After the convergence, all
the nodes remain their current channel strategies, and thus
the number of nodes on the channels keeps unchanged. The
simulation results validate the convergence of the proposed
algorithm when the number of the active users dynamically
changes.

Besides, Fig. 6 plots the convergence of network utility
(i.e., expected aggregate interference) for different numbers of
nodes 𝑁 . As shown in Fig. 6, the convergence time increases
with the number of nodes. When the number of nodes is no
more than 60, the convergence can be achieved within 500
iterations. However, when the number of nodes is beyond 80,
(even more than) 1000 iterations are needed for convergence.
Nevertheless, the longer convergence time will not impact its
practical application, since the proposed algorithm is online
adaptive, which means nodes can access the spectrum for data
transmission in each iteration of the algorithm process.

B. Performance Evaluation

In order to evaluate the performance of the proposed al-
gorithm, we present the performance of the random selection
scheme, the best NE, and the worst NE for comparison. In
the random selection scheme, each node randomly chooses
a channel in each slot. Since the active player set varies
randomly and there is no information exchange, random
channel selection seems to be an instinctive method. It is noted
the exhaustive enumeration approach cannot be available to
search the globally optimal channel selection due to the huge
computation complexity when the number of nodes is large.
Thus, we achieve the globally optimal solution by running
the proposed algorithm for multiple times and taking the best
solution, since Theorem 2 demonstrates that the best NE is
the global optimum. Because the scenario of small networks
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Fig. 7. Performance comparison for different solutions in terms of the
expected aggregate interference in large networks (𝜃 = 0.6).
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Fig. 8. Performance comparison for different solutions in terms of the
achieved network throughput in large networks (𝜃 = 0.6).

presents many special properties (Section IV.C), we evaluate
the performance in large and small networks separately.

1) Scenario of large networks: Fig. 7 plots performance
comparison of the expected aggregate interference achieved
by different solutions. The presented results are obtained
by simulating 1000 independent trials and then taking the
expected value. Intuitively, the solution to the random channel
selection scheme is the worst which causes the most severe in-
terference. The equilibrium solution achieved by our proposed
stochastic learning algorithm is much better, which approaches
the globally optimal solution. It is because that the learning
equilibrium solution may converge to a locally/globally op-
timal channel selection profile as characterized by Theorem
1, and hence achieves near-optimal performance on average.
Moreover, the gap between the worst NE and the best NE
is small; while the gap between the random solution and the
best NE increases with the number of nodes. In addition, the
interference values achieved by all the solutions increase with
the number of nodes, and the increasing speed gets faster.

For further evaluation, we present the performance compar-
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Fig. 9. Performance comparison for different solutions in terms of the
achieved network throughput in large networks (𝑁=100).

ison in terms of the achieved expected network throughput
in Fig. 8. As shown in the figure, the expected network
throughput obtained by different solutions increases with the
number of nodes in the network. It is clear since the network
throughput is the sum of individual throughput achieved by
each node. Moreover, it can be seen that the increasing speed
of the curves gets slower when the number of nodes in the
network becomes larger, which is due to the impact of more
severe interference. As for the performance comparison, the
random channel selection scheme achieves the worst solution,
and the NE solutions obtained by our proposed stochastic
learning are much better. In addition, we can see that the
performance gaps between different algorithms all increase
with the number of nodes, which is because the solution space
gets larger when the number of nodes increases.

To analyze the impact of the active probability of the nodes,
we plot the achieved expected network throughput versus the
active probability 𝜃 in Fig. 9. It can be seen from the figure
that the expected network throughput obtained by different
solutions increases with value of active probability, since
larger active probability means more frequent communica-
tion. Also, the figure shows that the increasing speed of the
curves gets slower when the active probability becomes larger,
because larger active probability leads to more aggressive
communication and more severe interference. In terms of the
performance comparison, the NE solutions obtained by our
proposed stochastic learning are much better than the random
solution. Moreover, the performance gaps between different
algorithms all get larger when the active probability increases.

2) Scenario of small networks: In this part, we will evaluate
the performance of the proposed algorithm in small-scale
networks (𝑑 = 100m). Since the distance of any two nodes
is smaller than the interference range 𝑑0 = 200m, global
interference is generated.

In Fig. 10, we present the achieved expected network
throughput achieved by different solutions in small networks.
As shown in the figure, the achieved expected network
throughput increases with the number of nodes in the network,
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Fig. 10. Performance comparison for different solutions in terms of the
achieved network throughput in small networks (𝜃=0.6).
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Fig. 11. Performance comparison for different solutions in terms of the
achieved network throughput in small networks (𝜃 varies for different nodes).

but the increasing speed gets much slower when the number of
nodes in the network is larger than 20. Since any two nodes
interfere with each other in a small network, the increasing
of the number of nodes will cause more severe interference
than in a large network. As for the performance comparison,
we can see that all NE solutions present similar performance,
which corresponds to Theorem 4. Moreover, we have given
the unique channel profile of the NE as Eq. (48), which in
essence is the uniform allocation. Thus, the random channel
selection scheme can achieve quite close performance as the
NE solutions (especially when the number of nodes is large),
since each node randomly selects the channels with equal
probabilities.

Although we have proved in Theorem 4 that all the NE
solutions have the same performance in the case of global
interference, it can be seen from Fig. 10 that performance gap
exists when the number of nodes is small. It is because of the
parameter setting (i.e., step size 𝑏) of the proposed stochastic
learning algorithm, since it is proved in Theorem 5 that the
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Fig. 12. Performance comparison for different solutions in terms of the
achieved network throughput in small networks (𝑁=40).

NE can be converged to only when 𝑏 is sufficiently small. In
other words, the solutions found by the proposed algorithm
may include non-equilibrium points. However, 𝑏 cannot be set
to be sufficiently small in practical application since smaller 𝑏
leads to slower convergence speed. In addition, the predefined
positive constant 𝐿 also has impact on the convergence and
performance of the proposed algorithm. The readers can refer
to [25] for more simulations and analysis on the selection of
the parameters.

Since the conclusion of Theorem 4 holds only when the
active probabilities of nodes are all equal, we further evaluate
the performance of the proposed algorithm when 𝜃 randomly
varies for different nodes in Fig. 11. In this case, the per-
formance gap between the best NE and the worst NE is
significant, as shown in the figure. However, the average
performance of the NE points is better than that of the random
solution, while the latter is better than the worst NE. In
addition, the variation rule of the curves versus the number
of nodes is similar to that in Fig. 10, which is omitted here
for brevity.

Besides, Fig. 12 plots the achieved expected network
throughput versus the active probability 𝜃. Because the active
probabilities of different nodes are equal, the performance of
all the NE are theoretically proved to be equal. Therefore,
they (i.e., average NE, best NE, and worst NE) present
similar performance in the simulation figure. The small gaps
between them are also due to the parameter setting of the
proposed stochastic learning algorithm, as analyzed in Fig. 10.
Moreover, the random channel selection scheme can achieve
quite close performance as the NE solutions. In addition, it can
be seen that the expected network throughput increases with
the active probability, since larger active probability indicates
more frequent communication. Also, the increasing speed of
the curves get slower when the active probability increases,
since larger active probability leads to more aggressive com-
munication and more severe interference.

VII. CONCLUSION

In this paper, we have investigated the problem of chan-
nel selection for interference mitigation in a distributed and
dynamic canonical communication network. The problem has
been formulated as a graphical stochastic game and we have
proved that the formulated game is an exact potential game
which has at least one Nash equilibrium (NE). Furthermore,
the performance bounds of the NE have been theoretically
analyzed. Accordingly, we have designed a fully distributed,
online adaptive, stochastic learning algorithm to converge to
the NE of the formulated game. Simulation results validate the
effectiveness of our proposed algorithm. For the future work,
we will further improve the algorithm convergence speed.
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