
6928 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 12, DECEMBER 2014

Optimal Power Allocation and User Scheduling in
Multicell Networks: Base Station Cooperation

Using a Game-Theoretic Approach
Jianchao Zheng, Student Member, IEEE, Yueming Cai, Senior Member, IEEE, Yongkang Liu,
Yuhua Xu, Student Member, IEEE, Bowen Duan, and Xuemin (Sherman) Shen, Fellow, IEEE

Abstract—This paper proposes a novel base station (BS) co-
ordination approach for intercell interference mitigation in the
orthogonal frequency-division multiple access based cellular net-
works. Specifically, we first propose a new performance metric
for evaluating end user’s quality of experience (QoE), which
jointly considers spectrum efficiency, user fairness, and service
satisfaction. Interference graph is applied here to capture and
analyze the interactions between BSs. Then, a QoE-oriented re-
source allocation problem is formulated among BSs as a local
cooperation game, where BSs are encouraged to cooperate with
their peer nodes in the adjacent cells in user scheduling and power
allocation. The existence of the joint-strategy Nash equilibrium
(NE) has been proved, in which no BS player would unilaterally
change its own strategy in user scheduling or power allocation.
Furthermore, the NE in the formulated game is proved to lead
to the global optimality of the network utility. Accordingly, we
design an iterative searching algorithm to obtain the global op-
timum (i.e., the best NE) with an arbitrarily high probability in a
decentralized manner, in which only local information exchange is
needed. Theoretical analysis and simulation results both validate
the convergence and optimality of the proposed algorithm with
fairness improvement.

Index Terms—OFDMA, inter-cell interference mitigation, QoE,
BS cooperation, potential game, Nash equilibrium, decentralized
algorithm, global optimality.

I. INTRODUCTION

INTER-CELL interference is a fundamental problem which
limits the performance improvement in the orthogonal fre-

quency division multiple access (OFDMA)-based cellular net-
works with reuse of the spectral resource. Traditionally this
problem is majorly addressed by carefully planning the spec-
tral resource [1], including conventional frequency planning
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(Reuse-1 and Reuse-3), fractional frequency reuse, partial fre-
quency reuse, and soft frequency reuse. However, these ap-
proaches reduce inter-cell interference at the cost of decreasing
the spectral efficiency. Future network evolutions are envi-
sioned to employ a full (or an aggressive) frequency reuse
to meet the rapidly growing demand of broadband mobile
access. Therefore, efficient interference mitigation techniques
are urgently required.

Recently, BS cooperation has emerged as a promising ap-
proach to mitigate inter-cell interference. Since any change of
resource allocation in a single cell will affect the performance
of the nearby cells, joint resource allocation over a cluster of
neighboring cells via BS coordination proves to be effective
[2]–[5]. These solutions usually require neighboring BSs co-
ordinate their resource allocation for the joint network utility
optimization, which usually result in high cost in backhaul
communications with huge control overhead. This paper treats
the coordination problem in an alternative way where user
transmission strategies and resource allocation schemes, rather
than data flows, are coordinated across the BSs [5], [6]; hence,
much less backhaul coordination bandwidth is needed. Most
state-of-the-art work concentrates on the (weighted) sum-rate
maximization [2], [4], [7], while the achievable solutions are
generally far from global optimum. Moreover, the existing
solutions introduce unfairness to edge users [2], [7], because
edge users usually experience more path loss while the network
manager tends to privilege the users closer to the BS with better
channel conditions in the resource allocation. Most existing
work addresses fairness issue only by using network-level
criteria like max-min but neglects the specific requirements of
individual users.

In this paper, we take spectrum efficiency, fairness and user’s
requirements into consideration jointly to improve QoE in
the formulated optimization problem. QoE-driven techniques
adaptively allocate the limited resources to enhance end user
experience so that they reduce the waste of radio resources
compared with other techniques adopting the objective metrics,
e.g., sum-rate, which neglect individual users’ satisfaction of
services. For example, if the users with better channel con-
ditions have been allocated with adequate resources, QoE-
driven optimizer would then privilege users with poor channel
conditions who could experience substantial improvement of
satisfaction. Therefore, QoE-driven techniques will bring fair-
ness while increasing efficiency. This paper adopts the mean
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opinion score (MOS) [9] to be the utility metric, which is
widely used to provide a generic measure of the user’s QoE
[10]–[12], [33].

A. Challenges and Contributions

In this paper, we employ BS cooperation to solve the QoE-
oriented resource allocation problem in the multicell OFDMA
networks, which consists of user scheduling and power alloca-
tion as a joint optimization decision by BSs. Furthermore, in the
aggressive frequency reuse deployment, the co-channel inter-
ference makes the resource allocation among cells coupled and
correlated. Moreover, the non-convexity of the utility metric
(i.e., MOS) makes the problem more complicated. In this case,
centralized algorithms cannot guarantee the global optimality
over the network given that the demand on backhaul signaling
and computational resources grows rapidly with the number
of cells, subchannels and end users. In practical systems, the
interference sources to individual users usually come from a
small number of neighboring cells (which makes it possible to
limit the backhaul signaling and complexity) [3]. Therefore,
how to design an efficient distributed algorithm to find the
globally optimal solution with only local information exchange
throws a great challenge.

We study this problem by applying game theory to analyze
the distributed decisions made at individual BSs considering
the mutual interference and coupling among their strategies
[13]–[16]. The main contributions of our work are summarized
below:

• An interference graph is generated to capture and an-
alyze the interaction between BSs. Then, based on the
interference graph, the network sum-utility maximization
problem is formulated as a local cooperation game, where
each BS acts as a rational player. Furthermore, we prove
it to be an exact potential game, whose best NE point
coincides with the optimal solution with the sum-utility
maximization.

• We design a decentralized iterative algorithm to obtain
the best NE (i.e., the global optimum) with an arbitrarily
high probability, where only local information exchange
is needed between neighboring BSs. The convergence,
optimality and computational complexity are investigated.
Moreover, the fairness improvement by adopting QoE as
the optimization goal is theoretically analyzed.

B. Related Work

In recent years, resource allocation for cellular networks has
stepped into the focus of extensive studies, because i) coor-
dinated resource allocation brings significant performance im-
provement by effectively mitigating the inter-cell interference,
ii) coordination across multiple cells poses a great challenge
not only in implementation, but also in finding the optimal
solutions, since the inter-cell interference leads to inherent non-
convexity in the problem structure [6].

One promising way is to use heuristic-based algorithms
to obtain satisfactory solutions [17]–[20]. Another way is to
decompose the original problem into multiple subproblems and

solve them iteratively [6], [21]–[24]. Besides, there are some
discussions [25]–[29] concentrating on respective studies (e.g.,
subchannel allocation, power control) due to the intractability
of joint optimization.

Furthermore, many researchers have referred to game the-
ory to seek for a satisfactory solution. In [27]–[29], potential
game based subchannel allocation algorithms for interference
minimization are proposed. In [26], [30], taking the inter-cell
interference into account, the authors study the transmit power
control in multicell OFDMA systems by using non-cooperative
game. However, almost all consider a simplified system model
and just concentrate on only one aspect (either power control
or subchannel allocation). In [18], joint subchannel and power
allocation is investigated by using game theory. The existence
and uniqueness of equilibrium are theoretically proved. How-
ever, this work is decomposed into two subgames, in which
the subchannel assignment and power control are performed
iteratively. Therefore, the obtained solution is suboptimal.
Buzzi et al. [31] use potential game to make a comprehensive
analysis on the joint subchannel and power allocation in a very
general system model, but only suboptimal solution is obtained
as well. Moreover, the existing game theoretic approaches
mainly make an investigation on the existence and uniqueness
of the NE point, but pay less attention to the relationship
between the NE and the global optimum.

In addition, it should be noted that the coordinated resource
allocation in the literature mainly concentrates on QoS opti-
mization, which does not consider the user’s satisfaction of
services. QoE has recently been under the spotlight in wireless
networks. General wireless multimedia transmission schemes
have been well studied in [12], [32], [33], in which resource al-
location and multimedia scheduling are the focus. Hassan et al.
[34] investigate the QoE-driven resource allocation from the
perspective of the interaction between the provider and the VoIP
user, which is naturally formulated as a non-cooperative game.
In [10], [11], the authors study the QoE-oriented multiuser
resource allocation in the OFDMA systems. To our knowledge,
most QoE-driven resource allocation work is limited in single-
cell optimization. Sheen et al. [35] discuss the performance
evaluation and optimization of a general relay-assisted multicell
network and a genetic algorithm is proposed to solve the
problem. However, this work aims at the joint optimization of
the system parameters, including relay’s position, reuse pattern,
path selection, etc., which is out of the scope of our work.

To sum up, QoE-oriented resource allocation in multicell
networks has not been well studied, and the existing solutions
are generally far from global optimum. Therefore, in this paper,
we employ BS cooperation to improve the efficiency of the
solution from a game theoretic perspective. Accordingly, a
decentralized iterative algorithm is designed to achieve the
global optimum with an arbitrarily high probability.

C. Paper Organization

The remainder of the paper is organized as follows. In
Section II, we present the system model followed by the
problem formulation for the QoE-driven resource allocation. In
Section III, we formulate the local BS cooperation game and
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investigate the properties of its NE points. In Section IV, a QoE-
driven joint user scheduling and power allocation algorithm is
proposed to find the global optimum of our problem. Section V
presents simulation results and discussion. Conclusions are
drawn in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

We consider an OFDMA-based cellular network which con-
sists of a set of L BSs, denoted by L = {1, 2, . . . , l, . . . L}.
We assume each cell is served by a BS and BSs communi-
cate with the users in a single-hop fashion. We also assume
BSs are temporally synchronized. BSs and users are equipped
with one transmit and one receive antenna, respectively. N =
{1, 2, . . . , n, . . . N} is the network user set. The set of users
served by BS l ∈ L is denoted by Nl, Nl ⊆ N , and

⋃
l Nl =

N . Each user is connected to only one base station that is
selected based on long-term channel quality measurement.
Thus, Nl ∩Nl′ = ∅, for l �= l′. We consider the universal
frequency reuse deployment in which every cell shares the
whole bandwidth. The available spectrum is divided into K
subchannels1 and the index set of all subchannels is denoted
by K = {1, 2, . . . , k, . . .K}. N = |N | and K = |K| are the
cardinalities of N and K, respectively. In this paper we focus on
the study of downlink communications from BSs to the users.
Our analysis can be easily extended to the uplink discussion.

1) MAC and Physical Layer: In the network, the spectral
resource slots are shared by all cells, leading to an interfer-
ence and noise impaired system. Let skl ∈ Nl denote the user
connected to base station l in spectral slot k. When perfect
synchronization is assumed, the discrete-time baseband signal
received by user skl in slot k is given by

rsk
l
= Hl,sk

l
xsk

l︸ ︷︷ ︸
useful data

+

L∑
i=1,i�=l

Hl,sk
i
xsk

i︸ ︷︷ ︸
intercell interference

+ Zsk
l︸︷︷︸

noise

, (1)

where xsk
l

and Hl,sk
l

are the transmitted complex symbol and

the complex channel response from BS l to user skl , respec-
tively. Zsk

l
is the additional noise, which is modeled as a white

Gaussian variable with power E|Zsk
l
|2 = σ2.

Suppose user n is connected with BS l, i.e., n ∈ Nl. Let
δkl,n be the spectral slot allocation indicator to denote whether
slot k is allocated to the user n in cell l: δkl,n = 1 if the slot is
allocated to the user; otherwise, δkl,n = 0. Then, the signal-to-
interference-plus-noise ratio (SINR) of user n within cell l in
slot k, is written as

γk
l,n =

δkl,np
k
l G

k
l,n∑L

i=1,i�=l δ
k
l,np

k
iG

k
i,n + σ2

, (2)

where pkl is the transmit power of BS l in slot k, Gk
l,n = |Hk

l,n|
2

is the channel power gain from BS l to user n in slot k.

1We will use spectral slot and subchannel interchangeably in this paper.

Fig. 1. Generic application model (The subscription of data rate denoting the
specific user is omitted).

Without loss of generality, we assume that the bandwidth of
each subchannel is less than the coherence bandwidth of the
channel so that flat fading is considered in each subchannel.

The corresponding achievable information rate is given by
the following Shannon’s formula:

Rk
l,n =

B

K
log2

(
1 +

γk
l,n

Γ

)
, (3)

where Γ = − ln(5BER)/1.5 is BER gap. Then, the aggregate
rate of user n is Rl,n =

∑
k∈Kn

Rk
l,n, where Kn is the set of

slots occupied by user n.
2) Application Layer: MOS is used as a measure of the

user’s QoE for the services like video streaming, file download,
and web browsing. The value of MOS is distributed between
1 and 4.5. MOS = 1 reflects an unacceptable application qual-
ity, and MOS = 4.5 corresponds to an excellent quality experi-
enced by the user.

The considered generic application characteristic [10] re-
sembles a bounded logarithmic relationship between perceived
quality and data rate as illustrated in Fig. 1, described by the
MOS as a function of the data rate,

MOSl,n(Rl,n) =

⎧⎪⎨
⎪⎩

4.5, Rl,n ≥ R4.5
l,n ,

a log
Rl,n

b , R1.0
l,n < Rl,n < R4.5

l,n ,
1, Rl,n ≤ R1.0

l,n ,
(4a)

with

a =
3.5

log
(
R4.5

l,n/R
1.0
l,n

) , (4b)

b =R1.0
l,n

(
R1.0

l,n

R4.5
l,n

)1/3.5

, (4c)

0 ≤R1.0
l,n < R4.5

l,n , ∀n ∈ Nl. (4d)

The semilogarithmic plot of Fig. 1 visualizes the related param-
eters: the parameter a determines the slope of MOSl,n(Rl,n)
while b shifts the curve along the X-axis. Each user’s applica-
tion characteristic can be parameterized by only two parame-
ters, {R1.0

l,n , R
4.5
l,n}, or alternatively {a, b}.

B. Problem Formulation

Since the system is based on OFDMA, intra-cell multi-user
access is orthogonal, while inter-cell multi-user access is simply
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superposed due to full reuse of spectrum. It is the superposition
of the slots that results in severe co-channel interference, which
majorly limits the system performance. Therefore, it is intuitive
to decouple the optimization of resources in various spectral
resource slots (i.e., frequency bands, or sub-channels), and we
may study the user scheduling and power allocation which
maximize the system performance in a particular slot [8]. We
will suppress the slot index hereafter, concentrating in one
arbitrary slot. In any given spectral resource slot shared by all
cells, we denote the user that is granted access to the slot (i.e.,
scheduled) in cell l by sl ∈ Nl.

Definition 1: A scheduling vector characterizes the set of
users simultaneously scheduled across all cells in the same slot:
s = (s1, s2, . . . , sl, . . . , sL), where [s]l = sl. Noting that sl ∈
Nl, the constraint set of scheduling vectors (i.e. the scheduling
strategy space) is given by S = N1 ⊗N2 ⊗ · · · ⊗ NL, where ⊗
denotes the Cartesian product.

Definition 2: A transmit power vector characterizes the
transmit power values used by each BS to communicate with
its respective scheduled user: p = (p1, p2, . . . , pl, . . . , pL),
where [p]l = pl. Note that in real practice, the cellular stan-
dards like the 3GPP LTE standard only support discrete
power control2 in the downlink. We assume each BS can
use M ≥ 2 different power levels for transmission, namely
{λ1Pl,max, λ2Pl,max, . . . , λMPl,max}, where 0 = λ1 < λ2 <
. . . < λM = 1. Then, the constraint set of transmit power
vectors is given by P = {p|pl ∈ {λ1Pl,max, λ2Pl,max, . . . ,
λMPl,max},∀l = 1, . . . , L}.

Base stations are coordinated to jointly determine the optimal
scheduling vector and transmit power vector which maximize
the system utility (i.e., MOS). From the system optimization
point of view, the sum-utility optimal resource allocation prob-
lem can now be formalized simply as

(sopt,popt) = argmax
s∈S,p∈P

U0, (5)

where U0 =
∑

l∈L MOSl =
∑

l∈L
∑

n∈Nl
ωl,nMOSl,n is the

network utility function, ωl,n is the weight of the scheduled user
in the lth cell.

Remark 1: The sum-MOS optimal joint user scheduling and
power allocation problem for a multicell wireless network be-
longs to a class of combinatorial optimization problems; finding
the globally optimal solution (sopt,popt) is NP-hard. Hence,
standard optimization techniques cannot be applied directly
and even centralized algorithms cannot guarantee the globally
optimal solution.

III. INTERFERENCE GAME FOR QOE-ORIENTED

BS COORDINATION

In this section, we discuss on the distributed solution of the
above problem (5) by using game theory. The ability to model
individual, independent decision makers, whose strategies are

2It is worth noting in [2] that discrete power control which offers two main
benefits over continuous power control: i) the transmitter design is simplified,
ii) the overhead of information exchange among network nodes is significantly
reduced.

Fig. 2. A unilateral interference graph with 10 BSs (Each node represents a
BS, and each directional edge represents an interference link from one end to
another end).

interactional, makes game theory particularly attractive to ana-
lyze the performance of decentralized network/framework.

A. Interference Graph

In order to quantify the inter-cell interference, we employ the
interference metric (IM) in [2], which is defined by

IMi
l =

1

|Nl|
∑
n∈Nl

Gi,n

Gl,n
, (6)

where Gi,n is the channel gain from BS i to user n ∈ Nl, and
|Nl| is the number of elements in Nl. Notice that the ratio
Gi,n/Gl,n indicates the amount of interference caused by BS
i to user n, and IMi

l is simply calculated by averaging the ratio
Gi,n/Gl,n over all users served by BS l.

The interference relationship is now characterized by a di-
rectional graph Gd = (L, ε). The graph Gd consists of the
BS set L, and a set of edges ε ∈ L2. Denote each edge as an
ordered pair (i, l), obviously, (i, l) ∈ ε. In cellular networks,
the transmission is severely interfered with only by BSs located
in a few surrounding cells, and the interference from the remote
BSs is trivial. To capture the near-far effect, deciding the edge
of the interference graph is based on (6). Only if the value
of IMi

l is larger than a predefined threshold IM0
l , there is an

edge from BS i to l, which means BS i causes non-ignorable
interference to cell l. Moreover, since the mutual interference
is not symmetrical (IMi

l �= IMl
i) in the cellular system, the

produced interference graph is unilateral with directional edges,
as shown in Fig. 2. Then for each BS l, the following two
neighbor sets can be defined:

• the in-neighbor set Bin
l : Bin

l = {i ∈ L : (i, l) ∈ ε}.
• the out-neighbor set Bout

l : Bout
l = {j ∈ L : (l, j) ∈ ε}.

We use pBin
l

and sBin
l

to denote the power allocation and
user scheduling strategy profile of BS l’s in-neighbors, respec-
tively. Then, cell l’s performance is denoted by MOSl(pl,pBin

l
,

sl, sBin
l
), since it is affected by the cochannel interference from

the neighboring BSs.
It is worth noting that other metrics can also be used to decide

the interference graph (e.g., simply based on the geographic
location of BSs and users [36], or further considering the



6932 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 12, DECEMBER 2014

traffic load, etc.). However, there would be little variation in
the following game model and the main conclusions. Since the
optimal construction of the interference graph is not the focus
of this work, we adopt the metric in [2] in order to perform
convictive algorithm comparison.

B. Game Model With Local BS Cooperation

Based on the interference graph, the game is formally de-
noted by G = [L, {Sl ⊗ Pl}l∈L,Gd, {Ul}l∈L], where L = {1,
2, . . . , L} is the set of players (i.e., BSs), Sl ⊗ Pl is the set of
available joint power and channel allocation strategy for player
l, and Ul is the utility function of player l. To improve the
efficiency of the game and obtain the globally optimal solution,
the utility function of each player l is defined as

Ul (pl,pDl
, sl, sDl

) = MOSl

(
pl,pBin

l
, sl, sBin

l

)
+

∑
i∈Bout

l

MOSi

(
pi,pBin

i
, si, sBin

i

)
, (7)

where Dl represents the interacting neighbor set of player l,
pDl

∈ PDl
and sDl

∈ SDl
denote the power allocation and user

scheduling strategy profile of player l’s interacting neighbors
(excluding l), respectively. PDl

≡ ⊗Pi, SDl
≡ ⊗Si, ∀i ∈ Dl,

are the sets of action profiles. According to (7), we can get

Dl =
⋃

i∈Bout
l

Bin
i ∪ Bin

l ∪ Bout
l . (8)

Then, referring to the definitions of Bin
l and Bout

l , the interact-
ing neighbor set Dl is further decided by

Dl = Bin
l ∪ Bout

l ∪
{
j : j �= l,Bout

j ∩ Bout
l �= ∅

}
. (9)

If i1 ∈ Di2 , we say that two BSs i1 and i2 are interacting
neighbors. Obviously, i1 ∈ Di2 ⇔ i2 ∈ Di1 .

Note that the above defined utility function is comprised of
two parts: the individual utility of player l and the aggregate
utility of its interfered neighbors. In other words, when a player
makes a decision, it not only considers itself but also considers
its interfered neighbors. Then, the local cooperation game is
expressed as follows:

(G) : max
pl∈Pl,sl∈Sl

Ul (pl,pDl
, sl, sDl

) , ∀l ∈ L. (10)

Definition 3 (Nash Equilibrium): A resource allocation pro-
file (p∗, s∗) = (p∗1, p

∗
2, . . . , p

∗
L, s

∗
1, s

∗
2, . . . , s

∗
L) is a pure strategy

NE point of G if and only if no player can improve its utility by
deviating unilaterally, i.e.,

Ul

(
p∗l ,p

∗
Dl
, s∗l , s

∗
Dl

)
≥ Ul

(
pl,p

∗
Dl
, sl, s

∗
Dl

)
,

∀l ∈ L, ∀pl ∈ Pl \ {p∗l} , ∀sl ∈ Sl \ {s∗l} , (11)

where A1 \A2 means that A2 is excluded from A1.

C. Analysis of NE

Theorem 1: The QoE-oriented resource allocation game G
is an exact potential game which has at least one pure strategy NE.

Proof: The following proof follows the idea of proof
given in [27]–[29].

First we construct a potential function as

Φ(pl,p−l, sl, s−l) =
∑
l∈L

MOSl(pl,p−l, sl, s−l), (12)

where p−l and s−l represents the power allocation and user
scheduling strategy profile of all the BSs excluding BS l, re-
spectively. Since MOSl(pl,p−l, sl, s−l) = MOSl(pl,pBin

l
, sl,

sBin
l
) based on the interference graph, we have

Φ(pl,p−l, sl, s−l) =
∑
l∈L

MOSl

(
pl,pBin

l
, sl, sBin

l

)
=MOSl

(
pl,pBin

l
, sl, sBin

l

)
+

∑
i∈Bout

l

MOSi

(
pi,pBin

i
, si, sBin

i

)

+
∑

i∈{N\Bout
l },i�=l

MOSi

(
pi,pBin

i
, si, sBin

i

)
. (13)

1) Suppose that an arbitrary player, say l, unilaterally
changes its transmit power from pl to p′l, then the change
in potential function is given by (14), shown at the bottom
of the page. For i ∈ Bout

l , we have l ∈ Bin
i ; thus, when l

changes its transmit power from pl to p′l, p
′
Bin
i

�= pBin
i

.

However, if i ∈ {N \ Bout
l \ {l}}, p′

Bin
i

= pBin
i

when l

changes its transmit power. Thus, the following equation
holds:

MOSi

(
pi,p

′
Bin
i
, sl, sBin

l

)
= MOSi

(
pi,pBin

i
, sl, sBin

l

)
,

∀i ∈
{
N \ Bout

l

}
, i �= l (15)

Φ(p′l,p−l, sl, s−l)− Φ(pl,p−l, sl, s−l)

=
∑
l∈L

MOSl

(
p′l,pBin

l
, sl, sBin

l

)
−
∑
l∈L

MOSl

(
pl,pBin

l
, sl, sBin

l

)

= MOSl

(
p′l,pBin

l
, sl, sBin

l

)
−MOSl

(
pl,pBin

l
, sl, sBin

l

)
+

∑
i∈Bout

l

(
MOSi

(
pi,p

′
Bin
i
, si, sBin

i

)
−MOSi

(
pi,pBin

i
, si, sBin

i

))

+
∑

i∈{N\Bout
l },i�=l

(
MOSi

(
pi,p

′
Bin
i
, si, sBin

i

)
− MOSi

(
pi,pBin

i
, si, sBin

i

))
. (14)
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On the other hand, the change of individual utility func-
tion caused by this unilaterally change is given by

Ul (p
′
l,pDl

, sl, sDl
)− Ul (pl,pDl

, sl, sDl
)

= MOSl

(
p′l,pBin

l
, sl, sBin

l

)
− MOSl

(
pl,pBin

l
, sl, sBin

l

)
+

∑
i∈Bout

l

(
MOSi

(
pi,p

′
Bin
i
,si,sBin

i

)
−MOSi

(
pi,pBin

i
,si,sBin

i

))
.

(16)

Then, based on (14)–(16), we can get

Φ(p′l,p−l, sl, s−l)− Φ(pl,p−l, sl, s−l)

= Ul (p
′
l,pDl

, sl, sDl
)− Ul (pl,pDl

, sl, sDl
) . (17)

2) Given transmit power vector p = (p1, p2, . . . , pL), the
user selection problem decouples across BSs. It is a par-
ticular property of the downlink in the cellular network,
since the received interference as well as the MOS value
does not change with the variation of user selection strate-
gies of other cells when the transmit power vector given.
In other words, each BS’s MOS value is independent
of the user scheduling strategies of other BSs, but only
depends on its own user scheduling strategy, i.e.,

MOSi

(
pi,pBin

i
, si, sBin

i

)
= MOSi

(
pi,pBin

i
, si

)
, ∀i ∈ L.

(18)

Therefore, when player l unilaterally changes its user
selection strategy from sl to s′l, ∀i �= l, MOSi keeps
unchanged. Then, it is easy to get

Φ(pl,p−l, s
′
l, s−l)− Φ(pl,p−l, sl, s−l)

= MOSl

(
pl,pBin

l
, s′l, sBin

l

)
− MOSl

(
pl,pBin

l
, sl, sBin

l

)
= Ul (pl,pDl

, s′l, sDl
)− Ul (pl,pDl

, sl, sDl
) . (19)

It is shown from (17) and (19) that the change in individual
utility function caused by any player’s unilateral deviation
equals to the change in the potential function. Thus, according
to the definition given in [37], G is an exact potential game
with network utility U0 serving as the potential function. Exact
potential game is a special kind of game since it admits several
promising properties, among which the most important one is
that every exact potential game has at least one pure strategy
NE point. Therefore, Theorem 1 is proved. �

The players in the game focus on maximizing their individual
utility functions, as specified by (10). This may result in inef-
ficiency and dilemma, which is known as tragedy of commons
[38]. Although Theorem 1 demonstrates that this game has at
least one pure NE point, analyzing the achievable performance
of NE points of a general exact potential game is interesting and
important.

Fig. 3. The schematic diagram of the proposed decentralized iterative algo-
rithm (Once the power strategy is updated, the user scheduling updating based
on Eq. (20) follows, which is omitted for brevity in this figure).

Theorem 2: The globally optimal solution of the network
sum-MOS maximization problem constitutes a pure strategy
NE of G.

Proof: It is proved by D. Monderer and L. S. Shapley
[37] that all Nash equilibria are the maximizers of the potential
function Φ, either locally or globally. Furthermore, according
to (12) and the definition of network utility U0, we know that
the potential function coincides with the network utility U0.
Therefore, all Nash equilibria maximize the network utility U0

either locally or globally, and the best NE serves as the global
optimum of the network utility. Hence, Theorem 2 is proved. �

According to Theorem 2, in order to achieve the global
optimum, we only need to develop an effective algorithm to
obtain the best NE.

IV. DECENTRALIZED ITERATIVE ALGORITHM FOR

ACHIEVING GLOBALLY OPTIMAL SOLUTION

With the joint power allocation and user scheduling problem
now formulated as an exact potential game, there are several
learning algorithms available in the literature to achieve the
pure strategy NE, e.g., best response dynamic [37], fictitious
play [39], [40], and no-regret learning [41]. However, all of
them aim at achieving an equilibrium solution, and are eas-
ily trapped in an undesirable equilibrium. Recently, a γ-logit
approach has attracted significant attention in potential game
theory, e.g., [13], [27], [42], [43], due to its favorable property
of equilibrium selection and exploring global optimum. In
this section, we propose a γ-logit based decentralized iterative
algorithm to obtain the optimal solution to the problem in
(5) with an arbitrarily high probability. The algorithm runs
at the beginning of each scheduling interval and has multiple
iterations in which the user scheduling and the transmit power
are updated.

A. Algorithm Description

Let pl(t), sl(t) be the transmit power level and the user
assignment of BS l at iteration t, respectively, for l = 1, . . . , L
and t ≥ 0. The proposed procedure is described in Algorithm 1
and the schematic diagram is shown in Fig. 3.
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γ-logit based decentralized iterative algorithm

Initialization: Set the iteration t = 0, and let each BS l,
∀l ∈ L, select the maximum power level Pl,max. Then, each BS
randomly selects a user for its communication.

Loop for t = 0, 1, 2, . . .

1) Player selection: A set of non-interacting BSs, say C(t),
is randomly selected in an autonomous and distributed
manner. ∀i1, i2 ∈ C(t), i1 �∈ Di2 . Then, each selected BS
computes its current utility value Ul(t) by (7) through the
communication3 with neighboring BSs.

2) Exploration: Each selected BS l ∈ C(t) randomly
chooses a power level p̂ ∈ {λ1Pl,max, λ2Pl,max, . . . ,
λMPl,max} with equal probability 1/M . Then, based
on the new transmit power levels, BS l as well as its
neighbors independently decides its best user assignment
ŝi(t) as4

ŝi(t) = argmax
n∈Ni

ωi,nMOSi,n, ∀i ∈
{
Bout
l ∪ {l}

}
, (20)

The BSs adhere to their selections in an estimation
period and calculate their respective MOS value. Then,
the selected BS l ∈ C(t) computes its exploring utility
value Ûl(t) by (7) through the communication with its
neighboring BSs.

3) Strategy Updating: Each selected BS l updates its power
level according to the following rule:{

Pr (pl(t+ 1) = p̂) =
exp{βÛl(t)}

Ψ

Pr (pl(t+ 1) = pl(t)) =
exp{βUl(t)}

Ψ ,
(21)

where Ψ = exp{βÛl(t)}+ exp{βUl(t)} and β is a posi-
tive parameter. Meanwhile, all the other BSs keep their
selections unchanged, i.e., pi(t+ 1) = pi(t), ∀i ∈ L \
C(t). Then, based on the updated power levels, each BS
recomputes the best user assignment si(t+ 1) by (20).

End loop until the stopping criterion is met.

In order to find the globally optimal solution, i) neigh-
boring BSs cooperate to exchange information directly5 and
only local information is involved, ii) interacting neighbors
are not allowed to simultaneously change the transmit power
level in the proposed algorithm. In the player selection step of
Algorithm 1, the selection of the non-interacting BSs set can be
implemented through contention mechanisms over a common
control channel or a priority-based method in [2]. The stop
criterion can be one of the following: i) the maximum number
of iterations is reached, ii) the variation of the network utility
during a period is less than a predefined threshold.

3Necessary communication is used to obtain its neighbors’ MOS.
4In the downlink of the cellular network, each BS’s MOS value is indepen-

dent of the user scheduling strategies of other BSs, but only depends on its
own user scheduling strategy, as shown in (18). Therefore, the optimal user
assignment problem decouples across BSs when the power vector p is given.

5Neighboring BSs are connected though high-speed wireline, thus their
information exchange is very easy.

The γ-logit based decentralized algorithm is inspired by the
work in [13], [42], [43], where the idea of probabilistic decision
making is proposed and developed. The probabilistic decision
making rule in step 3 is referred to as Boltzmann exploration
strategy [13], [45], [46], and the parameter β is analogous to the
concept of temperature in simulated annealing. We introduce
such a probabilistic strategy selection into our algorithm for the
coordinated resource allocation problem in order to escape from
local optimal points and finally converge to the optimal NE
(i.e., global optimum). In addition, the same resource allocation
problem is also addressed in [2], while the designed algorithm
there is essentially the best response (BR) in which each player
explores its whole strategy space and selects the best strategy.
It should be noted that the best response may easily get trapped
at an undesirable NE [43].

The basic requirement for the convergence of the existing
logit algorithm is that only one player updates its action at
one time [27], [42], [43]. However, in a large-scale multi-cell
network, the scheme of only one player’s strategy updating
would slow the convergence of the algorithm. To accelerate the
convergence, we improve the algorithm by allowing multiple
(non-neighboring) players to update their respective actions
simultaneously. Secondly, in the typical logit algorithm, each
active player’s strategy updating is based on the exploration
in the whole strategy space. Our problem is joint power allo-
cation and user scheduling. Thus, the strategy space is two-
dimensional, and each active player should explore the action
from the two-dimensional strategy space. In this case, the
complexity is high, and the convergence speed slows down. To
decrease the complexity and also accelerate the convergence,
we modify the algorithm by decomposing the joint problem into
two steps (i.e., reducing the scale of the explored strategy space)
while keeping the optimality of the solution. The convergence
of the proposed modified algorithm needs to be revisited, which
will be proved in Subsection C.

B. Convergence and Optimality Analysis

Theorem 3: If all players adhere to the proposed decen-
tralized iterative algorithm, the unique stationary distribution
π(p, s) of any joint user scheduling and power allocation
strategy profile (p, s), is given by:

π(p, s) =
exp {βΦ(p, s)}∑
p∈P exp {βΦ(p, s)}

, (22)

where P is the space of transmit power profile for all BSs, Φ is
the potential function given in (12) and s is the user scheduling
vector which is uniquely determined by p, i.e., s = g(p).

Proof: Given transmit power vector p, the user selection
problem decouples across BSs, thus each BS can decide its
own user scheduling strategy independently in our proposed
algorithm. Hence, the user scheduling vector s is uniquely
determined by p, and we use function g(·) to denote this
relationship.

Following similar proof given in [27], [42], [47], we de-
note the power allocation state in the t-th iteration by p(t) =
(p1(t), p2(t), . . . , pL(t)). Notably, p(t) is a discrete time
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Markov process, which is irreducible and aperiodic. Therefore,
it has an unique stationary distribution. Denote any two arbi-
trary network states by X and Y , X,Y ∈ P, and the transition
probability from X to Y by Pr(Y |X).

In the following part, we will show that the unique distribu-
tion must be (22) by verifying that the distribution (22) satisfies
the following balanced equation:

π(X) Pr(Y |X) = π(Y ) Pr(X|Y ). (23)

If X = Y , (23) obviously holds. Then, we focus on the case
of X �= Y . Note that only non-neighbor BSs are allowed to
update their strategies simultaneously in each iteration, which
results in the change of corresponding elements in X . For clear
presentation, we denote X by (p1, p2, . . . , pL), where the itera-
tion index t and the subchannel superscript k are omitted. With-
out loss of generality, suppose that the set of non-interacting
BSs who simultaneously update their strategies is C = {1, 2,
. . . , |C|}, where |C| denotes the number of C’s elements.
Therefore, Y = (p′1, p

′
2, . . . , p

′
|C|, p|C|+1, p|C|+2, . . . , pL). Addi-

tionally, we assume the probability of C to be chosen as the set
of updating players is η. Since any power level has probability
1/M of being chosen in the proposed algorithm, we can get
(24), shown at the bottom of the page.

By defining α as (25), shown at the bottom of the page, we
have

π(X) Pr(Y |X)

=α exp{βΦ(X, g(X))}
∏
i∈C

exp{βUi(p
′
i,pDi

, g (p′i,pDi
))}

=α exp

{
βΦ(X, g(X))+β

∑
i∈C

Ui (p
′
i,pDi

, g (p′i,pDi
))

}
.

(26)

Due to the symmetry property, we also have

π(Y ) Pr(X|Y )

= α exp

{
βΦ(Y, g(Y )) + β

∑
i∈C

Ui (pi,pDi
, g (pi,pDi

))

}
.

(27)

Construct a sequence as X0, X1, X2, . . . , X|C|, where X0=X
and Xi = (p′1, p

′
2, . . . , p

′
i, pi+1, pi+2, . . . , pL), ∀i ∈ C. Obvi-

ously, Y = X|C|. We obtain

Φ(Y, g(Y ))− Φ(X, g(X))

= Φ
(
X|C|, g

(
X|C|

))
− Φ(X0, g(X0))

=
∑
i∈C

(Φ (Xi, g(Xi))− Φ(Xi−1, g(Xi−1)))

=
∑
i∈C

(Ui (Xi, g(Xi))− Ui (Xi−1, g(Xi−1))) . (28)

Because all players in C are not mutually interacting neighbors,
i.e., ∀i1, i2 ∈ C, i1 �∈ Di2 . Therefore,

Ui (Xi, g(Xi))− Ui (Xi−1, g(Xi−1))

= Ui (p
′
i,pDi

, g (p′i,pDi
))− Ui (pi,pDi

, g (pi,pDi
)) . (29)

According to (28) and (29), we can get

Φ(Y, g(Y ))− Φ(X, g(X))

=
∑
i∈C

(Ui(p
′
i,pDi

, g(p′i,pDi
))−Ui (pi,pDi

, g(pi,pDi
))) . (30)

Then, (26) and (27) immediately yield the balanced (23). Thus,
we have ∑

X∈P
π(X) Pr(Y |X) =

∑
X∈P

π(Y ) Pr(X|Y )

= π(Y )
∑
X∈P

Pr(X|Y ) = π(Y ), (31)

which is exactly the balanced stationary equation of the Markov
process p(t).

Since the proposed algorithm has an unique stationary distri-
bution and the distribution given by (22) satisfies the balanced
equations of its Markov process, we can conclude that its
stationary distribution must be (22). Therefore, Theorem 2 is
proved. �

Theorem 4: With a sufficiently large β, the proposed algo-
rithm achieves the globally optimal solution to the sum-MOS
maximization problem with an arbitrarily high probability.

Proof: Let popt and sopt = g(popt) be the globally op-
timal power allocation vector and user scheduling vector, re-
spectively. Furthermore, Theorem 2 has demonstrated that the
global optimum is exactly the best pure strategy NE of G, which
maximizes the potential function globally. Thus, we have

(popt, sopt) = argmax
p∈P,s∈S

Φ(p, s). (32)

π(X) Pr(Y |X)=
exp {βΦ(X, g(X))}∑

X∈Pk exp {βΦ(X, g(X))} · η

M
·
∏
i∈C

exp {βUi (p
′
i,pDi

, g (p′i,pDi
))}

exp {βUi (pi,pDi
, g (pi,pDi

))}+ exp {βUi (p′i,pDi
, g (p′i,pDi

))}
(24)

α =
η

M
∑

X∈Pk exp {βΦ(X, g(X))} ·
∏
i∈C

1

exp {βUi (pi,pDi
, g (pi,pDi

))}+ exp {βUi (p′i,pDi
, g (p′i,pDi

))} (25)
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In addition, we have proved in Theorem 3 that the algorithm
converges to a unique stationary distribution π(p, s) given by
(22), which relies on the parameter β. When the parameter
β is sufficiently large (i.e., β → ∞), exp{βΦ(popt, sopt)} �
exp{βΦ(p′, s′)}, ∀(p′, s′) ∈ A \ (popt, sopt), where A is the
joint strategy space. In this case, according to (22), the unique
stationary distribution will be (0, . . . , 0, 1, 0, . . . , 0). The prob-
ability 1 is given to the globally optimal solution (popt, sopt)
which maximizes the potential function, while other solutions
(p′, s′) ∈ A \ (popt, sopt) are in probability 0. That is,

lim
β→∞

π(popt, sopt) = 1, (33)

which substantiates that the proposed algorithm converges to
the global optimum with an arbitrarily high probability. Thus,
the proof is completed. �

Remark 2: The proposed approach leads to optimal network
sum-utility with an arbitrarily high probability no matter which
metric (e.g., MOS, information rate) is defined as the utility
function. For instance, if the information rate is designed as the
utility function, the proposed algorithm can achieve the sum-
rate optimal solution. Overall, the proposed approach is generic
to solve this class of NP-hard problems.

C. Computational Complexity Analysis

In each iteration, each selected BS needs a random number to
choose a power level with a computational complexity of O(1),
and then decides the best user assignment with a complexity
of O(|Nl|). As for the computation of the MOS value, it needs
|Bin

l |+ 1 additions and |Bin
l |+ 5 multiplications (divisions) to

first compute the information rate, and then two comparisons
and no more than 2 multiplications and one logarithmic op-
eration to calculate the MOS value. Then, it needs |Bout

l | − 1
additions to compute the utility Ul according to (22). Thus, the
total complexity for computing the utility is O(|Bin

l | · |Bout
l |).

In addition, the procedure of strategy updating involves the
operations of 2 exponents, 1 additions and 4 multiplications,
and hence the complexity is O(1). Therefore, in total, the
computational complexity for each selected BS6 is O(|Bin

l | ·
|Bout

l |+ |Nl|).
The complexity depends on the number of served users as

well as the scale of the neighbor set. The scale of the neighbor
set then relies on the predefined threshold IM0

l for the inter-
ference metric (IM). If the threshold IM0

l is set to be low, the
interference graph will capture more interference links (even
weak interference links), which is closer to the real interference
environment. In this case, the scale of the neighbor set will
be larger, and more interfering BSs will be incorporated into
the coordination to further improve the performance. However,
it introduces higher computational complexity. In the extreme
case (IM0

l = 0), BS l’s neighbor set will include all the other
BSs, i.e., |Bin

l | = |Bout
l | = |L| − 1, thus, the computational

complexity is O(|L|2 + |Nl|).

6Since the non-selected BSs do not have any operation, the computational
complexity is 0.

The above analysis provides the computational complexity
for each iteration of the proposed algorithm. Furthermore, the
whole computational complexity also relies on the number of
iterations needed for convergence (i.e., convergence speed).
However, there is a tradeoff between the performance and
convergence speed of the proposed algorithm. On one hand, we
have proved in Theorem 4 that the probability of achieving the
global optimum by our proposed algorithm would be close to
1 when β is sufficiently large, however, it cannot be obtained
in finite number of iterations [44]. On the other hand, if β is
not sufficiently large for practical application, there may exist
performance loss which will be shown in the simulation part.

D. Fairness Analysis

Note that sum-rate optimal resource allocation schemes [2],
[7] tend to privilege users with good channel conditions, while
the good users may not need such a lot of spectral bands, which
results in the waste of resources. In contrast, if a user cannot
contribute enough capacity gain to the system to outweigh the
generated interference, it may not be scheduled in the spectral
slots. Thus, a user may be allocated a number of spectral slots
over its need or none at all. To solve this problem, we employ
sum-MOS as the optimization goal which not only depends
on the user’s channel condition, but also considers the user’s
requirement. In the following, we will prove that our proposed
algorithm aiming at sum-MOS maximization will solve the
fairness issue effectively.

A single typical cell l is considered. Suppose that there are
N identical video-stream users in cell l, and the number of sub-
channels (i.e., spectral slots) is K and K = N . For simplicity,
we assume the K subchannels are all identical, which bring the
same rate gain for the same user. That is, R1

n = R2
n = · · · =

RK
n = R0

n, ∀n. Moreover, we assume R0
1 > R0

2 > · · · > R0
N .

In the following, we analyze the fairness by using Jain’s fairness
index (JFI) [48], which translates a resource allocation vector
{R1, R2, . . . , RN} into a score in the interval of [1/N, 1] and
higher JFI means the resource allocation is fairer. The following
theorem characterizes the achieved fairness for different opti-
mization goal.

Theorem 5: Suppose R4.5 > R0
1 > R0

2 > · · · > R0
N > R1.0

and R0
N > 2b, the JFI achieved by sum-rate maximizing algo-

rithm is 1/N , while that achieved by sum-MOS maximizing
algorithm is lower bounded by 1 + 2λ(N − 1)/N , where λ is
constrained by {

R0
1 ≤ 1+

√
1−4λ2

2λ R0
N

0 ≤ λ ≤ 1
2

(34)

Proof: Since Rk
1 > Rk

2 > · · · > Rk
N , ∀k, all subchannels

will be allocated to user 1 by sum-rate maximizing algorithm.
Thus, R1 =

∑
k∈K Rk

1 = KR0
1, while R2 = · · · = RN = 0. In

this case, JFI is obviously 1/N .
As for the sum-MOS optimal scheme, a log(Rk

1/b) >
a log(Rk

2/b) > · · · > a log(Rk
N/b) due to the monotony prop-

erty of the logarithmic function. Therefore, the first subchan-
nel will be scheduled to the first user. When it comes to
the scheduling of the second subchannel, the increment of
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the first user’s MOS, say ΔMOS1, is (a log(R1
1 +R2

1/b)−
a log(R1

1/b)). Note that R1
n = R2

n = . . . = RK
n = R0

n, ∀n,
we have ΔMOS1 = a log 2. When R2

2 > 2b, a log(R2
2/b) >

ΔMOS1. Therefore, the second subchannel will be assigned
to user 2. Following this line of analysis, each user will be
allocated exact one subchannel to. In this case, each user’s rate
can be expressed as Rn = R0

n, ∀n.
Note that(

N∑
n=1

Rn

)2

=
N∑

n=1

(Rn)
2 + 2

∑
i<j≤N

RiRj , (35)

we aim to achieve the JFI bound by proving the following
inequality:

RiRj ≥ λ
(
(Ri)

2 + (Rj)
2
)
, ∀i ≤ j. (36)

For analysis, we rewrite the above inequality as

λ(Ri)
2 + λ(Rj)

2 −RiRj ≤ 0. (37)

Now, it is easy to get the constrained condition for the above
inequality being right as λ = 0, or⎧⎨

⎩
λ > 0
1− 4λ2 ≥ 0
Rj

1−
√
1−4λ2

2λ ≤ Ri ≤ Rj
1+

√
1−4λ2

2λ .
(38)

Since Rn = R0
n, ∀n and R0

1 > R0
2 > . . . > R0

N , we can get
the requirement as (34). In this case, the bound of the JFI
fairness is given by

J =

(
N∑

n=1
Rn

)2

N
N∑

n=1
(Rn)2

=

N∑
n=1

(Rn)
2 + 2

∑
i<j≤N

RiRj

N
N∑

n=1
(Rn)2

≥

N∑
n=1

(Rn)
2 + 2λ

∑
i<j≤N

(
(Ri)

2 + (Rj)
2
)

N
N∑

n=1
(Rn)2

=

N∑
n=1

(Rn)
2 + 2λ(N − 1)

N∑
i=1

(Ri)
2

N
N∑

n=1
(Rn)2

=
1 + 2λ(N − 1)

N
. (39)

�
According to Theorem 5. when R0

N/R0
1 increases, λ can take

a larger value. Then, the JFI for the sum-MOS maximization
goal gets larger, since it increases with λ. When R0

1 = . . . =
R0

N , λ can take 1/2, thus the JFI reaches 1.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed
algorithm by Matlab simulations.

Fig. 4. Simulated network configuration with 49 cells.

TABLE I
TRANSMITTED VIDEO STREAMS

A. System Description and Parameters Setting

Similar to [2], [23], we consider a 49-cell OFDMA network
configuration, as shown in Fig. 4. Each hexagonal cell has a
radius of 500 meters, and each BS is located at the center of
its serving cell, and adjacent BSs are separated by

√
3/2 km

from each other. To investigate the case of severe inter-cell
interference, 8 remote users (each with a separate video stream)
are generated as a uniform distribution within the edge-region
of each cell (at least 400 meters away from the BS). Parameters
of the videos [10] are summarized in Table I and the weight of
each user is set to be 1 for simplicity. The maximal transmit
power of each BS is set to be 46 dBm, and is equally split across
subchannels. The BER gap Γ is set to be 1. The total bandwidth
B is divided into M = 16 subchannels similar to [23] and
the bandwidth of each subchannels is set to be 200 KHz.
Gk

l,n = |Hk
l,n|

2
is the channel power gain from BS l to user n

on subchannel k, which is expressed as Gk
l,n = (dl,n)

−θεkl,n,
where dl,n is the distance between BS l and user n, θ is the
path loss exponent and εkl,n is the fading coefficient. Rayleigh
fading model is considered in the simulation, and the channel
gains are exponentially distributed with unit-mean. The pass
loss exponent θ is set to be 3.7 and the noise power experienced
at each receiver is assumed identical and has a power of
−130 dBm.

In the proposed algorithm, the obtained solution is closer
to optimum given a larger β, at the cost of convergence time
[43]. To achieve a tradeoff between optimality and convergence
speed, we choose β = t/10 in the simulation, where t is the
iteration step.
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Fig. 5. Convergence behavior in a single trial.

B. Convergence and Optimality

The convergence curve of the proposed algorithm is shown
in Fig. 5, and the convergence curve of the best response
(BR) algorithm in [2] is presented for comparison. In order to
capture the convergence behavior, the results are achieved by
single simulation trial. Moreover, the globally optimal solution
is plotted by exhaustive search to evaluate the optimality of
our proposed algorithm. Because the global optimum cannot
be found by existing computing techniques in large scale
networks, this figure studies a 7-cell small network (cell 1–7
in Fig. 4). The number of power levels is set to be 4. As
shown in Fig. 5, the network utilities by the two algorithms
are updated in each iteration and both greatly improved at the
convergence time. Furthermore, our proposed algorithm can
achieve the global optimum with an arbitrarily high probability,
while the BR algorithm in [2] only obtains a local optimum. It
should be noted that the BR algorithm in [2] converges faster
than our proposed algorithm, since the probabilistic updating is
employed in our algorithm for global optimum. Additionally,
our proposed algorithm shares the same amount of signaling
exchange and communication overhead as the BR algorithm.
The detailed signaling overhead analysis and comparison can
be found in [2], and the interested readers can refer to [2] for
further reading.

Next, Fig. 6(a) and (b) present the power allocation and user
scheduling strategy updating versus the number of iterations,
respectively. The evolution of number of players selecting
different power levels is shown in Fig. 6(a). It is seen that the
number of players on different power levels remains unchanged
in about 80 iterations, which further validates the convergence
of the proposed algorithm. Additionally, the user scheduling
strategy updating is presented in Fig. 6(b), where only 3 cells’
strategies are shown. In fact, the other cells’ strategy updating
is quite similar, which is omitted for concision and brevity.

In Fig. 7, we compare the proposed algorithm with state-
of-the-art algorithms (best response (BR) algorithm [2], [37],
fictitious play [39], [40], no-regret learning [41]). The results
are obtained by simulating 500 independent trials and then
taking the average value. The stop criterion for each trial

Fig. 6. The evolution of power allocation and user scheduling strategy versus
the number of iterations in a single trial.

Fig. 7. Performance comparison of different algorithms.

is that the maximum number of iterations (200 iterations) is
reached. It is noted that the average utility achieved by the
proposed algorithm may not reach global optimum within finite
number of iterations, as analyzed in Section IV-C. Among these
500 trials, the globally optimal solution was reached by the
proposed algorithm for 69 trials within about 170 iterations, and
in the remaining 431 trials the global optimum cannot be found
within 200 iterations. However, the result at 200th iteration is
close to the global, and the marginal gain decreases while the
marginal cost increases significantly. Therefore, the result at the
200th iteration is a good approximation of the optimal one.

Besides, Fig. 7 shows that the average utilities achieved
by different algorithms all increase with the number of iter-
ations. In specific, the BR algorithm and the fictitious play
converge fastest, the proposed algorithm converges relatively
slower, and the convergence speed of the no-regret learning
algorithm is slowest. However, all algorithms converge within
200 iterations. In terms of the achieved network utility, all
the algorithms present good performance. In more details, the
proposed algorithm is near-optimal, the BR algorithm and the
fictitious play follow, while the performance of the no-regret
algorithm is relatively worse. It is theoretically proved that the
BR algorithm [37] and the fictitious play [39] can converge to
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Fig. 8. Evaluation of performance loss when different β are selected.

Fig. 9. The achieved network utility versus parameter β.

NE in potential games, which is either globally or locally op-
timal solution of this problem. However, the no-regret learning
proves to converge only to the correlated equilibrium (CE) [41],
which does not show a clear relationship with the global/local
optimum. Therefore, the no-regret algorithm presents relatively
worse performance.

As analyzed in Section IV-C, there exists a tradeoff between
performance and complexity (convergence speed). In order to
get a clear understanding of the performance loss, we present in
Fig. 8 the network utility achieved by the proposed algorithm
when different values of β are selected. Fig. 8 shows that the
larger β is, the closer to optimum the proposed algorithm can
achieve. However, the smaller β is, BSs are more inclined
towards uniformly playing all their actions, which yields lower
performance gains [13]. Moreover, when β is small, the con-
vergence curve fluctuates, since it may oscillate around several
good solutions. Besides, we plot Fig. 9 to further evaluate how
the selection of parameter β affects the achieved network utility.
As shown in Fig. 9, larger β yields higher network utility, but
further increasing β beyond 140 only obtains marginal gains of
network utility.

Fig. 10. Improvement of utility versus number of iterations for different
power levels (M = 2, 4, 8).

Fig. 11. Improvement of utility versus the size of in-neighbor set.

C. Network Utility

In Fig. 10, we evaluate the performance of our proposed
algorithm in terms of different power levels (M = 2, 4, 8).
Similar to [2], the normalized power levels are set to be {0, 1},
{0, 1/4, 1/2, 1} and {0, (

√
2)i/8, i = 0, . . . , 6} for M = 2, 4, 8,

respectively. As we can see from Fig. 10, increasing M from
2 to 4 brings significant performance gain, while further in-
creasing the number of power levels beyond 4 only achieves
marginal benefits. Moreover, the increase of the number of
power levels makes the convergence of the algorithm slow
down.

In Fig. 11, we study the performance of our proposed algo-
rithm under different sizes of the in-neighbor set in the whole
49-cell network, and the algorithm in [2] is also plotted for
comparison. By properly selecting the interference threshold
IM0

l , the size of the in-neighbor set, |Bin
l |, ∀l, is set to be B,

which is varied from 2 to 12 in the simulation. Increasing B
is beneficial since a larger number of interfering BSs are coor-
dinated; however, increasing B inevitably increases signaling
overhead as well as computational complexity in each iteration
of the distributed procedure. Furthermore, when B is larger
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Fig. 12. Improvement of JFI versus the number of subchannels.

Fig. 13. The achieved rate and utility of each user by different algorithms (K = 16).

than 6, increasing B cannot bring substantial performance
improvement. In practical implementation, we should make a
tradeoff between performance and signaling overhead. Based
on the simulation results, setting the size of the in-neighbor set
to be 6 is appropriate in the studied large-scale network for good
performance. Moreover, Fig. 11 also shows that our proposed
algorithm outperforms the existing algorithm (especially when
B is larger than 6). Additionally, increasing the number of
transmit power levels beyond 4 will not obtain significant
benefits by both algorithms.

D. Fairness Evaluation

In this part, we perform the fairness comparison of the two
different algorithms with different optimization goals. Since we
focus on the fairness among users, users in a single cell are
investigated. Fig. 12 shows the evolution of Jain’s fairness index
(JFI) versus the number of available subchannels, K. The JFIs
in terms of achievable rate and utility are presented. The JFI of

utility is higher than that of rate, because the utility function
reduces the gap between users’ rates to minor difference of
MOS values (1 to 4.5).

Secondly, the JFIs in both subfigures of Fig. 12 get improved
with the increasing number of subchannels due to the multi-
channel diversity gain, which is the advantage of OFDMA in
frequency-selective channels. A user experiencing fading on
one subchannel, can be scheduled on another when it meets a
better channel, if there are enough subchannels.

Last but not least, Fig. 12 further validates the claim in
Theorem 5 that the proposed algorithm for sum-MOS maxi-
mization can achieve significant fairness improvement against
the existing sum-rate optimal scheme, since sum-rate optimiza-
tion tends to privilege users with better channel conditions, who
are generally closer to the base-station. To better illustrate how
the sum-MOS optimal scheme performs, the rate and utility
achieved by each user are shown in Fig. 13, where the users
are sorted in descending order of their performance.



ZHENG et al.: OPTIMAL POWER ALLOCATION AND USER SCHEDULING IN MULTICELL NETWORKS 6941

VI. CONCLUSION

In this paper, we have investigated the multicell coordination
among multiple BSs for interference mitigation in the QoE-
oriented resource allocation. A game-theoretic approach has
been proposed in which the existence of the joint-strategy NE
has been proved. Then, the globally optimal solution for the
network sum-utility maximization has been obtained using a
decentralized iterative algorithm with an arbitrarily high prob-
ability, where only local information exchange is involved. The
proposed algorithm has been analyzed and proved to converge
to the best NE (i.e., global optimum). Moreover, fairness among
users has been improved with theoretical analysis. Simula-
tion results have validated the effectiveness of the proposed
algorithm.

For our future work, we will extend the presented model
to the case where base stations have multiple antennas. It is
also interesting and challenging to extend the model to the
heterogeneous networks such as a mixture of macrocells and
small cells. In addition, considering the negative impact to the
environment caused by CO2 emissions and the depletion of
non-renewable energy resources, energy efficiency is another
potential topic.
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