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Abstract—In this paper, we study the performance of mode
selections in device-to-device (D2D) communications in terms
of end-to-end average throughput, average delay, and dropping
probability, considering dynamic data arrival with non-saturated
buffers. We first introduce a general framework that includes
three canonical routing modes, namely D2D mode, cellular mode,
and hybrid mode, which can be combined with different resource
allocation restrictions to represent the semi-static and dynamic
selections of the three resource sharing modes. A queuing model
is developed when the routing mode for every D2D connection
is chosen, and an exact numerical analysis and an approximate
decomposition and iteration approach are proposed. The perfor-
mance measures are obtained from the decomposition approach
and validated by means of simulation. We further introduce a
mode selection scheme that adaptively chooses to semi-statically
or dynamically select the resource sharing modes according to the
estimated performance measures.

Index Terms—Device-to-device communication, mode selection,
queuing models.

I. INTRODUCTION

D EVICE-TO-DEVICE (D2D) communications commonly
refer to technologies that enable devices to communicate

directly with each other in a single hop or along routes without
the need of an infrastructure, e.g., access points or base stations.
In recent years, mobile operators and vendors are exploring
the possibilities of introducing D2D function in cellular net-
works [1]–[4], which is envisioned to provide better Quality-
of-Service (QoS) guarantees to the users than traditional D2D
technologies (e.g., Bluetooth and WiFi). This is due to the better
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controllable interference in the licensed bands [3] and more
efficient radio resource management with the help of the base
station (BS). Although the problem of cross-layer performance
modeling and analysis of conventional cellular networks and
wireless multihop networks has been addressed in the literature
[5]–[7], the analysis and optimization of more realistic D2D
communications underlaying cellular networks with dynamic
arrival and departure of packets with non-saturated buffer is an
open research problem [8].

In D2D communications, mode selection is one of the key
research problems, which chooses one of the three resource
sharing modes (RSMs) for a pair of D2D users within direct
communications range [9]: 1) D2D mode with non-orthogonal
sharing (NOS) in which D2D users communicate directly
reusing the same resources with the cellular users, 2) D2D mode
with orthogonal sharing (OS) in which D2D users communicate
directly and use dedicated resources, 3) cellular mode (CM)
in which D2D users communicate via the BS. Mode selection
can be performed either semi-statically at the time-scale of
connection establishment/release, or dynamically per time slot
[2]. Dynamic mode selection can capture and utilize the fast
fading effects of wireless channels opportunistically, while
semi-static mode selection has the advantage of saving compu-
tation and communication overhead. Compared with the simple
mode selection algorithms which use only the received signal
strength over the links or the distance between the devices as
mode selection criteria, recent research work on D2D com-
munications propose to make mode selection decision based
on the system performance in terms of throughput or power,
which are estimated assuming the optimum power control and
resource allocation algorithms are adopted under the above
three resource sharing modes [9]–[13]. The main difference
between the semi-static and dynamic mode selection algorithms
lies in whether the long-term time-average throughput/power
or instantaneous throughput/power per time slot is used as the
selection criteria, where the former is obtained by considering
the channel gains comprising only the path loss attenuation,
while the latter is obtained with the channel gains capturing
both the path loss and fast fading effects. Most of the mode
selection algorithms in literature consider either the semi-static
or dynamic time-scale without comparing the performance gap
between the two methods.

Existing work on mode selection in D2D communications
usually assumes that the D2D and cellular users are saturated
with infinite backlogs, while in reality data will arrive to the

1536-1276 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



6698 IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 13, NO. 12, DECEMBER 2014

users according to a dynamic process. In semi-static mode
selection algorithms, typical QoS metrics such as delay and
dropping probability cannot be estimated and used as the mode
selection criteria under the infinite backlog assumption, since
these metrics depend on the queuing dynamics at each user,
which in turn depends on the traffic arrival pattern. In dynamic
mode selection algorithms, mode selection is performed jointly
with resource allocation, which is responsible for selecting the
set of links for data transmissions at the beginning of each time
slot. Related work on dynamic mode selection and resource
allocation [11], [13] mainly focus on the interference control
and management between D2D links and cellular links such
that they can efficiently reuse the radio resources whenever the
interference is small; the optimization objectives are mostly
throughput maximization or power minimization. However,
existing research on resource allocation and scheduling in wire-
less networks [15], [16] show that algorithms optimized under
the infinite backlog traffic model considering only the channel
state information are not sufficient to ensure queue stability
or guarantee packet delay/QoS requirement under the dynamic
packet arrival setting. Therefore, the queue state information
should also be taken into account.

The introduction of D2D communications may bring three
potential intracell interference scenarios into cellular networks
depending on the radio resource reuse restrictions: (1) inter-
ference between multiple D2D users; (2) interference between
a cellular user and a D2D user; (3) interference between a
cellular user and multiple D2D users. Interference scenario (1)
arises when the same set of resource blocks are allocated to
multiple D2D users, while the interference between D2D users
and cellular users are avoided by statically or semi-statically
allocating a group of dedicated resources to all the D2D users at
the cost of reduced spectrum efficiency. Interference scenarios
(2) and (3) arise when the resource blocks allocated to a cellular
user are reused by one (scenario (2)) or more (scenario (3))
D2D users. Existing work on mode selection under the infinite
backlog assumption mostly assumes the interference scenario
(2) [9], [10], [12], [14], which imposes the restriction that the
resources allocated to a cellular user can be reused by at most
one D2D user, although some recent literature begins to address
the mode selection problem under interference scenario (3)
without the above resource allocation restriction [11]. This is
largely because interference scenario (2) is more simple and
implementable compared with interference scenario (3). In this
paper, we consider a dynamic packet arrival setting, and focus
on the interference scenario (2) similar to most related research
work under infinite backlog assumption, which will limit the
system state space of the Discrete Time Markov Chain (DTMC)
underlying our queuing model. Extending our work to the
interference scenario (3) will be an interesting and challenging
topic for future study.

In this paper, we define three routing modes for a D2D user
pair that can characterize both the semi-static and dynamic
selections of the above three resource sharing modes by setting
different resource allocation restrictions. The exact queuing
model for D2D communications underlaying cellular networks
is developed when the routing mode for every D2D connection
is chosen, considering the dynamic packet arrival process and

the fast fading wireless channels under potential interference
with adaptive modulation and coding (AMC) in the physical
layer. An exact numerical analysis is proposed for the queuing
model, where different categories of scheduling algorithms
with/without the channel and queue states information can be
included to describe the resource allocation methods in semi-
static mode selection or the joint dynamic mode selection
and resource allocation methods. We construct Discrete Time
Markov Chains (DTMC) underlying the queuing model where
every state is a tuple consisting of the queue states and the
channel states of the links that may be scheduled to serve the
queues. We derive the formula for computing the state transition
probabilities of the DTMC, which can be used to calculate the
stationary distributions using balance equation. Due to the large
state space and computational complexity of the exact model,
we use model decomposition and iteration technique [17],
[18] to decompose the exact queuing model into submodels
with inter-correlated service rates. We derive the equations
for computing the approximated state transition probabilities
of the DTMCs underlying the decomposed submodels so that
the approximate stationary distributions can be determined.
Finally, we provide the formulas for obtaining the performance
measures such as end-to-end average throughput, average delay
and packet dropping probability based on the derived approx-
imate stationary distributions. We develop a mode selection
method based on the system performance measures derived
from numerical analysis, which makes a flexible decision on
whether mode selection should be performed semi-statically or
dynamically for a D2D user pair to achieve the best tradeoff
between efficiency and complexity.

The remainder of the paper is organized as follows. In
Section II, the system model is described. The queuing model
is presented in Section III, along with the formal description
of scheduling algorithms taking MaxWeight as an example. In
Section IV, the exact numerical analysis method and the model
decomposition and iteration method are proposed to derive
the exact and approximate system performance. The numerical
results are verified by means of simulations in Section IV, and
the application of the proposed numerical method for mode se-
lection is discussed. Finally, conclusions are given in Section VI
with discussion on future work. Since many symbols are used
in this paper, Table I summarizes the most important ones.

II. NETWORK MODEL

A. Nodes, Links, and Connections

We consider a general network model with a set N of nodes
and a set L of transmission links. Define N := {0, 1, . . . , N},
where node 0 represents the base station (BS) and nodes
1, . . . , N represent the UEs. Let ND := {1, . . . , 2D} be the
set of D2D UEs (DUEs) of the D D2D pairs, where nodes
2i− 1 and 2i denote the source (src.) and destination (dest.)
DUEs of pair i (i ∈ {1, . . . , D}), respectively. Denote the sets
of src. DUEs and dest. DUEs as NDs := {1, 3, . . . , 2D − 1}
and NDd := {2, 4, . . . , 2D}, respectively. Let NCu := {2D +
1, . . . , 2D + Cu} be the set of Cu uplink Cellular UEs (CUEs),
and NCd := {2D + Cu + 1, . . . , 2D + Cu + Cd} be the set of
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TABLE I
SUMMARY OF IMPORTANT SYMBOLS USED

Cd downlink CUEs (with N = 2D + Cu + Cd). For example,
in Fig. 1, we have ND = {1, 2}, NCu = {3}, and NCd = {4}.

Each transmission link represents a communication channel
for direct transmission from a given node i to another node j,
and is labeled by (i, j) (where i, j ∈ N ). Note that link (i, j)
is distinct from link (j, i). The link set L is composed of three
non-overlapping subsets, where LD := {(i, i+ 1)|i ∈ NDs} is

the set of D2D links, LCu := {(i, 0)|i ∈ NCu

⋃
NDs} is the set

of cellular uplinks, and LCd := {(0, i)|i ∈ NCd

⋃
NDd} is the

set of cellular downlinks. For example, in Fig. 1, we have LD =
{(1, 2)}, LCu = {(3, 0), (1, 0)}, and LCd = {(0, 4), (0, 2)}.

All data that enter the network are associated with a par-
ticular connection c ∈ C, which defines the source and desti-
nation of the data. Let CD = {1, . . . , D} represent the set of
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Fig. 1. Cellular networks with D2D communications capability.

D D2D connections, CCu = {D + 1, . . . , D + Cu} represent
the set of Cu cellular uplink connections, and CCd = {D +
Cu + 1, . . . , D + Cu + Cd} represent the set of Cd cellular
downlink connections. Therefore, we have C := {1, . . . , C} =
CD

⋃
CCu

⋃
CCd (with C = D + Cu + Cd). For example, in

Fig. 1, there are C = 3 connections, with CD = {1}, CCu =
{2}, and CCd = {3}.

B. Routing Mode and Link Constraint Set

Define Lc as the set of all links (i, j) that connection c
data is allowed to use. Obviously, Lc = {(D + c, 0)} for any
cellular uplink connections c ∈ CCu, and Lc = {(0, D + c)}
for any cellular downlink connections c ∈ CCd, since there is
only a single-hop route between the CUE and the BS for these
connections. For example, in Fig. 1, we have L2 = {(3, 0)} and
L3 = {(0, 4)}. However, the link constraint set Lc for any D2D
connection c ∈ CD depends on which of the following Routing
Modes (RMs) is chosen, i.e., whether the single hop route of
D2D link or the two-hop route of cellular links can be used:

1) D2D RM, i.e., the connection c data is always transmitted
via the D2D link, i.e., Lc = {(2c− 1, 2c)};

2) Cellular RM, i.e., the connection c data is always trans-
mitted via cellular links, i.e., Lc = {(2c− 1, 0), (0, 2c)};

3) Hybrid Mode, i.e., the packets for connection c can be
transmitted either via the D2D or cellular links, and the
decision is made dynamically at each time slot, i.e., Lc =
{(2c− 1, 2c), (2c− 1, 0), (0, 2c)}.

For example, in Fig. 1, L1 equals {(1, 2)} in D2D RM, {(1,
0), (0, 2)} in Cellular RM, and {(1, 2), (1, 0), (0, 2)} in
Hybrid RM. Let CD1 and CD2, and CD3 represent the set of
D2D connections in D2D RM, Cellular RM, and Hybrid RM,
respectively.

When the RM and link constraint set Lc are determined for
every D2D connection c ∈ CD, the set of eligible links in the
network L̃ :=

∑
c∈C Lc is a subset of L. This is because the

corresponding D2D link (resp. cellular links) does not exist for
a D2D connection in Cellular RM (resp. D2D RM). Therefore,
L̃ = L̃D

⋃
L̃Cu

⋃
L̃Cd, where L̃∗ =

∑
c∈C∗ Lc and ∗ is a wild-

card representing any of the characters in the set {D,Cu,Cd}.

Let L := |L̃| denote the total number of links. Since |Lc|
equals 1, 2, or 3 when connection c belongs to CD1, CD2, or
CD3, respectively, we have L = Cu + Cd +D1 + 2D2 + 3D3,
where D1, D2, and D3 denote the number of D2D connections
in the three RMs, respectively.

C. Scheduling and Resource Reuse Group

We consider slot-by-slot transmissions and each time slot has
an equal length ΔT . There is an uplink scheduler and a down-
link scheduler in the BS, which make independent scheduling
decisions. The scheduling decision is responsible for selecting
the set of links for uplink or downlink data transmissions
at the beginning of each time slot t ∈ {0, 1, . . .}. We assume
that the D2D links (i, j) ∈ L̃D can only use the cellular uplink
resources, which is easier to implement from the protocol
design perspective [1]. As discussed in the Introduction, we
consider interference scenario (2) in this paper, i.e., the inter-
ference between a cellular user and a D2D user. Therefore,
we assume a D2D link in the NOS resource sharing mode can
reuse radio resources with a fixed cellular uplink, while a D2D
link uses orthogonal resources with cellular uplinks in the OS
resource sharing mode.

We define a Resource Reuse Group (RRG) Bu as the subset
of links (i, j) ∈ L̃ that can be scheduled for uplink or downlink
transmission simultaneously in a time slot. Therefore, a RRG
for uplink transmission may contain at most one cellular uplink
and one D2D link. On the other hand, a RRG for downlink
transmission can contain one and only one cellular downlink.
Let U represent the set of RRG indexes, Uu and Ud represent the
subsets of RRG indexes for uplink and downlink transmissions,
respectively. Therefore, we have U = (Uu,Ud). For any link
(i, j) ∈ L̃, define Uij := {u|(i, j) ∈ Bu, u ∈ U} as the index
set of RRGs that contain link (i, j). For example, in Fig. 1,
when connection 1 works in the Hybrid RM with no resource
allocation restrictions, there are four RRGs in the uplink,
and we let B1 = {(1, 2)}, B2 = {(3, 0)}, B3 = {(1, 2), (3, 0)},
and B4 = {(1, 0)}. Moreover, there are two RRGs in the
downlink, and we let B5 = {(0, 4)}, B6 = {(0, 1)}. Therefore,
we have U = {1, 2, 3, 4, 5, 6}, Uu = {1, 2, 3, 4}, Ud = {5, 6},
U12 = {1, 3}, U30 = {2, 3}, U10 = {4}, U04 = {5}, and U01 =
{6}. In each time slot, at most one RRG can be scheduled
for uplink or downlink transmissions. Let xu,t ∈ {0, 1} denote
the scheduling result for RRG Bu, u ∈ U at time slot t, where
xu,t = 1 if RRG Bu is scheduled, and xu,t = 0 otherwise.

D. Communications Mode

The three RMs can be combined with different resource al-
location restrictions to result in seven Communications Modes,
which can model the semi-static or dynamic selection of the
three RSMs in [9], i.e., NOS, OS and CM. This is illustrated
in Table II taking the simple network in Fig. 1 as an example.
In the D2D RM, we can model the semi-static selection of OS
or NOS RSM if we restrict the uplink scheduler to choose only
from RRGs B1 and B2 or choose only RRG B3 in each time slot.
We refer to the former as D2D-NOS Mode, while the latter as
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TABLE II
RELATIONSHIPS BETWEEN THE ROUTING MODES, COMMUNICATIONS MODES AND THE SEMI-STATIC OR

DYNAMIC SELECTIONS OF THE RESOURCE SHARING MODES

D2D-OS Mode. On the other hand, the D2D RM can model the
dynamic selection between the NOS and OS RSMs if the uplink
scheduler is allowed to choose from all of RRGs B1, B2, and
B3, which is referred to as D2D-Dynamic Mode. We will refer
to the D2D-Dynamic Mode when D2D Mode is mentioned in
the rest of this paper without explicit explanation. The Cellular
RM (Cellular Mode) models the semi-static selection of the CM
RSM. The Hybrid RM models the dynamic selection of all the
three RSMs (Hybrid-Dynamic Mode) when it can choose from
all of the RRGs B1, B2, B3, and B4, while it models the dynamic
selection between NOS and CM (Hybrid-NOS Mode) or OS
and CM (Hybrid-OS Mode) with the corresponding resource al-
location restriction. We will implicitly refer to Hybrid-Dynamic
Mode in the following discussion on the Hybrid Mode.

In our paper, mode selection refers to the selection of a
Communications Mode instead of a RSM in [9]. When a pair of
D2D UEs wants to setup a connection, it first chooses a com-
munications mode. When the D2D-NOS, D2D-OS, or Cellular
Mode is chosen, the RSM is also determined and the uplink
scheduler only performs resource allocation. On the other hand,
if the D2D-Dynamic Mode or any of the three Hybrid Modes
is chosen, the uplink scheduler performs both dynamic RSM
selection and resource allocation. Moreover, a cellular uplink
(ic, 0) is determined by the D2D connection c with whom it
can form a RRG if D2D-NOS, D2D-Dynamic, Hybrid-NOS
or Hybrid-Dynamic Mode is chosen. The application of the
queuing model and numerical evaluation method proposed in
this paper to the mode selection scheme under non-saturated
traffic model is discussed in Section V.

E. Queuing Dynamics

Let Ac,t denote the amount of new connection c data1 that
exogenously arrives to its source node during time slot t.
We assume that the data arrival process is i.i.d. over time
slots following general distribution with average arrival rate
E[Ac,t] = λc, where Pr.(Ac = arr) > 0 if arr ≥ 0. The data
is transmitted hop by hop along the route(s) of the connection
to its destination node. Each node i along the route(s) of
connection c maintains a queue q

(c)
i for storing its data except

for the destination node, since the data is assumed to exit the
network once it reaches the destination. We assume each queue

1The data can take units of bits or packets. The latter is appropriate when all
the packets have fixed length.

has a finite capacity of NQ < ∞ (in number of bits or packets).
Define Θ as the set of queues in the system. For example, in
Fig. 1, we have four queues if Cellular RM or Hybrid RM is
chosen for D2D connection 1, i.e., Θ = {q(1)1 , q

(1)
0 , q

(2)
3 , q

(3)
0 }.

On the other hand, if D2D RM is chosen for D2D connection 1,
there are only three queues, i.e., Θ = {q(1)1 , q

(2)
3 , q

(3)
0 }. Let Q(c)

i,t

denote the length of q(c)i at the beginning of time slot t.
We assume that a RRG is scheduled for transmission only

when all its links have non-empty queues. A queue q
(c)
i is

scheduled in time slot t when at least one RRG Bu containing a
link (i, j) ∈ Lc is scheduled. Only when a queue is scheduled
shall it move the data out of the queue for transmission. We
consider the transmission capability for queue q

(c)
i during time

slot t as r
(c)
i,t , where r

(c)
i,t is the instantaneous data rate2 of

queue q
(c)
i during time slot t. r(c)i,t is equal to the sum of the

instantaneous data rate of the scheduled link (i, j) ∈ Lc at time
slot t, i.e.,

r
(c)
i,t =

∑
(i,j)∈Lc

rij,t, (1)

where

rij,t =
∑
u∈Uij

xu,tr
(u)
ij,t, (2)

and r
(u)
ij,t is the instantaneous data rate of link (i, j) when RRG

Bu is scheduled, since different amount of interference for link
(i, j) will arise when different RRGs are scheduled. Therefore,
rij,t = r

(u)
ij,t if RRG Bu containing link (i, j) is scheduled, and

rij,t = 0 if none of the RRGs containing link (i, j) is scheduled.

If the value of Q
(c)
i,t is less than the value of r

(c)
i,t during

time slot t, padding bits shall be transmitted along with the
data. Arriving data is placed in the queue throughout the time
slot t and can only be transmitted during the next time slot
t+ 1. If the queue length reached the buffer capacity NQ,

the subsequent arriving data will be dropped. Let A(c)
i,t denote

the units of data arrived to node i for connection c during the
time slot t. If node i is the source node of connection c, then
A

(c)
i,t = Ac,t. This applies to the scenario when connection c

2The instantaneous data rate can take units of bits/slot or packets/slot. The
latter is appropriate when all the packets have fixed length and the achievable
data rates are constrained to integral multiples of the packet size.
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is a cellular connection or a D2D connection in D2D RM,
i.e., c ∈ CCu

⋃
CCd

⋃
CD1. Moreover, if connection c is a D2D

connection in Cellular RM or Hybrid RM, this also applies
when node i is the src. DUE, i.e., c ∈ CD2

⋃
CD3 and i ∈ NDs.

Otherwise, A(c)
i,t depends on the data departure process of the

corresponding uplink transmission. This applies when connec-
tion c is a D2D connection in Cellular RM or Hybrid RM and
node i is the BS, i.e., c ∈ CD2

⋃
CD3 and i = 0. According to

the above assumption, the queuing process evolves as follows:

Q
(c)
i,t+1 = min

[
NQ,max

[
0, Q

(c)
i,t − r

(c)
i,t

]
+A

(c)
i,t

]
. (3)

F. Instantaneous Data Rate

The instantaneous data rate r
(c)
i,t of q

(c)
i is dependent on

the instantaneous data rate r
(u)
ij,t of link (i, j) ∈ Lc when RRG

Bu, u ∈ Uij is scheduled according to (1) and (2). Therefore, it

is essential to determine the value of r(u)ij,t.

For any link (i, j) ∈ L̃D

⋃
L̃Cu, we define its potential inter-

fering link as the communication channel from the transmitter
of any link that belongs to the same RRG with link (i, j)
to the receiver of node j. Define Iij := {Ii′j |(i′, j ′) ∈ Bu \
{i, j}, u ∈ Uij} as the set of potential interfering links of link
(i, j), where Ii′j denotes the potential interfering link from the
transmitter of node i′ to the receiver of node j. For example, in
Fig. 1, we have I30 = {I10} and I12 = {I32}, since cellular
uplink (3, 0) and D2D link (1, 2) can reuse the same radio
resources. An interfering link is ‘potential’ since it only exists
when the corresponding RRG is scheduled for transmission.
Since there are two categories of links, i.e., transmission links
and potential interfering links, all links mentioned are referred
to the transmission links by default in the rest of the paper.

Assume that the instantaneous channel gain comprising the
path loss, shadowing and fast fading effects of the wireless
channel from the transmitter of node i ∈ N to the receiver
of node j ∈ N remains constant within a time slot, the value
of which at time slot t is denoted by Gij,t. Let pij,t be
the transmission power of link (i, j) ∈ L at time slot t. Let
γij,t := (pij,tGij,t)/Nij represent the Signal to Noise Ratio
(SNR) of link (i, j) ∈ L̃, where Nij is the noise power. The
SINR value of a link (i, j) may or may not equal its SNR
value, depending on whether there are any other links that
are scheduled simultaneously with link (i, j) and thus causing
interference to each other. Specifically, assume that RRG Bu is
scheduled at time slot t, we have

SINR
(u)
ij,t =

pij,tGij,t

Nij,t +
∑

(i′,j′)∈Bu\{(i,j)} pi′j′,tGi′j,t

=
γij,t

1 +
∑

(i′,j′)∈Bu\{(i,j)} γi′j,t
, ∀ (i, j) ∈ Bu. (4)

The corresponding instantaneous data rate r
(u)
ij,t is a function

of SINR
(u)
ij,t. We assume that Adaptive Modulation and Coding

(AMC) is used, where the SINR values are divided into K
non-overlapping consecutive regions. For any k ∈ {1, . . . ,K},

if the SINR value SINR
(u)
ij,t of link (i, j) falls within the

k-th region [Γk−1,Γk), the corresponding data rate r
(u)
ij,t of link

(i, j) is a fixed value Rk according to the selected modulation
and coding scheme in this state, i.e., r(u)ij,t = Rk, if SINR

(u)
ij,t ∈

[Γk−1,Γk). Obviously, Γ0 = 0 and ΓK = ∞. Also, we have
R1 = 0, i.e., no packet is transmitted in channel state 1 to avoid
the high transmission error probability.

III. QUEUING MODEL

A. Model Description

The queuing model (QM) for the above general network
model is illustrated in Fig. 2. With a slight abuse of notation, we
also use (i, j) to denote the server in the QM corresponding to
link (i, j). We use a black and a white circle to illustrate a server
corresponding to a cellular link and a D2D link, respectively.

As the set of connections can be divided into five non-
overlapping subsets, i.e., CD1, CD2, CD3, CCu, and CCd, the
queues and servers in the general QM can also be divided
accordingly. For any cellular uplink or downlink connection, or
D2D connection in D2D RM, i.e., c ∈ CCu

⋃
CCd

⋃
CD1, since

there is only one single-hop route, its QM has a single queue
with a data arrival process of mean λc, and a single server.
For any D2D connection c ∈ CD2 in Cellular RM, since there
is one two-hop route, the connection can be formulated as a
two-stage tandem queuing model. Specifically, there is a queue
q
(c)
2c−1 having a stage-1 server corresponding to link (2c− 1, 0)

and a queue q
(c)
0 having a stage-2 server corresponding to link

(0, 2c). The data arrives with mean λc at the queue q
(c)
2c−1, and

joins q(2c)0 immediately after it receives service from the stage-1
server, and upon completion of service at the stage-2 server
leaves the system. For any D2D connection c ∈ CD3 in Hybrid
RM, since the data can be either transmitted via the one-hop
route or two-hop route, the connection can be formulated as a
two-stage tandem queuing model as well. The only difference
from the tandem queuing model of the Cellular RM is that there
are two stage-1 servers for queue q

(c)
2c−1, corresponding to link

(2c− 1, 2c) and link (2c− 1, 0), respectively. The data in q
(c)
2c−1

served by server (2c− 1, 0) will join q
(c)
0 immediately after it

receives service from the stage-1 server, and upon completion
of service at the stage-2 server left the system. On the other
hand, the data in q

(c)
2c−1 served by server (2c− 1, 2c) will leave

the system directly upon completion.

B. System State

The global system state of the above QM at time slot t
can be characterized by the aggregation of the CSI and QSI,
i.e., St = (Ht,Qt). Let S = H×Q be the full system state
space. The QSI is defined as Qt := {Q(c)

i,t |q
(c)
i ∈ Θ}, which

is a vector consisting of the lengths of all the queues at
the beginning of time slot t. The CSI is defined as Ht :=
{Hij,t|(i, j) ∈ L̃}, where Hij,t denotes the CSI of link (i, j)
in time slot t. We refer to the aggregate CSI for all the cellular
uplinks and D2D links as uplink CSI, which is denoted as
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Fig. 2. Queuing model for the general network model.

Hu,t := {Hij,t|(i, j) ∈ L̃Cu

⋃
L̃D}. Similarly, the downlink

CSI is defined as Hd,t := {Hij,t|(i, j) ∈ L̃Cd}, which is the
aggregate CSI for all the cellular downlinks. Therefore, we have
Ht = (Hu,t,Hd,t). We will discuss the definition of Hij,t for
uplink CSI and downlink CSI, respectively.

It is much easier to represent the downlink CSI than the
uplink CSI, since there is no interference between the cellular
downlinks. Assume that every scheduled link always transmits
at constant power Pmax, where Pmax is the maximum transmit
power of a node. We consider a narrowband downlink of flat
fading channel. A Rayleigh or Nakagami-m fading channel
can be approximated by a finite state Markov model, which is
widely acknowledged as a reasonably accurate and mathemati-
cally tractable approach. With this approach, the channel of any
cellular downlink is in state k if its received SNR is between
[Γk−1,Γk), where the SNR threshold Γk, k ∈ {1, . . . ,K} is
defined by the AMC scheme. Therefore, the downlink CSI
per link can be represented by Hij,t = Hij,t, ∀ (i, j) ∈ L̃Cd,
where Hij,t ∈ {1, . . . ,K} denotes the channel state of link
(i, j) ∈ L̃Cd.

The representation of the uplink CSI for the general network
model is more complex. When every scheduled link transmits at
constant power Pmax, we can define Hij,t := {H(u)

ij,t|u ∈ Uij},

∀(i, j) ∈ L̃Cu

⋃
L̃D, where H

(u)
ij,t denotes the channel state of

link (i, j) when RRG Bu is scheduled. Specifically, H(u)
ij,t = k

if SINR
(u)
ij,t is between [Γk−1,Γk). Although the local CSI

space size for any link (i, j) ∈ L̃Cu

⋃
L̃D grows exponentially

with the number of RRGs that it belongs to, i.e., |Uij |, we have
|Uij | ≤ 2 due to our assumption on resource sharing restriction
that a cellular uplink can only reuse radio resources with at most
one D2D link.

C. Resource Reuse Group (RRG) Scheduling Policy

In each time slot, the BS observes the system state St and
chooses a RRG scheduling action a from the set of allowable
actions in the action space A. An action a is composed of
an uplink scheduling action au ∈ Au and a downlink schedul-
ing action ad ∈ Ad, i.e., a := (au,ad), where a∗ := {xu ∈
{0, 1}|u ∈ U∗} ∈ A∗. Without explicit explanation, let ∗ be a
wildcard representing any of the characters in the set {u, d}
in the rest of the paper. Since at most one RRG Bu can be
scheduled for any uplink or downlink scheduling action a∗,
there are |U∗|+ 1 actions in the set A∗. Denote a

(u)
∗ , u ∈

{0}
⋃

U∗ as an action in A∗, where a
(0)
∗ = 0 means that no

RRG is scheduled and a
(u)
∗ , u 	= 0 means that RRG Bu is

scheduled.
A control policy prescribes a procedure for action selection

in each state at all decision epoches t. We consider stationary
Markovian randomized control policies. Specifically, a RRG
scheduling policy consists of an uplink policy Ωu(S) and a
downlink policy Ωd(S), where Ω∗(S) = {φS(a∗)|a∗ ∈ A∗},
∀S ∈ S is a mapping S → P(A∗) from the state space to the
set of probability distributions on the action space. Therefore,
φS(a

(u)
∗ ), u ∈ U∗, corresponds to the selection probability of

RRG Bu under the given uplink or downlink RRG scheduling
policy.

Many existing channel-aware and/or queue-aware scheduling
algorithms for wireless networks usually select the user with
the largest utility, which is a function of the CSI and/or QSI.
Examples include MaxWeight, Exponential (Exp) rule, and Log
rule scheduling algorithms. Since more than one user with the
largest utility may exist, one of these eligible users can be
randomly selected, and this category of control policies become
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randomized. Assume that the uplink and downlink scheduling
policies are all set to the MaxWeight scheduler, which observes
the queue and channel states (Ht,Qt) of the system at every
time slot t. For each link (i, j) ∈ L̃, define its weight as the
maximum value of 0 and its differential backlog

Wij(Qt) = max
[
Q

(c)
i,t −Q

(c)
j,t , 0

]
, s.t. (i, j) ∈ Lc. (5)

Note that for any link (i, j) ∈ L̃ which belongs to a single-hop
route or is the second hop of a two-hop route, the queue q

(c)
j

doesn’t exist and we have Q
(c)
j,t = 0.

For the MaxWeight algorithm, the RRG with maximum
sum over all its links of the product of link weight and link
transmission rate is served. Therefore, the selection probability
φS(a

(u)
∗ ) can be found as

φS

(
a
(u)
∗

)
=

{
1/ ‖MAW(S)‖, if u ∈ MAW(S)
0, otherwise,

(6)

where MAW(S)={u |
∑

(i,j)∈Bu
Wij(Q)RHu

ij
= maxv∈U∗

(
∑

(i′,j′)∈Bv
Wi′j′(Q)RHv

i′j′
),

∏
(i,j)∈Bu

Q
(c)
i > 0, u ∈ U∗}.

It is proven in [16] that the MaxWeight algorithm can guar-
antee queue stability under a general topology including both
cellular and wireless multi-hop networks, since it gives priority
to a queue when it starts to get too large. Other RRG scheduling
policies can be represented in a similar way.

IV. PERFORMANCE ANALYSIS

A. Exact Solution of Steady-State Probabilities

The system behavior of the above QM can be represented by
the DTMC {St}t=0,1,... := {(Ht,Qt)}t=0,1,.... Given a system
state St and a scheduling action a at time slot t, the state
transition probability of the DTMC is given by:

Pr.
{
S(t+1)|St,a

}
= Pr.

{
H(t+1)|St,a

}
Pr.

{
Q(t+1)|St,a

}
=Pr.

{
Hd,(t+1)|Hd,t

}
Pr.

{
Hu,(t+1)|Hu,t

}
Pr.

{
Q(t+1)|St,a

}
= p

Hd,(t+1)

Hd,t
p
Hu,(t+1)

Hu,t
p
Q(t+1)

(St,a)
. (7)

The first two elements, i.e., p
Hd,(t+1)

Hd,t
and p

Hu,(t+1)

Hu,t
, rep-

resent the downlink and uplink CSI transition probabilities,
respectively, which are independent of the scheduling action a.

The third element, i.e., p
Q(t+1)

(St,a)
, represents the QSI transition

probability.
1) CSI Transition Probability: We assume that the instan-

taneous channel gains of the wireless channels between any
pair of transmitters and receivers are independent from each
other (e.g., the wide sense stationary uncorrelated scattering
(WSSUS) model commonly used for the multipath fading
channel [19]). Therefore, the (virtual) SNR γij,t for any trans-
mission link or potential interfering link is statistically inde-

pendent from that of the others. The downlink CSI transition

probability p
Hd,(t+1)

Hd,t
can be derived as the product of local per-

downlink CSI transition probabilities p
Hij,(t+1)

Hij,t
of every cellular

downlink (i, j) ∈ L̃Cd, as there is no interference between the
cellular downlinks so that the local per downlink CSIs Hij,t

are stochastically independent from each other. The steady-
state probability of local per downlink CSI limt→∞ Pr.{Hij,t =
k} of each state k can be derived by integrating the pdf of
the SNR over the corresponding region [Γk−1,Γk). The state

transition probability p
Hij,(t+1)

Hij,t
can be derived from integrating

the joint pdf of the SNR over two consecutive time slots
and over the desired regions defined by Hij,t and Hij,(t+1).
When the rate of temporal channel variations is relatively slow
and the number of states is not so high, the state transition
probability can be approximated by level-crossing rate (LCR),
which assumes that from time slot t to t+ 1, the CSI either
stays in the same state or it transits to its immediate neighboring
states [20].

The derivation of the uplink CSI transition probability

p
Hu,(t+1)

Hu,t
is more complicated. First, the local per uplink CSI

is a tuple Hij,t which may consists of more than one elements.

Since the elements H
(u)
ij,t , u ∈ Uij within Hij,t are correlated

due to their common dependence on the SNR of link (i, j)
from (4), the transition probability of local per uplink CSI

p
Hij,(t+1)

Hij,t
cannot be further decomposed into the product of

p
H

(u)

ij,(t+1)

H
(u)
ij,t

. Second, when a D2D connection c works in the

Hybrid Mode, the wireless channel from the transmitter of node
2c− 1 to the receiver of the BS is simultaneously a cellular
uplink (2c− 1, 0) and a potential interfering link I(2c−1)0 for
another cellular uplink (ic, 0) which is assigned to reuse the
radio resources with D2D link (2c− 1, 2c). Therefore, the
local CSIs H

(u)
(2c−1)0,t and H

(v)
ic0,t

are correlated due to their
common dependence on the (virtual) SNR γ(2c−1)0,t from
(4). Due to the above two reasons, the uplink CSI transition

probability p
Hu,(t+1)

Hu,t
cannot be completed decomposed into

the product of the one-dimensional local CSI transition prob-

abilities p
H

(u)

ij,(t+1)

H
(u)
ij,t

. For example, in Fig. 1, it is obvious that

H
(1)
12,t and H

(3)
12,t are correlated through γ12,t and H

(2)
30,t and

H
(3)
30,t are correlated through γ30,t. Moreover, as SINR

(3)
30,t

is dependent on γ10,t, which is the virtual SNR of potential
interfering link I10 and also the SNR of cellular uplink (1, 0),
we have H

(3)
30,t and H

(4)
10,t are correlated through γ10,t. For any

other local CSI H(u)
ij,t , we have SINR

(u)
ij,t = γij,t, which means

that it is independent from the other local CSIs due to the
independence between SNRs. Therefore, when connection 1
works in different modes, pHu,t+1

Hu,t
can be decomposed as shown

in (8) at the bottom of the next page.
Theoretically, the multi-dimensional local CSI transition

probabilities p
(H

(1)

12,(t+1)
,H

(3)

12,(t+1)
)

(H
(1)
12,t,H

(3)
12,t)

, p
(H

(2)

30,(t+1)
,H

(3)

30,(t+1)
)

(H
(2)
30,t,H

(3)
30,t)

, and

p
(H

(2)

30,(t+1)
,H

(3)

30,(t+1)
,H

(4)

10,(t+1)
)

(H
(2)
30,t,H

(3)
30,t,H

(4)
10,t)

can also be derived from the in-

tegration method as the one-dimensional local CSI transition
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probabilities. However, the computational complexity of the
numerical evaluation of the double integration over the region
defined by a two or three dimensional polyhedron forbids its
practical application. Therefore, we use the Monte-Carlo method
to obtain their transition probabilities. Since the Monte-Carlo
simulation only depends on the statistical properties of the
wireless channels and is irrelevant to the queuing dynamics, it
only needs to be performed once for different traffic arrival rates
or scheduling policies. Moreover, we only need to generate
Rayleigh fading channels following the Jakes Model for the
four wireless channels from any transmitter on nodes 1, 3 to
any receiver on nodes 0, 2 in the Monte-Carlo simulation to
obtain the above three transition probabilities simultaneously.

From the above discussion, we can see that the CSI state
space H is the Cartesian product of the per link state space
Hij , except the case when Hybrid Mode is chosen for a D2D
connection c. In this case, the state space of the cellular uplink
for D2D connection c, i.e., link (2c− 1, 0), and the state space
of the cellular uplink (ic, 0) with resource reuse relationship
with D2D link (2c− 1, 2c) should be jointly considered. We
denote this jointly considered state Hic(2c−1)0 and state space
as Hic(2c−1)0. For example, in Fig. 1, the CSI state space
of links (1, 0) and (3, 0) have to be jointly considered, i.e.,
H310 := (H

(2)
30 , H

(3)
30 , H

(4)
10 ). Therefore, the CSI state space H

grows exponentially with the number of links.
Theorem 1: The per link CSI state space Hij and joint link

CSI state space H
(̂c+D)(2c−1)0

are given as follows.

1) When Uij = 1, we have Hij = Hij ∈ {1, . . . ,K}. The
cardinal of Hij is K.

2) When Uij=2, we have Hij={(H(u1)
ij , H

(u2)
ij ) :H

(u2)
ij ≤

H
(u1)
ij ∈{1, . . . ,K}}. The cardinal of Hij is K(K+1)/2.

3) For the joint link CSI state space Hic(2c−1)0, we have

Hic(2c−1)0 = {(H(u1)
ic0

, H
(u2)
ic0

, H
(u3)
(2c−1)0) : H

(u1)
ic0

, H
(u2)
ic0

,

H
(u3)
(2c−1)0 ∈ {1, . . . ,K},Γ

(H
(u1)
ic0

−1)
/ (Γ

H
(u3)

(2c−1)0

+ 1) <

Γ
H

(u2)
ic0

≤Γ
H

(u1)
ic0

,Γ
(H

(u2)
ic0

−1)
<Γ

H
(u1)
ic0

/(Γ
(H

(u3)

(2c−1)0
−1)

+1)}.

The cardinal of Hic(2c−1)0 is
∑K2

z=1 kz , where kz≤�z/K
is the number of states that H

(u2)
ic0

can take when

H
(u1)
ic0

=�z/K and H
(u3)
(2c−1)0=z−�z/K�K. The value

of kz depends on the values of the AMC threshold Γk,
k ∈ {1, . . . ,K}.

Proof: The proof of (1) is straightforward from definition.
The proof of (2) follows from the fact that H(u1)

ij and H
(u2)
ij

depend on the values of γij and SINR
(u2)
ij of link (i, j),

respectively. Obviously, SINR
(u2)
ij ≤ γij . Similarly, the proof

of (3) follows from the fact that H(u1)
ic0

and H
(u2)
ic0

depend on
the values of γic0 and SINR

(u2)
ic0

of link (ic, 0), respectively.

Moreover, H(u3)
(2c−1)0 depends on the value of γ(2c−1)0 of link

(2c− 1, 0). Therefore, we have γic0 ∈ [Γ
(H

(u1)
ic0

−1)
,Γ

H
(u1)
ic0

),

γ(2c−1)0 ∈ [Γ
(H

(u3)

(2c−1)0
−1)

,Γ
H

(u3)

(2c−1)0

), and SINR
(u2)
ic0

=(γic0/

(1 + γ(2c−1)0)) ∈ [Γ
(H

(u2)
ic0

−1)
,Γ

H
(u2)
ic0

). From the above in-

equalities, we can derive the restrictions on the values of the
individual CSIs in the joint space. Specifically, while both
H

(u1)
ic0

and H
(u3)
(2c−1)0 ranges from 1 to K, the values of H(u2)

ic0

has to meet the inequalities in 3). �
2) QSI Transition Probability: According to (3), the condi-

tional probability of Q
(c)
i,t+1 given the system state St and an

action a can be derived as

Pr.
{
Q

(c)
i,t+1|St,a

}

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Pr.
(
A

(c)
i,t = Q

(c)
i,t+1 −Q

(c)
i,t + r

(c)
i,t

)
if Q(c)

i,t > r
(c)
i,t ,

Q
(c)
i,t+1 	= NQ

Pr.
(
A

(c)
i,t = Q

(c)
i,t+1

)
if Q(c)

i,t ≤ r
(c)
i,t ,

Q
(c)
i,t+1 	= NQ

Pr.
(
A

(c)
i,t ≥ NQ −Q

(c)
i,t + r

(c)
i,t

)
if Q(c)

i,t > r
(c)
i,t ,

Q
(c)
i,t+1 = NQ

Pr.
(
A

(c)
i,t ≥ NQ

)
if Q(c)

i,t ≤ r
(c)
i,t ,

Q
(c)
i,t+1 = NQ.

(9)

According to (1) and (2), the value of r(c)i,t in (8) is dependent
on the link set constraint Lc, the corresponding uplink or down-
link scheduling action a∗ for queue q

(c)
i , and the data rate r

(u)
ij,t

of link (i, j) ∈ Lc assuming RRG Bu, u ∈ Uij is scheduled.

r
(u)
ij,t is determined in turn by the channel state H

(u)
ij,t .

The value of Pr.(A(c)
i,t = arr) in (8) depends on the queue

q
(c)
i ∈ Θ. As discussed in the “Network Model” section, if node
i is the source node of connection c, its data arrival process
equals Ac,t, which has a general distribution Pr.(Ac) with

mean λcΔT . Otherwise, for any q
(c)
0 where c ∈ CD2

⋃
CD3,

its data arrival process depends on the data departure process
of link (2c− 1, 0) in the uplink transmission. Therefore, we
examine the probability that arr units of data are transmit-
ted via link (2c− 1, 0) when the system state is S. For any
RRG u ∈ U(2c−1)0, the selection probability φS(a

(u)
u ) of RRG

Bu can be derived from (6). When RRG Bu and thus link

p
Hu,t+1

Hu,t
=

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

p

(
H

(1)

12,(t+1)
,H

(3)

12,(t+1)

)(
H

(1)
12,t,H

(3)
12,t

) p

(
H

(2)

30,(t+1)
,H

(3)

30,(t+1)

)(
H

(2)
30,t,H

(3)
30,t

) D2D Mode

p
H

(4)

10,(t+1)

H
(4)
10,t

p
H

(2)

20,(t+1)

H
(2)
20,t

Cellular Mode

p

(
H

(1)
12,t+1

,H
(3)
12,t+1

)(
H

(1)
12,t,H

(3)
12,t

) p

(
H

(2)

30,(t+1)
,H

(3)

30,(t+1)
,H

(4)

10,(t+1)

)(
H

(2)
30,t,H

(3)
30,t,H

(4)
10,t

) Hybrid Mode

(8)
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(2c− 1, 0) is scheduled in system state S, the units of data
transmitted over link (2c− 1, 0) during a time slot is

T(2c−1)0 =

⎧⎨⎩R
H

(u)

(2c−1)0

if Q(c)
2c−1 ≥ R

H
(u)

(2c−1)0

Q
(c)
2c−1 if Q(c)

2c−1 < R
H

(u)

(2c−1)0

.
(10)

Otherwise, the units of data transmitted over link (2c− 1, 0)
during a time slot is 0 when it is not scheduled. Therefore, we
have (11), shown at the bottom of the page. The QSI transition
probability Pr.{Qt+1|St,a} can be derived as the product of
Pr.{Q(c)

i,t+1|St,a} over all queues q(c)i ∈ Θ.
Finally, given a randomized control policy Ω, we can derive

the system state transition probability as

Pr. {St+1|St,Ω(St)} =
∑
a∈A

Pr.{St+1|St,a}φSt
(au)φSt

(ad)

(12)

Let S(y) denote the y-th system state within the state space.
Define the transition probability matrix PΩ = [Pr.{St+1 =
S(y)|St = S(z),Ω(S(z))}], y, z ∈ {1, . . . , |S|} and the steady-
state probability matrix πΩ = [πΩ

S(z) ], z ∈ {1, . . . , |S|}, where
πΩ
S(z) = limt→∞ Pr.{St = S(z)}. Each element of the transi-

tion probability matrix PΩ can be derived from (12). Then, the
stationary distribution of the ergodic process {St}t=0,1,... can
be uniquely determined from the balance equation.

B. Approximate Solution of Steady-State Probabilities: Model
Decomposition and Iteration Approach

The computation of the steady-state distribution of St above
faces the challenge of exponentially enlarged state space,
which makes it unacceptable for a large number of connec-
tions. Specifically, the cardinality of the system state space
is |S| = |H|(NQ + 1)|Θ|, where |H| grows exponentially with
the number of links. Since the number of links and queues
L = |Θ|+ |CD3| = C + |CD2|+ 2|CD3|, the system state space
grows exponentially with the number of connections C. In
order to solve the above problem, model decomposition and
iteration approach is introduced to simplify the analysis.

1) Model Decomposition: We decompose the QM for the
general network model into |Θ| submodels (SQMs), where
each SQM (i, c) represents the queuing behavior of a single
queue q

(c)
i . Define S

(c)
i,t := (H

(c)
i,t , Q

(c)
i,t ) as the DTMC underly-

ing SQM (i, c), where H
(c)
i,t := {Hij,t|(i, j) ∈ Lc} is a vector

including the CSI of all links serving q
(c)
i . Let S(c)

i denote

the state space of SQM (i, c). By decomposition, the cardi-
nality of the state space of submodel (i, c) reduces to |S(c)

i | =
(
∏

(i,j)∈Lc
Hij)(NQ + 1), where the cardinality of Hij is given

in Theorem 1.
Let S(y)

(i,c) denote the y-th system state within the local state
space. Define the transition probability matrix of SQM (i, c)

under control policy Ω by PΩ
(i,c) = [Pr.{S(c)

i,t+1 = S
(y)
(i,c)|S

(c)
i,t =

S
(z)
(i,c),Ω(S

(z)
(i,c))}], y, z ∈ {1, . . . , |S(c)

i |}. Define the steady-

state probability matrix as πΩ
(i,c)=[πΩ

S
(z)

(i,c)

], z∈{1, . . . , |S(c)
i |},

where πΩ

S
(z)

(i,c)

= limt→∞ Pr.{S(c)
i,t = S

(z)
(i,c)}. Obviously, if each

SQM can be analyzed separately by the balance equation, the
steady-state distributions of the local system states of every
SQM {πΩ

(i,c)|q
(c)
i ∈ Θ} instead of the joint steady-state distri-

butions of the global system states of the original QM πΩ can
be derived. Therefore, model decomposition can significantly
reduce the size of the state space in the analysis and achieve
better performance in computational complexity.

However, the above decomposition is not “clean”, i.e., there
exist interactions between SQMs. The main reason is that the
RRG scheduling action under a policy depends on the global
system state instead of only the local system state of a SQM.
Therefore, we cannot derive {φS(a∗)|a∗ ∈ A∗} solely based
on the local system state S

(c)
i . However, in order to derive

the transition probability matrix PΩ
(i,c), we need to determine

φS(a∗). Therefore, the system states of the other SQMs have to
be available in order to derive the steady-state distribution of a
single SQM, which is impossible due to model decomposition.
In order to deal with this problem, we derive the approximate
selection probability of every action in the next step.

2) Transition Probability Approximation: We assume that
when solving SQM (i, c), the steady-state probability matrices

π̃Ω
(i′,c′) of the other SQMs (i′, c′), ∀ q(c

′)
i′ ∈ Θ \ {q(c)i }, have

already been derived. The approximate selection probability of
an action φ̃

S
(c)
i

(a∗) under the local system state S
(c)
i of SQM

(i, c) can be derived as the expected value of the exact action
selection probability φS(a∗) over the state space of the other
SQMs. Let Eπ(Ω)[x] denote the expectation operation taken
w.r.t. the unique steady-state distribution induced by the given
policy Ω, where x is a function of the system state S. We have

Ω∗
(
S
(c)
i

)
=

{
φ̃
S

(c)
i

(a∗)|a∗ ∈ A∗
}
, ∀S(c)

i ∈ S(c)
i , (13)

Pr.
(
A

(c)
0,t = arr|St

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φSt

(
a
(u)
u

)
if ∀u ∈ U(2c−1)0,

arr = R
H

(u)

(2c−1)0

and Q
(c)
2c−1 ≥ R

H
(u)

(2c−1)0

,
or
arr = Q

(c)
2c−1 and Q

(c)
2c−1 < R

H
(u)

(2c−1)0

,

1−
∑

u∈U(2c−1)0

φSt

(
a
(u)
u

)
if arr = 0

0 otherwise.

(11)
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where

φ̃
S

(c)
i

(a∗) = Eπ(Ω)
[
φS(a∗)|S(c)

i

]
. (14)

Moreover, for any D2D connection c ∈ CD2

⋃
CD3 in cel-

lular RM or Hybrid RM, the local state transition probabil-
ity Pr.{S(c)

0,t+1|S
(c)
0,t ,ad} cannot be determined given a RRG

scheduling action ad. This is because the QSI transition prob-
ability Pr.{Q(c)

0,t+1|S
(c)
0,t ,ad} is dependent on the departure

process of link (2c− 1, 0), which in turn depends on the
global system state St. Given the steady-state probabilities of
SQM (2c− 1, c) (π

S
(z)

(2c−1),c

) and the approximate selection

probability of RRG Bu, u ∈ U(2c−1)0 under policy Ωu when

the local state of SQM (2c− 1, c) is known (φ̃
(S

(z)

(2c−1),c
)
(a

(u)
u )),

we can derive the approximate arrival rate of q(c)0 for any D2D
connection c ∈ CD2

⋃
CD3 in cellular RM or Hybrid RM as

Pr.
(
A

(c)
0,t = arr

)

≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

φ̃(
S

(z)

(2c−1),c

) (a(u)u

)
π
S

(z)

(2c−1),c

if ∀ z ∈
{
1, . . . ,

∣∣∣S(c)
2c−1

∣∣∣} , u ∈ U(2c−1)0,

arr = R
(u)
H(2c−1)0

and Q
(c)
2c−1 ≥ R

(u)
H(2c−1)0

, or

arr = Q
(c)
2c−1 and Q

(c)
2c−1 < R

(u)
H(2c−1)0

1−
∑∣∣S(c)

2c−1

∣∣
z=1

∑
u∈U(2c−1)0

φ̃(
S

(z)

(2c−1),c

) (a(u)u

)
π
S

(z)

(2c−1),c

if arr = 0
0
otherwise.

(15)

Therefore, we can derive the approximate state transition
probability matrix P̃Ω

(i,c) with each element as∑
a∗∈A∗

Pr.
{
S
(c)
i,(t+1)|S

(c)
i,t ,a∗

}
φ̃
S

(c)
i,t

(a∗)

=Pr.
{
H

(c)
i,(t+1)|H

(c)
i,t

} ∑
a∗∈A∗

Pr.
{
Q

(c)
i,(t+1)|S

(c)
i,t ,a∗

}
φ̃
S

(c)
i,t

(a∗)

(16)

and thus the approximate steady-state probability matrix π̃Ω
(i,c)

of SQM (i, c) can be computed by the balance equation.
However, if we solve the SQMs sequentially by index, the

above requirement cannot be satisfied since only the steady-
state solutions of SQMs (i′, c′) ≺ (i, c) are known when solv-
ing the SQM(i, c). In the following section, fixed point iteration
is introduced to solve this problem.

3) Fixed Point Iteration: Let {πΩ
(i,c)|q

(c)
i ∈ Θ} be the vector

of iteration variables of the fixed point equation{
πΩ

(i,c)|q
(c)
i ∈ Θ

}
= f

({
πΩ

(i,c)|q
(c)
i ∈ Θ

})
. (17)

where function f is realized by solving |Θ| submodels suc-
cessively with the submodel solution method as described
above. The fixed point iteration can be derived by successive
substitution. We define the initial vector as {πΩ,0

(i,c)|q
(c)
i ∈ Θ}.

Each element of πΩ,0
(i,c) can be set to an arbitrary value between

0 and 1. In the ε-th iteration, we have{
πΩ,ε

(i,c)|q
(c)
i ∈ Θ

}
= f

({
πΩ,ε−1

(i,c) |q(c)i ∈ Θ
})

. (18)

where the iteration variables are determined by the function
f based on the values of the last iteration. The iteration is
terminated when the differences between the iteration variables
of two successive iterations are less than a certain threshold
value. The convergence of the fixed point iteration can be
proved according to Theorem 2 in [18], which is omitted in this
paper due to space limitation.

The reduction of the computational complexity when apply-
ing the decomposition and iteration approach is substantial.
Let η and n represent the number of non-zero entries of the
transition probability matrix of DTMC S underlying the exact
model and iterations for the numerical solution (e.g., Successive
Over-Relaxation (SOR) method) of the exact model. Note that
η is of the order |S|2, i.e., square of the state space of the exact
model, while n depends on the spectral radius of transition
probability matrix of DTMC {St}t=0,1,.... Therefore, the total
number of floating point operations is equal to ηn to solve
the exact model [17]. For the decomposition and iteration
approach, if Υ iterations are needed at the decomposition level,
since |Θ| SQMs need to be analyzed at each iteration, if at
the ε-th iteration (1 ≤ ε ≤ Υ), SQM (i, c) has an underlying
DTMC {S(c)

i,t }t=0,1,...
where there are η

(ε)
(i,c) non-zero entries

in its transition probability matrix, requiring n
(ε)
(i,c) iterations

of the numerical method for its solution, the total cost is∑
q
(c)
i

∈Θ
∑Υ

ε=1 η
(ε)
(i,c)n

(ε)
(i,c). Since |S| and η grow exponentially

with the number of queues |Θ| in the exact model, their large
sizes indicate how the number of integer operations and the
memory requirements are extremely large as well. On the other
hand, since |S(c)

i | and η
(ε)
(i,c) remain the same irrespective of

the number of queues |Θ|, the execution time and memory
requirements of the decomposition and iteration approach only
grow linearly with |Θ|.

C. Performance Metrics

Given πΩ, the end-to-end performance measures such as the
mean throughput, the average delay and the dropping probabil-
ity for all the connections can be derived.

1) Average Queue Length: The average queue length of
queue q

(c)
i equals

Q
(c)
i = Eπ(Ω)

[
Q

(c)
i

]
, (19)

2) Mean Throughput: Denote T c as the end-to-end mean
throughput of connection c ∈ C and T ij as the mean throughput
of link (i, j). As every cellular uplink or downlink connec-
tion c ∈ CCu

⋃
CCd only consists of one link, we have T c =

T (c+D)0 or T c = T 0(c+D). Similarly, as a D2D connection
c ∈ CD in D2D RM also consists of one hop, we have T c =
T (2c−1)(2c). If a D2D connection c ∈ CD works in Cellular
RM, since the data of connection c are transmitted via a two-
hop route, we have T c = min[T (2c−1)0, T 0(2c)] = T 0(2c). If a
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D2D connection c ∈ CD works in Hybrid RM, since the data of
connection c can be transmitted either via the single-hop route
or the two-hop route, we have T c = T (2c−1)(2c) + T 0(2c).

According to the discussion above, we need to derive the
mean throughput of related links in order to obtain the end-to-
end mean throughput of a connection c. The mean throughput
of a link (i, j) ∈ L̃ can be derived as

T ij = Eπ(Ω)

[ ∑
a∗∈A∗

Tij

(
S
(c)
i ,a∗

)
φS(a∗)

]
, (20)

where

Tij

(
S
(c)
i ,a∗

)
=

{
rij

(
S
(c)
i ,a∗

)
if Q(c)

i ≥rij(Hij ,a∗)

Q
(c)
i if Q(c)

i <rij(Hij ,a∗)
(21)

is the service rate of link (i, j), which depends on the minimum
value of the channel transmission capability rij of link (i, j)

and the amount of data in the queue q
(c)
i . Note that rij depends

on the corresponding uplink or downlink scheduling action a∗
and the local channel state Hij of link (i, j).

3) Average Delay: Denote Dc as the end-to-end average

delay of connection c ∈ C and D
(c)
i as the average delay of

queue q
(c)
i . Similar to derivation of mean throughput, it is

straightforward to see that Dc = D
(c)
c+D for any cellular uplink

connection c ∈ CCu and Dc = D
(c)
0 for any cellular downlink

connection c ∈ CCd. For any D2D connection c ∈ CD in D2D
RM, we have Dc = D

c
2c−1. For any D2D connection c ∈ CD

in Cellular RM, since the data are transmitted via a two-hop

route, we have Dc = D
(c)
2c−1 +D

(c)
0 . For any D2D connec-

tion c ∈ CD in Hybrid RM, since the data can be trans-
mitted either via the single-hop route or the two-hop route,

we have Dc = D
(c)
2c−1 +D

(c)
0 (T 0(2c)/(T (2c−1)(2c) + T 0(2c))).

This is because among all the served data for connection c,
T (2c−1)(2c)/(T (2c−1)(2c) + T 0(2c)) fraction of data are trans-
mitted via the single hop route which has an average delay of
D

(c)
2c−1, while T 0(2c)/(T (2c−1)(2c) + T 0(2c)) fraction of data are

transmitted via the two-hop route which has an average delay

of D
(c)
2c−1 +D

(c)
0 .

The average delay D
(c)
i for any queue q

(c)
i can be calculated

according to Little’s Law as

D
(c)
i = Q

(c)
i

/ ∑
(i,j)∈Lc

T ij , (22)

which is the average amount of time between the arrival and
departure of a packet in queue q

(c)
i . Note that

∑
(i,j)∈Lc

T ij is

mean throughput of queue q
(c)
i , which is the sum of the mean

throughput of all the links (i, j) serving q
(c)
i . Due to the packet

dropping mechanism,
∑

(i,j)∈Lc
T ij equals the effective arrival

rate of queue q(c)i , which is the average rate at which the packets
enter queue q

(c)
i .

4) Dropping Probability: Denote dc as the dropping proba-
bility of connection c ∈ C and d

(c)
i as the dropping probability

of queue q
(c)
i . It is straightforward to see that dc = d

(c)
(c+D) for

any cellular uplink connection c ∈ CCu and dc = d
(c)
0 for any

cellular downlink connection c ∈ CCd. For any D2D connection
c ∈ CD in D2D RM, we have dc = d

(c)
(2c−1). For any D2D

connection c ∈ CD in Cellular RM, since the data are transmit-
ted via a two-hop route, we have dc = 1− (1− d

(c)
(2c−1))(1−

d
(c)
0 ). For any D2D connection c ∈ CD in Hybrid RM, since

the data of connection c can be transmitted either via the
single-hop route or the two-hop route, we have dc = 1− [(1−
d
(c)
(2c−1))(1− d

(c)
0 (T (2c−1)0/(T (2c−1)(2c) + T (2c−1)0)))]. This

is because among the packets that are successfully transmitted
from queue q

(c)
(2c−1), T (2c−1)(2c)/(T (2c−1)(2c) + T (2c−1)0) frac-

tion of data are transmitted via the single-hop route to the des-
tination. On the other hand, T (2c−1)0/(T (2c−1)(2c) + T (2c−1)0)
fraction of data are transmitted via the two-hop route to queue
q
(c)
0 , which may be dropped with probability d

(c)
0 at queue q

(c)
0 .

Let B(c)
i,t be the random variable which represents the number

of dropped data of queue q
(c)
i at time slot t with system state

St. Since NQ + b = A
(c)
i,t +max[0, Q

(c)
i,t − r

(c)
i,t ], where b is the

number of packets dropped during the t-th slot, we obtain (23),
shown at the bottom of the page.

Then, the dropping probability d
(c)
i of queue q

(c)
i can be

estimated as

d
(c)
i =

Average # of packets dropped in a time slot
Average # of packets arrived in a time slot

=
Eπ(Ω)

[∑∞
b=0 bPr.

(
B

(c)
i,t = b

)]
Ā

(c)
i,t

, (24)

where Ā
(c)
i,t = λc if node i is the source node of connection

c. On the other hand, for the D2D connection c in Cellular
RM or Hybrid RM, the mean amount of data arrived to the
queue on the BS for this connection equals the mean throughput
of the corresponding cellular uplink, i.e., Ā(c)

0,t = T (2c−1)0,t =

Eπ(Ω)[T(2c−1)0,t].
When model decomposition and iteration approach is used,

and the steady-state distributions of the local system states of
every SQM {πΩ

(i,c)|q
(c)
i ∈ Θ} instead of the joint steady-state

distributions of the global system states of the original QM
πΩ are derived, the above (19)–(24) are still valid, except that
Eπ(Ω)[x] should be replaced by Eπ(i,c)(Ω)[x], S replaced by
S
(c)
i , and φS(a∗) replaced by φ̃

S
(c)
i

(a∗).

Pr.
(
B

(c)
i,t = b

)
=

∑
a∈A

Pr.
(
A

(c)
i,t = NQ + b−max

[
0, Q

(c)
i,t − r

(c)
i,t

(
H

(c)
i ,a∗

)])
φS(a∗). (23)
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V. NUMERICAL RESULTS AND DISCUSSIONS

We consider a wireless network employing adaptive M -ary
quadrature amplitude modulation (M -QAM) with convolu-
tional coding which has six channel states for all transmission
links. The SINR thresholds for the channel states are given in
Table II of [5]. We assume the Rayleigh fading channel and
the number of packets transmitted in a time slot under different
channel states, i.e., Rk with k = 1, 2, 3, 4, 5, 6 are set to 0, 1, 2,
3, 6, 9, respectively. The carrier frequency and the time slot
duration ΔT are set to 2 GHz and 1 ms, respectively. The
velocity of the terminals is set to be 3 km/h so that the Doppler
frequency becomes 5.56 Hz. We let the buffer size K = 10
packets, where the packet length B = 1080 bits.

We simulate a circular cell with a BS (node 0) in the center.
The cell radius is set to 500 m. The distance between the
transmitter of node i and receiver of node j, i.e, the distance
of link (i, j), is denoted by dij . We consider the path loss
channel model 28 + 40 log10 d[m] for any wireless channel
between a pair of UEs, while the path loss channel model
15.3 + 37.6 log10 d[m] for any wireless channel between the
BS and a UE [12]. The transmission power of the BS and the UE
are set to be 46 dBm and 23 dBm, respectively. We normalize
the uplink noise power and downlink noise power, respectively,
so that the SNR is 0 dB for any cellular uplink or downlink at
the cell border.

The computational complexity in deriving the exact steady-
state probabilities of the queuing model using the method given
in Section IV-A is very large even for the simple example
network in Fig. 1, where the state space size of the underlying
DTMC is 8.4e8 for Hybrid Mode. Therefore, we only perform
numerical experiments using the model decomposition and
iteration method as given in Section IV-B, where the largest
SQM state space size is 1386 irrespective of the number of
connections in the network. In order to validate the numerical
results obtained by solving the decomposed Markov model us-
ing fixed point iteration, we develop a discrete-event simulation
framework of a D2D communications system with dynamic
packet arrivals. The simulation is run over 106 time slots and
the time-average performance measures of every connection are
obtained. In the numerical method, we set the initial steady-
state probability of every state to be the same within vector
π(i,c) of every SQM (i, c). The number of iterations for con-
vergence is 15.

Since we focus on the interference scenario where a cellular
user can reuse resources with at most one D2D pair in this paper
as discussed in the Introduction, numerical experiments on the
example network in Fig. 1 with one D2D connection, one cel-
lular uplink connection and one cellular downlink connection
can provide many insights into the mode selection principle.
This is because although our general network model can include
multiple D2D or cellular connections, the resultant D2D links
and cellular uplinks form multiple pairs of fixed resource reuse
relationships, which can be seen as multiple copies of D2D
connection 1 and cellular connection 2 in the uplink. For any
D2D connection in our general network model, its optimal
mode mainly depends on the local network topology consisting
only of nodes and links related to the considered pair of D2D

Fig. 3. The network topology for the numerical experiments.

and cellular connections, such as the distance between the src.
DUE and dest. DUE and the distance between the transmitters
and receivers of the potential interference links. Compared with
the network scenario in [9], [10], [12], [14], the example net-
work in Fig. 1 additionally include a downlink cellular link, so
that its impact to the optimal mode for the D2D connection can
also be studied. Therefore, we first perform numerical experi-
ments on the example network with varying topologies and ar-
rival rates in Section V-A and B, respectively, so that some key
observations with respect to the mode selection principles can
be obtained. Next, we perform numerical experiments on a gen-
eral network scenario with varying number of D2D connections
and cellular uplink and downlink connections in Section V-C.
Finally, we discuss the mode selection scheme design using our
queuing model and numerical method in Section V-D.

A. Numerical Results With Varying Topologies

As illustrated in Fig. 3, we assume a pair of D2D UEs (src.
node 1 and dest. nodes 2), a cellular UE with uplink transmis-
sion (node 3) and a cellular UE with downlink transmission
(node 4). We perform numerical experiments with varying D2D
link distance and interference conditions by fixing the positions
of src. node 1, node 3, and node 4 while tuning the position of
dest. node 2 so that both the distance of D2D link (1, 2) and the
distance of potential interfering link (3, 2) shall change. Specif-
ically, we set d10 = d02 = 280 m, d30 = 200 m, and d04 =
400 m. Moreover, the angle between links (1, 0) and (3, 0)
is set to be 30◦. The position of dest. node 2 can be tuned by
changing the angle α between links (1, 0) and (0, 2), so that
dest. node 2 rotates on the dotted circle in Fig. 3. We assume
that α is positive or negative when dest. node 2 rotates anti-
clockwisely or clockwisely away from src. node 1. Obviously,
−180◦ ≤ α ≤ 180◦.

We first study the performance of the semi-static RSM selec-
tion schemes, where both numerical method and simulation are
performed for the D2D-NOS, D2D-OS, and Cellular Modes,
and the performance of semi-statically select the NOS, OS, and
CM RSMs can be obtained, respectively. We first change the
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Fig. 4. Average delay and dropping probability versus the angle α between
links (1, 0) and (0, 2) under MaxWeight algorithm for D2D-NOS, D2D-OS,
and Cellular Modes.

TABLE III
INTERSECTING POINTS FOR THE PERFORMANCE CURVES UNDER

D2D-NOS, D2D-OS AND CELLULAR MODES

Fig. 5. The optimal routing modes partitioned by α1, α2, and α3.

angle α between links (1, 0) and (0, 2) from −40◦ to 40◦. Fig. 4
shows the numerical and simulation results for the end-to-end
average packet delay and packet dropping probability averaged
over the three connections under the MaxWeight schedul-
ing algorithm, when the packet arrival rate is set to λ = 5
packets/slot. The numerical result can match the simulation
trace reasonably well. For each performance metric, the curves
for the three modes have three intersecting points when α
equals α1, α2, and α3 as summarized in Table III. When α <
α1 or α > α3, the Cellular Mode performs better than both
D2D-NOS and D2D-OS Mode. On the other hand, the D2D-
NOS Mode performs the best when α1 < α < α2 and the D2D-
OS Mode performs the best when α2 < α < α3. The regions
where the D2D-NOS, D2D-OS, and Cellular Modes perform
the best are illustrated in Fig. 5, which are also the regions for
the optimal semi-static selection of the corresponding RSMs in
terms of the corresponding performance metric.

The explanation for the above overall performance trend of
both performance metrics is obvious. As expected, the perfor-
mance of both D2D-NOS and D2D-OS Modes degrade with
increasing |α| as the D2D link distance d12 increases, while
the performance of the Cellular Mode remains unchanged as all

the cellular link lengths are fixed. Although the performance of
both D2D-NOS and D2D-OS Modes degrade with increasing
|α|, the performance of D2D-OS degrades symmetrically when
dest. node 2 rotates anti-clockwise and clockwise with the
same |α|. On the other hand, the performance of D2D-NOS
degrades faster when dest. node 2 rotates anti-clockwise as
compared to clockwise. This is because the distance d32 of the
potential interfering link I32 increases/decreases as dest. node 2
rotates anti-clockwise/clockwise, which causes the correspond-
ing change in the amount of interference to D2D link (1, 2).

Although the overall performance trends are similar, the
values of the intersecting points α1 and α2 are different for
different performance metrics. Specifically, α2 equals 10◦ and
−15◦ for average delay and dropping probability, respectively,
which means that the D2D-OS mode performs better than D2D-
NOS mode in terms of dropping probability but worse than
D2D-NOS mode in terms of average delay when −15◦ < α <
10◦. This is because the D2D-OS mode uses the MaxWeight
algorithm to achieve scheduling gain, while the D2D-NOS
Mode does not need any scheduling algorithm as the links
always transmit whenever the queues are non-empty. Moreover,
the MaxWeight algorithm can achieve larger scheduling gain
in terms of dropping probability than average delay. This is
because the MaxWeight algorithm is designed under the infinite
buffer capacity assumption with the aim to guarantee the queue
lengths not drifting to infinity. When the traffic load is large
and the buffer capacity is finite, the MaxWeight algorithm
results in the lengths of all the queues becoming equally large.
However, as the queue length is bounded by the maximum
capacity K of the buffer in reality, it may be better from the
average delay perspective to allocate more resources to one
queue to result in its smaller delay while leaving the packet
delay of the other queue be bounded by the maximum value.
Also note that α1 equals −34◦ and −30◦ for average delay
and dropping probability, respectively, which means that the
Cellular mode performs better than D2D-NOS mode in terms of
dropping probability but worse than D2D-NOS mode in terms
of average delay when −34◦ < α < −30◦. The explanation
is similar with above since the Cellular mode also uses the
MaxWeight algorithm. From the above observations, we can
draw the conclusion that the optimal RSM is impacted by the
scheduling algorithm and the considered performance metric
when semi-statically selected.

Next, we focus on contrasting the performance of dy-
namic RSM selection schemes with that of the optimal
semi-statically selected RSM. Fig. 6 shows the numerical
and simulation results of the end-to-end average delay and
dropping probability of D2D-Dynamic and Hybrid-Dynamic
Modes under MaxWeight scheduling algorithm with arrival rate
λ=5 packets/slot, when the angle α between links (1, 0) and
(0, 2) rotates between −40◦ to 40◦. To provide a comparison
baseline, we also illustrate the optimal performance of D2D-
NOS, D2D-OS, and Cellular Modes under MaxWeight algo-
rithm with varying α in Fig. 6, which is a synthesis of the
performance curves in Fig. 4. As expected, the D2D-Dynamic
Mode performs better than that of the optimal semi-static
scheme when −30◦ < α < 30◦, which roughly corresponds to
the region where D2D-NOS/D2D-OS Mode performs better
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Fig. 6. Average delay and dropping probability versus the angle α be-
tween links (1, 0) and (0, 2) under MaxWeight scheduling algorithm for
D2D-Dynamic, Hybrid-Dynamic, and the optimal semi-static mode selection
scheme.

than Cellular Mode. The largest performance gain in dropping
probability achieved by D2D-Dynamic Mode (10%–15%) lies
in region −15◦<α<5◦. From Fig. 4, we observe that the
performance of D2D-NOS and D2D-OS Modes are quite close
in this region, which means that D2D-Dynamic Mode can better
exploit the channel variations opportunistically by dynamic
selection of NOS and OS resource sharing modes. Note that
from Fig. 4, the performance of D2D-NOS and D2D-OS Modes
are also quite close when −30◦ < α < −15◦. However, the
performance gain in dropping probability achieved by D2D-
Dynamic Mode is small in this region and decreases with
increasing |α| from Fig. 6. This is because the performance gain
of D2D-Dynamic Mode depends on exploiting the dynamic
channel variations of the potential interfering links, while the
channel gain of potential interfering link I32 becomes quite
small when −30◦ < α < −15◦ and decreases with increasing
|α| due to the increasing distance between node 3 and dest.
node 2. Fig. 6 further shows that the Hybrid-Dynamic Mode
constantly performs better in dropping probability than both
the optimal semi-static mode selection scheme and the D2D-
Dynamic Mode with varying α, as it dynamically select the
three RSMs in each time slot. It achieves the largest perfor-
mance gain over the optimal semi-static mode selection scheme
in dropping probability (20%–25%) when −20◦ < α < −30◦,
which roughly corresponds to the region where the perfor-
mance of Cellular, D2D-NOS and D2D-OS Modes are closest.
However, when |α| = 40◦, the performance gain of Hybrid-
Dynamic Mode becomes negaligible and further numerical
results reveal that the performance of Hybrid-Dynamic Mode
and Cellular Mode are approximately the same if we increase
|α| beyond 40◦. This is because the channel gain of the D2D
link (1, 2) is too small due to the large distance between src.
node 1 and dest. node 2, so that the cellular link (1,0) is
always selected by the Hybrid-Dynamic Mode to serve the D2D
connection. From Fig. 6, we can also observe that the Hybrid-
Dynamic Mode performs worse than the optimal semi-static
mode selection scheme in average delay when −30◦ < α <

Fig. 7. Dropping probability of the optimal semi-statically selected RSM
versus the angle α between links (1, 0) and (0, 2) and the distance of link (0, 2)
(d02) under MaxWeight scheduling algorithm.

−5◦ and 15◦ < α < 25◦. From the above discussion, this is not
surprising since the MaxWeight algorithm sacrifies the delay
performance in order to achieve better dropping probability
performance. Based on the above observations, we can draw
the conclusion that the performance gain of a dynamic RSM
selection scheme over its corresponding optimal semi-statically
selected RSM is also impacted by the scheduling algorithm and
the considered performance metric. Moreover, the performance
gain of a dynamic RSM selection scheme decreases as the
performance gap between the corresponding RSMs increases
when they are semi-statically selected, and the performance
gain of D2D-Dynamic Mode is small when the interference
between the D2D link and cellular link pair with resource reuse
is small.

In the above numerical experiments, we fix the distance of
link (0, 2) (d02) to be 280 m and rotate it in circle. Now we
change the distance of link (0, 2) from 100 m to 400 m in a step
of 100 m. The numerical results of the performance variation
in dropping probability of the optimal semi-statically selected
RSM with the changing position of dest. node 2 is shown in
Fig. 7. We observe that better performance is achieved when
the value of α is small irrespective of the distance of link (0, 2).
This is because the channel condition of D2D link (1, 2) is good
when α is small, so that the D2D-OS or D2D-NOS Mode is
chosen providing performance gain over the Cellular Mode.
However, when the value of α is large and the D2D link is
always in poor channel condition, the Cellular Mode has to
be chosen.

Fig. 8 illustrates the optimal semi-statically selected RSM
with the changing position of dest. node 2 by different colors,
where the X-axis is the angle α between links (1, 0) and (0, 2),
while the Y-axis is the distance of link (0, 2) (d02). We first fo-
cus on the selection between Cellular Mode and D2D-OS/D2D-
NOS Mode. When the distance of link (0, 2) increases with a
fixed value of α, the performance of the Cellular Mode will de-
grade. This explains why the Cellular Mode is always selected
when −40◦ < α < 40◦ if d02 = 100 m, while the D2D-NOS
or D2D-OS Mode is selected instead when −20◦ < α < 25◦ or
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Fig. 8. The optimal semi-statically selected RSM versus the angle α between
links (1, 0) and (0, 2) and the distance of link (0, 2) (d02) under MaxWeight
scheduling algorithm.

−25◦ < α < 30◦ if d02 = 200 m or d02 = 300 m, respectively.
However, when d02 increases to 400 m, the D2D-NOS or
D2D-OS Mode is selected in a smaller α region, i.e., −15◦ <
α < 20◦, compared to when d02 equals 200 m or 300 m,
although the performance of the Cellular Mode is the worst
when d02 = 400 m. This is because the distance of D2D link
(1, 2) (d12) also changes when the distance of link (0, 2) varies
with fixed α and achieves the minimum value when d02 =
d10 cos |α|. Since we set d10 = 280 m and |α| is small when
D2D-NOS or D2D-OS Mode is likely to be chosen, D2D link
distance d12 achieves the minimum value when d02 is a little
smaller than 280 m. Therefore, when d02 increases to 400 m,
the D2D link distance d12 also increases to a large value, which
makes the D2D-NOS or D2D-OS Mode performs even worse
than the Cellular Mode. It can be observed from Fig. 7 that
the performance of the optimal semi-statically selected RSM
is worse when d02 increases beyond 200 m, which is due to
the fact that both the D2D link (1, 2) and cellular link (0, 2)
have worse channel conditions. Now we turn our attention to
the selection between D2D-OS and D2D-NOS Modes. Note
that the distance of the potential interfering link I32 (d32) will
also change with varying d02 when the value of α is fixed.
Similar to d12, d32 achieves the minimum value when d02 =
d30 cos(|30− α|). Since we set d30 = 200 m, the minimum
value of d32 is achieved when d02 < 200 m. Therefore, the
value of d32 grows larger when d02 increases beyond 200 m,
which means that the interference from the Cellular UE
(node 3) to the D2D UE (dest. node 2) becomes weaker. There-
fore, it can be observed from Fig. 8 that the D2D-NOS Mode
is more likely to be selected with increasing d02. For example,
D2D-NOS is not selected at all when α ranges from −40◦ to
40◦ if d02 = 200 m, while it is selected when −15◦ < α < 15◦

if d02 = 400 m. We only studied how the distance of link (0, 2)
(d02) affects performance in the above experiments. This is
because the insights obtained by varying d02 can be used
to explain how the distance variation of other links affects
performance. For example, it is straightforward to see that when
the angle α is fixed, varying the distance of link (1, 0) (d10)
also affects the D2D link distance d12 but has no impact on
the distance of interference link I32 (d32), which means that
varying d10 affects selection between Cellular Mode and D2D-

Fig. 9. Average delay and dropping probability versus arrival rate under
MaxWeight scheduling algorithms (α = 15◦) for D2D-NOS, D2D-OS, and
Cellular Modes.

OS/D2D-NOS Mode in a similar way as varying d02, but it
will not affect the selection between D2D-OS Mode and D2D-
NOS Mode. On the other hand, since the distance variation
of link (3, 0) (d30) will impact d32 but not d12, the selection
between D2D-OS and D2D-NOS Modes are affected by the
variation of d30 in a similar way as varying d02, but the selection
between Cellular Mode and D2D-OS/D2D-NOS Mode will not
be impacted.

B. Numerical Results With Varying Arrival Rates

We fix the angle α = 15◦, and the variations in end-to-end
average delay and dropping probability with packet arrival rate
are presented in Fig. 9 for the D2D-NOS, D2D-OS, and Cellu-
lar Modes under MaxWeight scheduling algorithm. When the
arrival rate λ is large, the D2D-OS Mode performs better than
D2D-NOS Mode especially in terms of dropping probability,
which means that the reuse gain cannot compensate for the
reduction in spectral efficiency due to interference. However,
when the arrival rate λ is small, we observe that the D2D-NOS
and D2D-OS Modes perform similar. This is because there are
larger opportunities under light traffic load that one of the two
queues for the D2D link and Cellular uplink is empty, so that
the other queue can transmit at full rate without interference
no matter in D2D-NOS or D2D-OS Mode. We also observe an
increase in the performance gap between Cellular Mode and
D2D-OS/D2D-NOS Mode with increasing λ. This is because
when λ is large, the performance of connection 3 is much
worse in Cellular Mode compared to that in D2D-NOS/D2D-
OS Mode, as some of the downlink radio resources have to be
allocated to connection 1 in the Cellular Mode. However, when
λ is small, this “hop gain” achieved by the D2D-NOS/D2D-OS
Mode decreases as there are decreasing opportunities that both
queues Q1

0 and Q3
0 are non-empty at the same time. From the

above discussion, the relative performance of the semi-static
RSM selection schemes are affected by the arrival rate.

We now compare the performance in terms of dropping
probability of the D2D-Dynamic Mode (resp. Hybrid-Dynamic
Mode) and the optimal semi-statically selected mode under



LEI et al.: QUEUING MODELS WITH APPLICATIONS TO MODE SELECTION IN D2D COMMUNICATIONS 6713

Fig. 10. Dropping probability versus arrival rate under MaxWeight scheduling
algorithms for D2D-Dynamic Mode and optimal semi-statically selected RSM
when α = 5◦ and Hybrid-Dynamic Mode and optimal semi-statically selected
RSM when α = −25◦.

varying arrival rates with a fixed angle α = 5◦ (resp. α =
−25◦). These two values of α are selected because it can be
observed from Fig. 5 that they correspond to the angles when
the respective dynamic mode selection schemes achieve the
largest performance gain. Fig. 10 shows that the performance
gain of D2D-Dynamic Mode increases with increasing arrival
rate, since there are larger opportunities that the queues are non-
empty in order to achieve the opportunistic scheduling gain. On
the other hand, the performance gain of the Hybrid-Dynamic
Mode is not much impacted by the varying arrival rates, since
the gain mainly comes from exploiting the channel variations of
three links (1, 2), (1, 0), and (3, 0) for opportunistic scheduling
instead of only two links (1, 2) (or (1, 0)) and (3, 0). However,
since links (1, 2) and (1, 0) serve the same queue q

(1)
1 , the

increasing arrival rate has the same impact on the scheduling
gains of Hybrid-Dynamic Mode and the optimal semi-statically
selected mode.

C. Numerical Results With Varying Link Numbers

The above numerical experiments are performed on the net-
work topology in Fig. 3 with one D2D connection, one cellular
uplink connection, and one cellular downlink connection. In
this section, we illustrate the performance in terms of dropping
probability of the semi-static RSM selection schemes with mul-
tiple D2D connections and cellular connections. Fig. 11 shows
the numerical and simulation results when the number of D2D
connections CD, the number of cellular uplinks connections
CCu, and the number of cellular downlink connections CCd are
all set to 2 and 4. Note that when CD = CCu = CCd = C∗, there
are 4C∗ + 1 nodes and 5C∗ links in the network. It can be
observed that the numerical results match reasonably well with
the simulation.

D. Discussion on Mode Selection Scheme Design

Our queuing model and numerical method can be used for
the design of mode selection scheme under non-saturated traffic

Fig. 11. Dropping probability versus arrival rate under MaxWeight scheduling
algorithms (α = 15◦) for D2D-NOS, D2D-OS, and Cellular Modes, when the
number of D2D connection, cellular uplink connection, and cellular downlink
connection are set to CD = CCu = CCd = C∗ = 2 or 4.

model. As a simple example, before a pair of D2D UEs starts to
setup a connection, the BS can estimate the approximate aver-
age end-to-end performance of this new connection under every
communcations mode by applying our numerical method to the
corresponding queuing model. When the performance in terms
of the considered performance metric under one of the com-
munications mode is better than those of the other modes, we
can select this mode and set the corresponding link constraint
set for scheduling algorithm. Since the dynamic RSM selection
schemes involves more scheduling effort and signaling over-
head than the semi-static RSM selection schemes, a threshold
can be set so that the dynamic RSM selection scheme is only
chosen when its performance gain over the optimal semi-static
scheme is above the threshold. In this way, we achieve the
desired tradeoff between computation/communications over-
head and performance by tuning the threshold value. In the
above example, the D2D connection and cellular connections
are given the same priority. When the cellular connections are
given larger priorities, we can also select the mode in which
the estimated average delay or dropping probability of the D2D
connection is optimized while those of the cellular connections
satisfy their QoS requirements. Moreover, our QM can include
scheduling algorithms that are delay optimal or with delay con-
straint. Our numerical method can also be used to periodically
perform offline optimization to select communication modes
for all the existing D2D connections.

VI. CONCLUSION

In this paper, we have defined three canonical routing modes
for D2D communications underlaying cellular networks, which
can be combined with different resource allocation restrictions
to represent the semi-static and dynamic selections of the three
resource sharing modes. We have developed the queuing model
and proposed an exact and an approximate numerical methods
to investigate the performance of D2D communications under
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different routing modes with dynamic data arrival and finite-
length queuing. The approximate numerical method has been
validated by means of simulations. Our simulation results have
demonstarted that the optimal resource sharing mode for a
D2D pair is impacted by its packet arrival rate, scheduling
algorithm, and the considered performance metric. Moreover,
the performance gain by dynamically selecting a resource
sharing mode per time slot decreases as the performance gap
between the candidate resource sharing modes increases when
they are semi-statically selected, and the performance gain by
dynamically selecting the OS and NOS resource sharing modes
decreases with decreasing interference between the D2D link
and cellular link pair with resource reuse. Our performance
analysis can also be used for mode selection under bursty
traffic.

For broadband communications scenario with frequency-
selective fading channels, since the frequency-selective fading
channels can be turned into multiple parallel flat fading chan-
nels by the Orthogonal Frequency Division Multiplex (OFDM)
technique, the channel state space in our FSMC model may
grow with the increasing number of flat fading channels corre-
sponding to increasing system bandwidth. Therefore, we will
extend our numerical method for frequency-selective fading
channels using colored Stochastic Petri Nets for state aggre-
gation. Nevertheless, the insights derived from the numerical
results based on the narrowband model should still apply in the
broadband scenario. Although we assume that packet arrival
process is i.i.d. over time slots following general distribution,
our queuing models can be extended to Batch Markovian
Arrival Process (BMAP), which is a very general arrival process
that can capture correlation (i.e., burstiness) in process. The
extension method is similar to that in [7] and is omitted in
this paper due to space limitation. Other possible research
directions include extending our queuing model to characterize
the impact of inaccurate CSI feedback and to study the interfer-
ence scenario between a cellular link and multiple D2D links.
Our research work should provide some useful insight for the
design and optimization of mode selection schemes considering
dynamic packet arrival. And the analysis outlined here should
be useful to industrial machine-to-machine (M2M) networks
where e.g., sensors need to communicate quickly and directly
with actuators.
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