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Abstract—We propose lightweight protocol for securing communica-
tion and preserving users’ anonymity and location privacy in hybrid 
ad hoc networks. Symmetric-key-cryptography operations and pay-
ment system are used to secure route discovery and data transmis-
sion. To reduce the overhead, the payment can be secured without 
submitting or processing payment proofs (receipts). To preserve us-
ers’ anonymity with low overhead, we develop efficient pseudonym 
generation and trapdoor techniques that do not use the resource-
consuming asymmetric-key cryptography. Pseudonyms do not re-
quire large storage area or frequently contacting a central unit for 
refilling. Our trapdoor technique uses only lightweight hashing oper-
ations. This is important because trapdoors may be processed by a 
large number of nodes. Developing low-overhead secure and privacy-
preserving protocol is a real challenge due to the inherent contradic-
tions: (1) securing the protocol requires each node to use one authen-
ticated identity, but a permanent identity should not be used for pri-
vacy preservation; and (2) the low overhead requirement contradicts 
with the large overhead usually needed for preserving privacy and 
securing the communication. Our analysis and simulation results 
demonstrate that our protocol can preserve privacy and secure the 
communication with low overhead.  

Index Terms—Anonymous and secure routing protocols, hybrid ad-
hoc networks, privacy-preserving protocols, and payment systems. 

1. INTRODUCTION 
Hybrid ad hoc wireless network is a promising network archi-

tecture that incorporates ad hoc network with an infrastructure 
network including base stations [1]. The uplink mobile nodes may 
relay a source node’s packets to the cell’s base station, and the 
downlink mobile nodes may relay the packets to the destination 
node. This multihop packet relay can extend the base station’s 
coverage area by enabling the nodes outside the coverage area to 
use the network. Multihop packet relay can increase throughput 
due to using the available bandwidth more efficiently. This is be-
cause the transmission interference area can be reduced by trans-
mitting packets over shorter hops. However, involving autono-
mous and self-interested nodes in packet relay and the broadcast 
nature of radio transmission make the network highly vulnerable 
to serious security and privacy violation attacks.  

Attackers may analyze the network transmissions to learn the 
users’ communication activities, e.g., who communicates with 
whom, when, how long, etc, causing a severe threat for the users’ 
privacy [2, 3]. The adversaries may try to trace the packets to 
learn the origin and/or the destination of the communications. 
They may also attempt to locate users in number of hops and track 
their movements. Revealing a user’s location or the favorite loca-
tions he visits may lead to a physical attack. Attackers will exploit 
the fact that each node usually uses permanent identity and key to 
identify the node’s transmissions and link them to a user. Howev-
er, providing privacy preservation for hybrid ad hoc network pos-
es many challenges.  

Due to the open environment and the shared wireless medium, 
an attacker can intercept all the transmissions within the reception 
range of his radio receiver without the need to physically com-
promise a node. Moreover, multihop packet relay necessitates 
processing the packets by the mobile nodes to route them. This 
means that the packets’ headers should not be encrypted to enable 
multihop routing. Unfortunately, attackers can inspect packets’ 
headers to gain sensitive information. These attacks can be 

launched in an undetectable way by overhearing transmissions 
without disrupting the protocol.  

Moreover, attackers may impersonate users or manipulate route 
establishment packets. For example, attackers may advertise false 
routing information to involve themselves in routes to collect sen-
sitive information such as the pair of nodes that communicate and 
the nodes’ locations in number of hops. Although the proper net-
work operation requires the mobile nodes’ cooperation in relaying 
others’ packets, the selfish nodes will not cooperate without suffi-
cient incentive to save their resources such as battery energy. This 
selfish behavior degrades the network performance significantly, 
which may cause the multihop communication to fail [4]. 

Developing low-overhead secure and privacy-preserving com-
munication protocol is a real challenge due to the inherent contra-
dictions. First, securing the protocol usually requires each node to 
use one authenticated identity, but a permanent identity should not 
be used to preserve the node’s privacy. Second, reducing the pro-
tocol’s overhead is necessary because the nodes are constrained 
by limited battery energy and computing power. However, the 
low-overhead requirement contradicts with the large overhead 
usually needed for preserving privacy and securing the communi-
cation, as we will discuss in Section 2.  

In this paper, we propose a lightweight protocol for securing 
route establishment and data transmission, and preserving users’ 
privacy in hybrid ad hoc wireless networks. To preserve users’ 
anonymity, each node uses pseudonyms and one-time session key. 
Thus, if an adversary captures a packet, he cannot infer the real 
identities of the source, destination, or intermediate nodes. Our 
protocol enables the nodes to establish routes and send/relay 
packets without revealing their real identities or the identity of the 
destination node. A node’s pseudonyms can authenticate it to the 
intended nodes without revealing its real identity. Packet tracing 
is prevented by changing the packet’s appearance (bits) at each 
hop and using packet mixers. Therefore, even if an attacker 
eavesdrops on both the source and destination nodes, he cannot 
correlate their packets. To secure the protocol and preserve priva-
cy, the intermediate nodes can ensure that the packets are sent by 
legitimate nodes without revealing the real identities of the source 
and destination nodes.  

In order to secure the communication, we use hashing and 
symmetric-key-cryptography operations and a payment (or incen-
tive) system. The system uses credits (or micropayment) to charge 
the nodes that send packets and reward those relaying them. The 
system can stimulate the nodes to relay others’ packets to earn 
credits. Since the nodes pay for relaying their packets, the system 
can regulate packet transmission. Integrating privacy preservation 
with the payment system is essential to gain acceptance from the 
users to relay others’ packets. Although the payment can make 
packet relay beneficial, most users will not sacrifice their privacy 
for earning credits.  

To reduce the overhead, our protocol avoids the asymmetric-
key cryptography because it consumes much resource, increases 
the packet delivery delay and degrades the packet delivery ratio 
[5]. We develop efficient pseudonym generation technique that 
uses hashing operations. The low overhead of the hashing opera-
tions will facilitate reducing the lifetime of each pseudonym and 
thus boosting the users’ privacy. The end-to-end packet delay can 
be reduced because pseudonyms are fast to compute and can be 
pre-computed before receiving the packets. The pseudonyms are 
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authenticated and always synchronized and do not require large 
storage area or frequently contacting a central unit for refilling. 

Trapdoor is a special token used to anonymously inform the 
destination node about the source node’s call request. It is a key 
component in any anonymous communication protocol. The token 
(instead of the destination’s identifier) is appended to the route 
request packet, where only the intended destination node can rec-
ognize it. A trapdoor may be broadcasted throughout the network 
and processed by a large number of nodes. The cost of creating 
and processing trapdoors should be minimized. We develop effi-
cient trapdoor technique that does not require symmetric-key op-
erations, but only lightweight hashing operations. Moreover, 
much overhead is usually consumed in submitting/processing 
payment proofs (or receipts) to secure the payment systems [6]. 
Our payment system can be secured without submit-
ting/processing receipts. Our analysis and simulation results 
demonstrate that the proposed protocol can preserve the users’ 
privacy and secure the communication with low overhead.  

The remainder of this paper is organized as follows. Section 2 
reviews the related works. Section 3 discusses the system models. 
We describe our protocol in Section 4. Security and privacy anal-
yses and performance evaluation are given in Sections 5 and 6, 
respectively, followed by conclusion in Section 7. 

2. RELATED WORKS 
Lamparter et al. [7] propose a payment system for hybrid ad 

hoc network that is used to connect the nodes to the Internet via 
an Internet Service Provider. For each packet, the source node 
appends a signature to the full path identities, and the destination 
node signs a receipt and sends it to the last intermediate node in 
order to submit to the accounting center to update the nodes’ cred-
it account. Instead of generating a receipt per message or a group 
of messages, PIS [6] aims to reduce the receipts’ submit-
ting/processing overhead by generating a fixed-size receipt per 
session. ESIP [5] proposes a communication protocol that can be 
used for a payment system with limited use of asymmetric-key 
cryptography. The source and destination nodes generate signa-
tures for only one packet and the efficient hashing operations are 
used in the other packets. Salem et al. [4] propose a payment sys-
tem for hybrid ad hoc networks, where both the uplink and down-
link packet relay can be multihop. When a route is broken, the 
nodes that receive the last packet should submit receipts to the 
base station to secure the payment.  

Different from [1, 4 - 7], our protocol can preserve the users’ 
privacy and secure the communication. It can also secure the 
payment without submitting receipts or using asymmetric-key 
cryptography to reduce the overhead.  

Capkun et al. [8] proposed a privacy-preserving communication 
protocol for hybrid ad hoc network. Each node stores a set of pub-
lic/private key pairs and certificates with different pseudonyms 
signed by a trusted party. The node uses a key pair to authenticate 
itself and to share symmetric keys with its neighbors. It periodi-
cally changes its public/private key pair and shares new symmet-
ric keys with its neighbors to protect its anonymity. The nodes 
should contact the trusted party to refill their certified keys before 
they are exhausted. Each node also stores a routing table which 
contains the neighbors’ pseudonyms and their distances to the 
base station in number of hops. Different from this protocol, our 
protocol is on-demand one that establishes routes only when 
needed. This can boost users’ privacy because it does not send out 
unneeded routing advertisements. 

In ANODR [9], the trapdoor is the encryption of the destination 
node’s real identity and a random value by using the shared key 
with the destination node. However, the trapdoor technique is 
resource consuming because each node has to try to open the 
trapdoor with every key it shares with other nodes due to hiding 
the identities of the source and destination nodes to preserve their 
anonymity. Moreover, eavesdroppers can trace the packets along 
the route because their content does not change at each hop, and 
they can also know if a pair of nodes currently communicates.  

In SDAR [10], the trapdoor is the encryption of the destina-
tion node’s real identity and a one-time session key using the des-
tination node’s public key. Each node tries to open the trapdoor 
with its private key, and if it is not the destination, it uses the 
source node’s one-time public key to add the encryption of its real 
identity, a one-time symmetric key, and a signature. However, the 
protocol is very resource consuming as it extensively use asym-
metric-key cryptography operations. Moreover, the destination 
node learns the real identities and locations (in number of hops) of 
the intermediate nodes, and the location of the destination node is 
disclosed to the source node. 

Unlike most communication protocols that are based on long-
term identities, El-Defrawy et al. [11] argue that the location-
centric communication paradigm is better-suited for privacy in 
mobile ad hoc networks. However, the location of the destination 
node and the distance between the source and the destination 
nodes are disclosed during route discovery. 

Lin et al. [12] propose a privacy-preserving protocol based on 
group signature and identity-based signature techniques for vehic-
ular ad hoc network. Ren et al. [13, 14] propose a protocol to en-
force user access control and offer user privacy protection. The 
proposal is presented as a suite of authentication and key agree-
ment protocols built upon a proposed short group signature varia-
tion. Mahmoud et al. [15] propose a scheme for protecting source 
nodes’ location privacy in sensor networks. However, since these 
networks use different network and adversary models, they cannot 
be applicable for hybrid ad hoc networks effectively. 

Zhang et al. [16] propose a secure communication protocol for 
ad hoc network using a combination of identity-based cryptog-
raphy and threshold cryptography. In ARAN [17], the source node 
attaches its certificate, a signature, and the identity of the destina-
tion node to the route request (RREQ) packet. Each node verifies 
the signature, signs it, and forwards the packet to its neighbors. 
The destination node signs the route reply (RREP) packet and 
transmits it to the source node along the reverse path. 

In Ariadne [18], the RREQ packet has the identities of the 
source and destination nodes, a randomly generated request iden-
tifier, and a message authentication code (MAC) computed over 
these elements with the key shared with the destination node. 
Each intermediate node attaches a MAC computed with the key 
shared with the destination node. The purpose of the per-hop 
MAC operations is to prevent the removal of identities from the 
packet. The destination node verifies the MAC, and sends RREP 
packet containing the list of identities obtained from the RREQ 
packet. In [19], Acs et al. introduce an attack against Ariadne pro-
tocol that takes advantage of the fact that the intermediate nodes 
cannot verify the MACs of the previous nodes in the route because 
they do not know the keys used in the computation.  

3. SYSTEM MODELS 
3.1 Network Models 

The considered hybrid ad hoc wireless network consists of mo-
bile nodes, a trusted party (Tp), a set of base stations connected 
with each other and with Tp. The network is deployed for civilian 
applications, its lifetime is long, and the nodes have long relations 
with the network. Tp manages the nodes’ credit accounts and 
maintains their symmetric keys. Each mobile node A should 
register with Tp to get a unique and long-term symmetric key KA 
and identity IDA. Without a valid key, the node cannot act as 
source, destination, or intermediate node.  

A cell is the geographical area that is controlled by a base sta-
tion. The transmission range of the base station is smaller than the 
radius of the cell. Thus, some mobile nodes will need to use the 
other nodes to relay their packets to communicate with the base 
station. The source base station (Bs) is the base station of the 
source node’s cell, and the destination base station (Bd) is the 
base station of the destination node’s cell. The source node ( S) 
sends packets to Bs (in multihops if necessary), Bs forwards the 
packets to Bd if the destination node ( D) resides in a different 
cell, and the  packets  are sent to D,  possibly  in  multiple  hops.  
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Fig. 1: Pseudonym generation technique. 

The part of the route between  and Bs is called uplink, and the 
part of the route between Bd and  is called downlink.  

Our payment model adopts a fair charging policy by supporting 
a cost sharing between the source and the destination nodes when 
both of them are interested in the communication. The payment-
splitting ratio is adjustable and service-dependent, e.g., a DNS 
server should not pay for name resolution. The source and desti-
nation nodes are charged and the uplink intermediate nodes are 
rewarded when the source base station receives the source node’s 
packets. The downlink intermediate nodes are rewarded when the 
destination base station receives acknowledgements of packet 
delivery. In Section 5, we will discuss that this payment model 
can stimulate packet relay and secure the payment without sub-
mitting receipts.  

3.2 Adversary Model 
The mobile nodes are potential attackers because they are au-

tonomous, self-interested, and motivated to misbehave to increase 
their welfare. The network infrastructure including Tp and the 
base stations are secure. They are operated by a single operator 
that is interested to ensure the network security. The adversaries 
can be legitimate nodes which have valid keys to access the net-
work, or external adversaries who are not members in the net-
work. They may also work individually or collude with each other 
to launch sophisticated attacks.  

We consider two different types of attackers. The first type of 
attackers would target the communication protocols including the 
payments system, the authentication protocol, and the route estab-
lishment and data transmission protocols. These attackers try to 
steal credits, pay less, and communicate freely. They can also 
attack the authentication protocol to impersonate other nodes and 
get an unauthorized use of the network, and manipulate/fabricate 
route establishment and data packets. The second type of attackers 
would target the users’ privacy to know the users’ communication 
activities, e.g., who is communicating to whom. They may also 
try to locate individual users in number of hops and track their 
movements to know the locations visited by them. 

The base stations and Tp are trusted in performing auditing cor-
rectly and in preserving the nodes’ location and identity privacy, 
but only Tp is trusted regarding the nodes’ long-term keys. A 
node’s identity and location should be known to the base stations 
to route the packets accordingly, but the long-term secret key is 
known only to Tp. The source and destination nodes do not know 
the location of each other or the real identities of the intermediate 
nodes. The intermediate nodes do not know the real identities or 
the locations of the source and destination nodes. 

Our objective is to fully protect the payment system against 
colluding attackers. We also aim to protect the users’ privacy 
against single and small-scale colluding attackers, and make the 
attacks launched by global eavesdroppers less effective. Global 
eavesdroppers can eavesdrop on every radio transmission on eve-
ry communication link in the network at all time. In our protocol, 

global eavesdroppers may infer a communication route if there 
are few active sessions in the network, but they cannot link the 
nodes’ pseudonyms to the real identities. 

The symmetric-key cryptosystem and the keyed hash function 
are secure. Specifically, given a plaintext and its corresponding 
ciphertext, the attacker cannot infer the key used in the computa-
tion; computing the ciphertext without knowing the key is infeasi-
ble; and linking a plaintext to its ciphetext without knowing the 
key is infeasible. For the keyed hash function, computing the hash 
value without knowing the key is infeasible; the function is unidi-
rectional in the sense that it is  infeasible  to  compute the input 
value if the output hash value and the key are known; and given 
the input and the output hash values and without knowing the key, 
it is infeasible to link them or infer the key.  

4. THE PROPOSED PROTOCOL 
4.1 Pseudonym Generation Technique 

The explicit use of a long-term identity or a permanent group of 
pseudonyms can violate users’ privacy. Attackers can link the 
identity or the pseudonyms to the user, e.g., by analyzing the as-
sociated activities. To preserve users’ anonymity, each pseudo-
nym is used for short time in such a way that only the intended 
node can link the pseudonyms to each other. By this way, even if 
an attacker could link a pseudonym to the user in one occasion, he 
cannot violate the user’s privacy for a long time and will not ben-
efit from this conclusion in the future due to pseudonyms’ period-
ic change and unlikability. Using a pseudonym for a long time 
enables attackers to collect much information about the visited 
locations by the anonymous user. Then, by analyzing this infor-
mation, the attackers may identify the users and gain much infor-
mation about their past visited locations.  

From Fig. 1, if nodes W and X share a secret key KWX (= 
KXW) and a public random seed value R, they can generate shared 
pseudonyms by iteratively hashing R with KWX.  refers to 
the keyed hash value resulted from iteratively hashing R n times 
with KWX. The pseudonyms generated from hashing R odd times 
(IDWX =  = { , , ..}) are used by W, and 
those generated from hashing R even times (IDXW =  = 
{ , , ..}) are used by X, where i = 1, 2, .. etc. A 
one-way hash function, H, maps an input of any length to a fixed-
length bit string. The function H is simple to compute yet compu-
tationally infeasible to invert. An example for a secure hash func-
tion is SHA-1 [20]. 

W can use a pseudonym, e.g., , for multiple packets, 
and when the node uses the next pseudonym ( ), X can 
know that W requests pseudonym change, so it uses the next 
pseudonym ( ). In order to maintain pseudonym synchroni-
zation between W and X, each node matches the other node’s 
expected pseudonym with the current and next pseudonyms. For 
example, when W uses , X matches W’s pseudonym 
with  and . Moreover, pseudonyms are used in one 
direction, i.e., if  is released, the pseudonyms  for j 
< i are no longer used. Each node also does not change its pseu-
donym more than once before the other node changes its pseudo-
nym. By this way, if the packet containing a new pseudonym, e.g., 

, is lost, the nodes do not lose synchronization because 
W will not use  before X releases  and shifts the 

window of expected pseudonyms from W to  and 
. 

The requirement that a node should not change its pseudonym 
more than once before the other node changes its pseudonym, can 
work well if the two nodes exchange packets regularly. However, 
in some cases, such as route request packets, a node may send 
multiple packets before receiving a packet from the other node. 
This requirement can be relaxed if each node matches the other 
node’s pseudonym against a window of L expected pseudonyms, 
where L > 2. The node should advance the window when it re-
ceives a pseudonym, where the last released pseudonym is always 
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 4 
on top of the window. Each node can release up to L pseudonyms 
before receiving a packet from the other node without losing syn-
chronization. 

Since privacy is a user-specific concept, our pseudonym gener-
ation technique allows users to trade off the privacy level and the 
computational overhead. Pseudonym change can be arbitrarily 
triggered by any of the two nodes without losing synchronization. 
The frequency of pseudonym change (Fr) is the number of pack-
ets that use one pseudonym. Higher privacy level is obtained 
when Fr decreases. The highest privacy level can be obtained 
when Fr = 1, i.e., a pseudonym is used for only one packet. An-
other advantage in our technique is that pseudonyms are comput-
ed by lightweight hashing operations and do not require large 
storage area or pseudonym refilling (unlike [8]). This means that 
Fr can be few (to boost nodes’ privacy) with an acceptable over-
head. Pseudonyms can also be computed before receiving a pack-
et to avoid delaying the packet relay. Pseudonyms are not linkable 
to the real identity because the real identity is not used in compu-
ting them. An attacker cannot link the pseudonyms of a chain 
without knowing the secret key used in computations. Moreover, 
pseudonyms are authenticated because no one can compute them 
except the owner of the secret key. 

4.2 Shared Keys and Authentication 
In our protocol, each node uses three symmetric keys and pseu-

donym chains shared with Tp, base stations, and other nodes, as 
follows:-  

1) Each node, e.g., X, and Tp share a long-term key KX. By 
using this key, they can generate a long-term pseudonym chain 
named IDXTp and IDTpX. 

2) Each node, e.g., X, shares a symmetric key and a pseudo-
nym chain with its cell’s base station. When the node handovers, 
the old base station sends the key and the pseudonyms to the new 
base station so that the key and pseudonym chain do not change 
and authentication process will not be needed. However, when 

X first joins the network or handover fails to keep the keep the 
keys and the pseudonyms, Tp mutually authenticates the node and 
the base station and distributes shared key to be used in generating 
pseudonyms. Tp should be involved because the base station does 
not know the node’s long-term key. As shown in Fig. 2, X initi-
ates the authentication process by sending an Authentication Re-
quest (AREQ) packet to the base station, probably through multi-
hopping. AREQ packet has a fresh pseudonym shared with Tp 
(IDXTp) and the encryption of IDXTp and its real identity (IDX), 
where (IDXTp, IDX)KX refers to the ciphertext resulted from en-
crypting “IDXTp, IDX” with KX.  

AREQ packet authenticates X to Tp because the secret key KX 
is required to compose valid packet. Without knowing KX, it is 
infeasible to compute valid (IDXTp, IDX)KX and fresh IDXTp. The 
base station (Bs) forwards the request to Tp which checks whether 
the pseudonym is for a registered user and replies with the node’s 
real identity, the shared key between X and Bs (KXBs = KBsX), 
and the seed of the pseudonym chain (R). With this packet, Tp 
authenticates X to the base station. R and KXBs are used to gener-
ate pseudonyms shared between X and Bs. The base station 
sends Authentication Reply (AREP) packet to X. X can ensure 
that the packet is sent from Tp because it is infeasible to compute 
IDTpX and (KXBs, IDTpX, R)KX without knowing the secret key KX. 
By this way, Tp mutually authenticates X and Bs without reveal-
ing the node’s long-term secret key. 

3) In route discovery phase, the base station mutually authenti-
cates each two neighboring nodes, e.g., W and X, and distrib-
utes a one-time/one-route shared key (KWX = KXW) to generate 
pseudonym chain IDWX and IDXW. If two nodes are neighbors in 
different active routes, they will have a different key and pseudo-
nym chain per route, i.e., each key and pseudonym chain are 
unique for each route and two neighbors. By this way, routes can 
be identified by pseudonym chains, which is necessary for suc-
cessful packet routing. 

 
Fig. 2: Authentication phase. 

 
Fig. 3: Route discovery packets. 

Fig. 4: Anonymous uplink route establishment. 

4.3 Anonymous Route Discovery 
From Fig. 3, when a source node S wants to communicate 

with another node D, two routes should be established: (1) up-
link route between s and the source node’s base station (Bs); 
and (2) downlink route between the destination node’s base sta-
tion (Bd) and D. To establish end-to-end route, S broadcasts 
the Uplink Route Request Packet (URREQ) and Bs forwards a call 
request to the destination node’s base station if D resides in a 
different cell. Bd broadcasts Destination Notification Packet 
(DNOT) if it does not know a route to D to inform the node 
about the call request. D replies with Downlink Route Request 
Packet (DRREQ) to enable Bd to know the identities of the inter-
mediate nodes in the route. Finally, Bs and Bd send Uplink Route 
Establishment Packet (UREST) and Downlink Route Establish-
ment Packet (DREST), respectively to establish the route. 

Uplink Route Request Packet (URREQ): As shown in Fig. 4, 
the source node initiates route discovery by broadcasting URREQ 
packet containing a unique request identifier (Uni), time to live 
(TTL), and the encryption of Uni, the source and the destination 
nodes’ real identities, dummy bits called padding (Pad), and the 
padding length (PL). Uni is the pseudonym shared with Bs (IDSBs) 
and time stamp. Each node and the base station process only the 
first received URREQ packet and discard all further packets hav-
ing the identifier Uni. Using this identifier is necessary to avoid 
routing loops and broadcast explosion that causes broadcasting  

X  Bs  Tp: <AREQ, IDXTp, (IDXTp, IDX)KX> 
 Tp  Bs: <(IDX, KBsX, R, IDTpX, (KXBs, IDTpX, R)KX)KTpBs> 
 Bs  X: <AREP, IDTpX, (KXBs, IDTpX, R)KX> 

B
ackbone N

etw
ork 

Uplink route establishment 

W 

(2) DNOT 

(3) DRREQ 

(4) DREST 

(1) URREQ 

(4) UREST 
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Downlink route establishment 
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Fig. 5: Anonymous downlink route establishment. 

Fig. 6: Anonymous uplink data transmission. 

 
Fig. 7: Anonymous downlink data transmission. 

the same packet each time it is received from a neighbor. This 
identifier does not reveal much information because the packets 
are broadcasted. IDSBs and the encrypted part authenticate S to Bs, 
which is necessary for authorizing the network access and secur-
ing the payment. TTL is used to bind the request propagation area. 
Each node decrements TTL, and once it is zero the request is no 
longer broadcasted. 

Each node adds the pseudonym shared with Bs, encrypts the 
previous node’s pseudonym and the encrypted part with the 
shared key with Bs, and broadcasts the request. As the packet 
moves towards the base station, it stores the pseudonyms of the 
nodes in the route. For the first received URREQ packet, Bs de-
crypts the encryption layers to tell the identities of the source, 
intermediate, and destination nodes. Then, it sends call request to 
Bd if D resides in a different cell. Since the packet length grows 
with fixed amount of data as it is relayed, the attackers may try to 
locate the source node’s location either from TTL or the packet 
size. To protect the location privacy of S and to confuse its 
neighbors whether the packet is originated from or relayed by S, 
a random-length padding is added and the initial TTL is variable 
value. Since Uni varies over time, each time a node sends URREQ 
packet to the same destination, the packet looks different in spite 
of using the same key. This can thwart fingerprint recording at-
tack as will be discussed in Section 5. 

Destination Notification Packet (DNOT): From Fig. 5, after 
the destination base station (Bd) receives a call request for a node 
in its cell, it notifies the node by broadcasting Destination Notifi-
cation Packet (DNOT). The packet contains a unique identifier 
(Dni) that has the pseudonym shared with D and time stamp. The 
packet also contains Time-to-Live (TTL), and the encryption of 
Dni and the destination and source nodes’ identities with using the 
shared key with D. Padding is not needed because preserving 
the base station’s location privacy is not important.  

After receiving the packet, each node first checks whether it is 
the intended destination by checking if the attached pseudonym is 
in the list of expected pseudonyms. If so, the node decrypts the 
encryption to tell the identity of the source node, and sends 
DRREQ packet. If it is not the destination and TTL is greater than 
zero, the node decrements TTL and broadcasts the packet. Each 
node processes each notification once and drops any further pack-
ets with the same identifier. The destination node broadcasts the 
DNOT packet as well to deprive its neighbors from inferring that 
the destination is a one hop neighbor. Thus, all DNOT packets are 
transmitted for TTL hops regardless of the location of the destina-
tion node to preserve its location privacy.  

Downlink Route Request Packet (DRREQ): Fig. 5 shows that 
the destination node composes and broadcasts the DRREQ packet. 
Processing the packet is similar to that of the URREQ packet. 

Uplink Route Establishment Packet (UREST): The objective 
of the UREST packet is to inform the uplink intermediate nodes to 
act as relays and to distribute the session keys shared between 
each two neighboring nodes. From Fig. 4, each intermediate node 
removes one encryption layer by using the key shared with Bs, 
stores the session key shared with  the  previous  neighbor  in  the  
route, and relays the packet after removing Uni and its pseudonym 
and key. The node hashes this key to compute the key shared with 
the other neighbor, e.g., node W uses KWX to communicate with 

X and KWS =  .. etc, to communicate 
with S. Obviously, KWS should be similar to KSW distributed by 
Bs. By this way, the number of distributed keys can be nearly 
halved to reduce the packet overhead. Padding is added to make it 
infeasible to infer the source node’s location from the packet size. 
The source node relays the packet as well to protect its location 
privacy from its neighbors.  

Downlink Route Establishment Packet (DREST): This packet 
informs the downlink intermediate nodes to act as relays and dis-
tributes the session keys shared between each two neighboring 
nodes. The packet’s format is similar to that of UREST packet.  

By the route discovery packets, the base station and the nodes 
mutually authenticate each other, and each two neighboring nodes 
mutually authenticate each other with the assistance of the base 
station. These authentication processes are necessary to secure the 
routing protocol and the payment. 

4.4 Data Transmission 
After receiving the UREST packet, S starts transmitting data 

to the destination through the established route. As shown in Fig. 
6, the data packet at the source node has the shared pseudonym 
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with the next node in the route (IDSW), and the encryption of Uni, 
the message’s number (C), and the message (MC) and its hash 
value (H(MC)). If a node simultaneously participates in different 
routes, it stores each route’s pseudonyms and keys in memory, so 
that it can quickly verify whether a packet is targeted at it or not 
and  which  pseudonym/key it has to use. From Fig. 6, each in-
termediate node replaces the incoming pseudonym with the out-
going one shared with the next node, and encrypts the iteratively-
encrypted part with the key shared with base station. Thus, when 
the packet reaches the source base station, it should have a lay-
ered-encrypted ciphertext that is computed by all the nodes in the 
uplink route. The source base station removes the encryption lay-
ers by iteratively decrypting the packet with the keys shared with 
the nodes in the route. It also verifies the attached hash value to 
make sure that the message has not been modified during trans-
mission. If this verification  fails,  the  base  station  sends  a nega-
tive acknowledgement to the source node to retransmit the mes-
sage, otherwise, it forwards the message to the destination base 
station if the destination node resides in a different cell. 

As shown in Fig. 7, the destination base station iteratively en-
crypts the message with the keys shared with the nodes in the 
route, and sends the packet to the first node in the route ( Y). 
Each intermediate node removes one encryption layer and replac-
es the pseudonym with the one shared with the next node. The 
destination node decrypts the packet and verifies the hash value to 
ensure the message’s integrity and authenticity. For reliable com-
munication, the destination node sends back an acknowledgement 
packet when it receives a correct message.  

Note that the session keys are used only for generating one-
time pseudonyms, but the keys shared with the base station are 
used in encryption to prevent manipulating the messages and se-
cure the payment by thwarting free riding attack, as will be dis-
cussed in Section 5. Moreover, the time element in Uni can guar-
antee that the packets look different if the same message is sent at 
different times. As will be discussed in Section 5, this can protect 
the nodes’ anonymity against fingerprint recording attack. To 
reduce the overhead on the mobile nodes, each node performs one 
encryption/decryption operation, but the base station performs 
more operations. To simplify our description, we focus on unidi-
rectional data transmission, but the protocol can also be used for 
bidirectional communication. 

A route is broken when two neighboring nodes in the route 
cannot communicate, e.g., because they are no longer in transmis-
sion range due to node mobility. When a node forwards a packet 
to its neighbor, it can confirm that the neighbor received the pack-
et by link-layer acknowledgment. A route is considered broken if 
a node does not receive an acknowledgment after a limited num-
ber of packet retransmissions. In this case, the node should send 
an error packet to the base station to reestablish the route. Moreo-
ver, the base station can determine route breakage by re-starting a 
timer each time it receives a data or acknowledgement packet, and 
the route is considered broken if the timer expires. To reduce the 
overhead of reconnecting the broken routes, the base station can 
cache the routing information when it receives route discovery 
packets and uses this information when it needs to establish a 
route by unicasting a DREST packet.  

4.5 Accounting and Auditing 
When the source base station receives a data packet, the source 

and destination nodes are charged and the uplink intermediate 
nodes are rewarded. The downlink intermediate nodes are reward-
ed when the destination base station receives acknowledgement 
for packet delivery. Unlike [4] that uses receipts to make packet 
relay rational action for the nodes, our payment model can do that 
without using receipts as will be discussed in Section 5. To man-
age the payment without instantaneously contacting Tp in each 
session, the base stations can manage the payment of the nodes in 
their cells and update the nodes’ accounts stored in Tp. The base 
stations can also enforce access control by rejecting a node’s call 
request if it does not have sufficient credits. 

5. SECURITY AND PRIVACY ANALYSES 
5.1 Communication Security 

The per-hop encryption/decryption operations can thwart sev-
eral attacks. Removing the encryptions and verifying the correct-
ness of the message implicitly authenticates the intermediate 
nodes, verifies the hop count, and ensures that the packet is re-
layed through the route it was supposed to take. For URREQ and 
DRREQ packets, the per-hop encryption operations can secure the 
routing by preventing manipulating the routing information in-
cluding the identities of the nodes in the route. Moreover, the hop-
by-hop encryption/decryption operations make the packets look 
different as they are relayed, which can boost privacy preserva-
tion, as will be discussed in subsection 5.2. 

In free-riding attack, two colluding nodes, e.g., C1 and C2, 
in a legitimate session manipulate the packets to piggyback their 
data to communicate freely. The proposed payment systems in [1, 
6, 7] use asymmetric-key cryptography to thwart this attack by 
signing the messages and verifying the signatures by intermediate 
nodes, so that manipulated packets can be detected and dropped. 
However, the asymmetric-key cryptography is resource consum-
ing and usually inefficient in preserving users’ privacy. In our 
protocol, the per-hop encryption/decryption operations can thwart 
this attack because the data sent by C1 cannot be interpreted by 

C2 due to encrypting (or decrypting) it by at least one intermedi-
ate node. The nodes should use the keys shared with the base sta-
tion in the encryption/decryption operations because using the 
session keys cannot thwart the attack if there is only one interme-
diate node between colluders: C1 can piggyback data and en-
crypt the packet with the session key KC1V shared with the victim 
node V; V encrypts the packet with the key (KVC2) shared with 
the next node C2; the colluding nodes can retrieve the data be-
cause they know KC1V and KVC2. 

The existing payment systems can guarantee the rationality of 
packet relaying by rewarding the nodes for every relayed packet 
even if it does not reach the destination. However, this requires 
submitting payment receipts when a route is broken to identify the 
last node that relayed the packet. The nodes can collude to earn 
credits with consuming low resource by relaying only the security 
token (e.g., signature) to compose valid receipt instead of relaying 
the whole packet. Our payment system can guarantee the rational-
ity of packet relaying, encourage the nodes’ cooperation, and 
counteract rational cheating actions without the overhead of stor-
ing, submitting, and processing receipts, as follows:-  
1) The uplink and downlink intermediate nodes are motivated 
to relay the data packets because they are rewarded only when 
the source base station and destination node receive the packets, 
and thus packet dropping is an irrational action. 

2) Relaying the route discovery packets is beneficial for the 
nodes to participate in routes and thus earn credits. Relaying 
UACK packets can trigger the source node to generate more 
packets, and thus the nodes can earn more credits. Relaying 
DACK packets is beneficial for the downlink nodes because 
they are rewarded when the packets reach the base station.  

3) If the source and destination nodes are charged only for de-
livered packets, they can communicate freely if the destination 
node denies receiving the packets or a colluding intermediate 
node claims route breakage. To prevent this, the source and des-
tination nodes are charged for all sent packets. 
For credit-overspending attack, the nodes may spend more than 

the amount of credits they have at the communication time. Most 
of the existing payment systems [1, 5 - 7] are vulnerable to this 
attack because they use post-paid payment policy, where the 
nodes communicate first and pay later. In our payment system, the 
base stations can thwart this attack because they can know the 
nodes’ total credits at the communication time. 

For man-in-the-middle attack, an attacker residing between a 
victim node and the base station (or Tp) may attempt to obtain the 
key shared between the node and the base station. The attacker 
can use the key to establish sessions that are payable by the victim 
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node or launch attacks under its name. Our protocol is not vulner-
able to this attack because the shared key between a node and a 
base station is encrypted with the node’s long-term key, and thus 
no one can obtain this key except the intended node. For imper-
sonation attack, attackers attempt to impersonate Tp, base sta-
tions, or other nodes, e.g., to unfairly obtain free service or impli-
cate victim nodes in malicious actions. This attack is infeasible in 
our protocol because the nodes have to authenticate themselves 
using the long-term keys shared with Tp to share a key with a base 
station. Without knowing this secret key, attackers cannot send 
valid packets under the name of others. 

For fabrication of route discovery packets, an attacker tries to 
fabricate route discovery packets to impersonate a source or a 
destination node or a base station. This is infeasible in our proto-
col because the nodes’ secret keys should be used to compose 
valid packets. For packet-replay attack, attackers may record valid 
packets and replay them in different locations or time to establish 
sessions under the name of others to communicate freely or vio-
late users’ privacy. In our protocol, the attackers cannot compose 
URREQ packet with valid timestamp and fresh pseudonym with-
out knowing the secret keys of the victim nodes.  

For packet modification attack, if an attacker manipulates a 
packet in our protocol, the packet integrity check fails at the base 
station and destination node. The attackers cannot manipulate the 
route request packets successfully, e.g., by adding or removing 
nodes’ identities, because they do not know the nodes’ secret 
keys. In session-hijacking attack, attackers try to hijack a session 
after it is established by legitimate nodes to communicate for free. 
Since the source node’s encryption is required in each data packet, 
the attacker cannot compose valid packets without knowing the 
node’s secret key and thus invalid packets can be detected and 
dropped.  

For access control, our protocol ensures that only legitimate 
users can access the network to prevent unauthorized use. Only 
legitimate nodes can share keys with base stations and the nodes 
cannot communicate without these keys. For authenticated packet 
forwarding, although an intermediate node should not know the 
identity of the other nodes in a route, it should ensure that it relays 
packets for legitimate nodes to prevent unauthorized use of the 
network and to ensure that it will be rewarded for relaying pack-
ets. In our protocol, Tp mutually authenticates the nodes and base 
stations, and a base station authenticates each node to its neigh-
bors in the route. With these authentications, each node can en-
sure that it relays packets sent from legitimate nodes. 

5.2 Privacy Preservation 
For packet correlation, attackers try to correlate the packets 

sent in one route at different hops by finding information that in-
dicate that the packets belong to the same traffic flow. Attackers 
will try to correlate packets as follows:- 

a) Packet-content correlation 
In our protocol, the encryption/decryption operations and 

changing pseudonyms at each intermediate node guarantee that a 
packet looks quite different as it is relayed from the source to the 
destination node. Actually, we make use of the diffusion property 
of the encryption scheme, i.e., encrypting a message  with dif-
ferent keys produces different ciphetexts, e.g., although the ci-
phertexts EKA( ) and EKB( ) are for the same message, they 
look completely different. Moreover, with using secure symmet-
ric-key cryptosystem such as AES [20], it is computationally in-
feasible to correlate the ciphertexts EKA( ) and EKB( ) without 
knowing the secret keys KA and KB. 

 b) Packet-length correlation 
The packets of a flow can be correlated if they have distin-

guishable length. One of the following two techniques can be used 
to prevent this correlation: (1) fixed-length packets: all packets 
have the same length and random padding is appended if a pack-
et’s length is short; or (2) random-length packets: a random-
length padding is added by a node and replaced by the next node 
so that a packet’s length is variable at each hop. 

c) Packet-transmission-time correlation 
Attackers may try to correlate a packet as it is relayed by ob-

serving the transmission time at a node and its neighbors. The 
attackers make use of the fact that the nodes usually relay packets 
after a short processing delay and based on first-received-first-
relayed basis. Changing the packets’ appearance at each hop can-
not prevent this correlation because it depends on the packets’ 
sending time and not the content. A common approach to obfus-
cate the temporal relationship between the incoming and outgoing 
packets is to use mixing technique. A mixer buffers a sequence of 
incoming packets and shuffles them before transmission such that 
correlating the incoming and outgoing packets is difficult. It can 
also add dummy packets to the buffer if necessary. The base sta-
tions and some mobile nodes can act as mixers.  

We use information-theoretic metric, called entropy [21], to 
quantify the privacy protection provided by mixers. The entropy 
of the probability that an attacker can correlate an ingoing packet 
of interest with the corresponding outgoing packet is given in Eq. 
1.  is the probability assigned by the attacker for the outgoing 
packet number i to be the corresponding for the ingoing packet of 
interest.  = 1, where nb and nk are the buffer size of the 
mixer and the number of ingoing packets the attacker sent to ease 
correlating packets, respectively. If the attacker can know that nk 
packets are uncorrelated to the packet of interest, he can shrink 
the anonymity set from nb to nb - nk. The maximum entropy (or the 
maximum privacy protection) can be achieved when the proba-
bilities  (for 1  i  nb - nk) pursue uniform distribution or Pi = 
1/(nb – nk). In this case, the attacker believes that all the outgoing 
packets have the same probability to be the correspondent of the 
packet of interest, and thus the input packet is perfectly hidden in 
the buffer’s packets. The maximum entropy ( ) is given in 
Eq. 2, and the anonymity degree (D) is given in Eq. 3. 

                        

       

Where:        

Fig. 8 shows the degree of anonymity versus nb at different val-
ues of nk. It can be seen that the increase of nb increases the degree 
of anonymity. For nk = 5, increasing nb above 20 has little impact 
on the degree of anonymity, but certainly increases the packet 
relaying delay. It can also be seen that the increase of nk decreases 
the degree of anonymity for the same buffer size, however, this 
can be alleviated by increasing the buffer size. 

Privacy is defined as the protection of data from unauthorized 
parties. While encryption can protect the content of the messages, 
traffic analysis may reveal valuable information about the users’ 
relationships, communication activities, and locations.  

Location privacy is defined as the ability to prevent attackers 
from deducing a user’s current or past locations whether the exact 
physical locations or the relative locations in number of hops. 
Attackers should not be able to deduce the distance to either the 
anonymous source or destination node in number of hops, e.g., by 
analyzing the packets’ length or content. In our protocol, the 
nodes’ exact locations are not used, and the length and content of 
the route request packets do not reveal the location of the source 
nodes due to using random-length padding and random-value 
TTL. This can confuse the source nodes’ neighbors whether the 
packets are originated from or relayed by them. The nodes also 
relay the packets destined to them to protect their location priva-
cy. Moreover, the source and destination nodes cannot know the 
locations of each other even if they are one-hop away. They also 
cannot know whether they are in the same cell or not. To inform a 
destination node about a call with preserving its location and iden-
tity privacy, a trapdoor that only the destination node can recog-
nize is used. In our protocol, the trapdoor is a fresh pseudonym 
shared between the base station and the destination node. 
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Fig. 8: The degree of anonymity versus nb. 

 
Fig. 9: The probability of tracing a route versus nm. 

Unlinkability of two or more items within a defined system 
means that these items are no more and no less related than they 
are related concerning the apriori knowledge. For Source-
destination pair unlinkability, although attackers may know that a 
pair of nodes participates in communication activity, they cannot 
ensure that the pair communicates with each other. In our proto-
col, every time a source and destination pair communicates, the 
route discovery packets look different, so linking a packet to a 
source-destination pair is infeasible. Moreover, if an attacker 
eavesdrops on the source and destination nodes and their base 
stations, he cannot make sure that they currently communicate. 
For source node and base station unlinkability, if an adversary 
eavesdrops on a source node and its base station, linking the 
packets is infeasible. The packets exchanged between a source 
node and a base station pair at different times/sessions are uncor-
related because pseudonyms are changeable and unlinkable. This 
means that even if an adversary could correlate the pair in one 
occasion, he cannot benefit from this conclusion in the future.  

For a transmission and source node unlinkability, an adversary 
cannot link a transmission to its source node because the packets 
sent in different times have no common information or any infor-
mation that can be linked to a real identity. Moreover, identifying 
the source or the destination node does not necessarily lead to 
identifying the other party. 

Anonymity of a subject means that the subject is not uniquely 
characterized within a set of subjects that is called the anonymity 
set. Identity anonymity means that the real identity of a node that 
participates in a route either as source, intermediate or destination 
cannot be identified by attackers. Identity anonymity enables us-
ers to avoid being identified by the locations they visit or the traf-
fic  they  generate. In  our protocol, the real identity  is always 
kept confidential and never disclosed. The base stations and Tp 
need to know the nodes’ identities for routing, payment clearance, 
and enforcing accountability and access control, but no one else 
can infer the nodes’ real identities. The source and destination 
nodes cannot know the real identities of the intermediate nodes, 

and an intermediate node cannot know the real identities of the 
other intermediate nodes or the source and destination nodes. 
Sender anonymity means that an adversary cannot identify the 
source node in a particular communication session. In our proto-
col, a particular transmission is unlinkable to a source node, and 
any transmission is unlinkable to a particular source node. Simi-
larly, recipient anonymity means that an adversary cannot identify 
the destination node of a particular session. 

Route anonymity means that attackers cannot infer the nodes 
participating in the route. This property is important to make iden-
tifying the anonymous source/destination nodes’ locations diffi-
cult. In our protocol, adversaries cannot correlate packets at dif-
ferent hops nor infer the route by analyzing the route discovery 
packets. An intermediate node can know that the packets it relays 
belong to one session for correct routing, but eavesdroppers are 
not able to correlate the packets to a session or identify the nodes 
participating in one route. For Neighbor anonymity, a long-time 
relation between a node and its neighbors enables the attackers to 
collect much information that will severely violate the neighbors’ 
anonymity if the attackers could link a neighbor to a user. In our 
protocol, each node interacts with anonymous neighbors only 
during the session time. After the session ends, the nodes use new 
pseudonyms and the attacker cannot know if the nodes in neigh-
borhood are the same or different. 

In packet-flow tracing attack, the attackers try to infer a route 
by tracing packets backward/forward to the source/destination 
node. Unlike reference [10] where each node uses one pseudonym 
for all the packets of a session, our protocol can use one pseudo-
nym per packet. Eavesdroppers cannot link a session’s packets at 
one node or link a packet at different intermediate nodes of a 
route. In the protocols that do not use per-hop encryp-
tion/decryption operations, such as ANODR [9], if an eavesdrop-
per captures a packet at different intermediate nodes of a route, he 
can correlate the packets. 

Eq. 4 gives the probability (Pr) that an eavesdropper can trace a 
route in ANODR, where RL is the number of nodes in the route 
including the source and destination nodes, n denotes the total 
number of nodes in the network, and nm denotes the number of 
nodes that the attacker can overhear their transmissions. The 
probability of overhearing a node’s transmission and the probabil-
ity of participating in a session are uniformly distributed. Fig. 9 
shows that the route tracing probability increases when the attack-
er can overhear the transmissions of more nodes, and it is more 
probable to trace the shorter routes than the longer ones. 

                                                                         (4) 

For movement tracking, attackers attempt to track a user’s 
movement, e.g., by linking a device’s transmissions to a user. The 
adversary can distribute a group of devices to monitor the trans-
missions in the places that the victim user may visit. Even if the 
users’ real identities are hidden, the attackers should not be able to 
track the anonymous users to prevent them from gaining much 
information about the users’ past visited locations if the attackers 
could identify the anonymous users. Moreover, these collected 
information can be used to identify the users, e.g., if an anony-
mous user is always located at one location at night, the attackers 
can infer that this location is the anonymous user’s house. In our 
protocol, the real identity anonymity and the changeable and un-
linkable pseudonyms can prevent tracking users. For anonymous 
yet secure authentication, in our protocol, the base stations mutu-
ally authenticate neighboring nodes in a route without disclosing 
their real identities. 

In fingerprint recording attack, the attackers record a list of 
plaintexts and the corresponding ciphertexts computed by a node 
so that they are used as a fingerprint for the node. Each time the 
attackers observe a plaintext-ciphertext pair, they can identify the 
node. In our protocol, the session keys are used only for one ses-
sion and all the packets have a variable part (time stamp or a fresh 
pseudonym) so that the same plaintext-ciphertext pair cannot be 
produced at different occasions. Thus, even if an attacker could 
link a plaintext-ciphertext pair to a node in one occasion, he can-
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not benefit from this conclusion in the future. We call this proper-
ty forward privacy-preservation, i.e., if an attacker could violate a 
user’s privacy in one occasion, this privacy violation should not 
help violate the user’s privacy in the future.  

For pseudonym unlinkability, attackers should not be able to 
link the pseudonyms of one chain. This property is important be-
cause if an adversary could link a pseudonym to a node in one 
occasion, he will not benefit from this conclusion in the future. In 
our protocol, the unintended nodes cannot correlate the pseudo-
nyms of a chain because they do not know the secret key used in 
generating them, i.e., given X and HK(X), it is computationally 
infeasible to know that HK(X) is resulted from hashing X if the 
secret key K is unknown.  

Each node should not store the initial random value (R) that is 
used in computing pseudonyms, but store only the last pseudo-
nym. This is because if the node is compromised and its key is 
revealed, the adversary cannot compute the past pseudonyms 
thanks to the unidirectionality property of the hash functions, i.e., 
it is infeasible to compute  from  even if R and 
KSBs are known. If an attacker attaches a random value for a pseu-
donym, the probability to hit the correct value is extremely low, 
e.g., this probability is 6.84 10-49 by using SHA-1 with digest 
value of 20 bytes.  

Pseudonym collision means that more than one node have iden-
tical pseudonyms because the hash function may generate the 
same hash value from hashing different inputs. Pseudonym colli-
sion may result in losing pseudonym synchronization, or forward-
ing packets to a wrong direction because pseudonyms are used as 
routes’ identifiers. Using birthday paradox [20], the pseudonym 
collision probability is , where K is the number of bits of a 
pseudonym. For example, if K =  64 bits,   the pseudonym colli-
sion probability is , which implies one pseudonym col-
lision every   pseudonyms. As studied in [22], the prob-
ability of pseudonym collision is given in Eq. 5 when m pseudo-
nyms are selected and L is the pseudonym length in bits.  

 

Fig. 10 shows that the linear increase of L decreases the pseu-
donym collision probability exponentially and the increase of m 
can increase the collision probability. It can be seen that the colli-
sion probability can be negligible. In our pseudonym generation 
technique, a collision can be resolved automatically because the 
nodes use different keys in computing pseudonyms, i.e., if multi-
ple nodes have the same pseudonym value at the same time, the 
next pseudonyms will be different because of using different keys 
in computing them. If a node loses pseudonym synchronization 
with the base station, the node can resynchronize by initiating a 
new authentication process. To reduce the packet overhead, pseu-
donyms can be truncated to shorter bit string without significantly 
increasing the probability of pseudonym collision as shown in 
Fig. 10. The truncation level depends on the size of the base sta-
tion control area and the number of nodes. 

In fake route discovery attack, the attackers initiate route dis-
covery packets with the intention of collecting information about 
the nodes in the network. The attacker may attach a particular 
content, e.g., layered ciphertext, and then observes the processed 
packets (the encryption of the ciphertext) by neighbors to know if 
a victim node is in its neighborhood. In our protocol, the route 
discovery packets have a timestamp to make the packets sent by 
neighbors at different occasions look different.  

A node may use a pseudonym shared with the base station for 
some time if it does not participate in a route which enables it to 
change pseudonym. This may be specifically applicable to the 
nodes at the network border because they are less frequently se-
lected by the routing protocol. The attackers may make use of this 
fact by initiating fake URREQ packets and analyzing the packets 
sent by neighbors to learn whether a user is still in the neighbor-
hood. As we discussed earlier, each node can change its pseudo-
nym within a window of pseudonyms before receiving a fresh 
pseudonym from the base station without  losing  synchronization.  

 
Fig. 10: The collision probability versus pseudonym length. 

Table 1: The cryptographic operations required by our protocol.  

 Route discovery Data packet ACK 

S 2h, e, d 2h, e h, d 
Uplink nodes 2h, e, d h, e h, d 

Bs 2 h, e, d 2h, d h, e 
Bd (2  +1)h, (  + 1)e, d 2h, e h, d 

Downlink node 3h, e, d h, d h, e 
D 3h, e, 2d 2h, d h, e 

Table 2: Simulation results. 

  RREQ DNOT REST Data packet 

Delay (ms) 
Min 

Route establishment   
97.61 41.68 

Avg.  101.32 42.76 
Max 105.03 43.84 

Avg. packet 
length (bytes) 

Min 70.585 91.88 161.76 534.3 
Avg.  73.68 95.31 170.27 548 
Max 76.775 98.74 178.78 561.7 

Moreover, the nodes can establish routes with the base stations to 
update their pseudonym window. To do this, the proposed proto-
col for establishing uplink routes explained in Fig. 5 can be used, 
and the padding can be a pre-defined value to inform the base 
station that the packet is for updating the pseudonym window and 
not for communication call. The base station replies with UREST 
packet with a fresh pseudonym. 

In pseudonym de-synchronization attack, the attackers try to 
damage the pseudonym synchronization between a node and the 
base station. A source node broadcasts an URREQ packet contain-
ing a new pseudonym  and waits for  from the 
base station. If the packet does not reach the base station, the base 
station is still using  because it has not received . 
The node and the base station lose synchronization if the node 
matches the base station’s pseudonym only to . In Subsec-
tion 4.1, we have discussed that the loss of pseudonym synchroni-
zation is unlikely because the node will not release  before 
receiving , and the base station will not release  
before receiving . 

6. PERFORMANCE  EVALUATION  
To measure the computational times of the cryptographic oper-

ations required for our protocol, we have implemented AES (128 
bit key) symmetric key cryptosystem and SHA-1 (160 bit) hash 
function using the Crypto++5 [23] library and 1.6 GHZ processor. 
According to NIST [24], the secure key size should be at least 128 
bits. The measurement results indicate that a hashing operation 
requires 16.79 Mbytes/s and encryption/decryption operations 
require 9.66 Mbytes/s. For the energy consumption, the measure-
ments given in [25] indicate that a hashing operation and an en-
cryption or decryption operation require 0.76 J/byte and 1.21 

J/byte, respectively. These results confirm that hashing and 
symmetric-key operations require low overhead. 
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Table 1 gives the cryptographic operations required by our pro-

tocol. h, e, and d refer to a hashing, an encryption, and a decryp-
tion operation, respectively.  and  are the numbers of the uplink 
and downlink nodes including the source and the destination 
nodes, respectively. The results indicate that our protocol can as-
sign more overhead to the base stations and it can balance the 
overhead on the mobile nodes. The base stations have more com-
putational power and energy than the nodes do. 

Using NS2, we simulate a hybrid ad hoc network by randomly 
deploying 45 mobile nodes in a square cell of 1200 m × 1200 m. 
A fixed base station is located at the center of the cell. The radio 
transmission range of the mobile nodes and the base station is 125 
m. To emulate node mobility, we adopt the modified random 
waypoint model [26]. Specifically, a node travels towards a ran-
dom destination uniformly selected within the network field; upon 
reaching the destination, it pauses for some time; and the process 
repeats itself afterwards. The node speed is uniformly distributed 
in the range [0, 2] m/s and the pause time is 3s. The constant bit 
rate traffic source is implemented in each node as an application 
layer. The source and destination pairs are randomly selected. 
Packets are sent at the rate of 2 packets/s. The number of concur-
rent connections is 7.  

The cryptographic operations are simulated by adding their 
computational times to the packets processing time. Our simula-
tion is executed for 15 minutes and the given results are averaged 
over 100 simulation runs and presented with 95% confidence in-
terval. The length of truncated pseudonyms ( ), Pad, time stamp, 
real identity, and payload (MC) are ten, 2  five, four, 512 bytes, 
respectively. With these parameters, the network connectivity is 
0.96. The connectivity is measured by the number of established 
routes to the number of route requests sent by the source nodes.  

The simulation results are given in Table 2. Route establish-
ment delay is the average time interval between sending an 
URREQ packet by a source node and receiving the UREST packet. 
The data packet delay is the average time interval between send-
ing a data packet by a source node and receiving it by the destina-
tion node. These delays include: processing delays at each node, 
queuing delay at the interface queue, retransmission delays, and 
propagation time. The simulation results indicate that the expected 
route establishment and data transmission delays are acceptable 
due to using lightweight cryptographic operations and pre-
computing the pseudonyms. For the RREQ and REST packets, the 
packet length varies at each node as the packet is relayed, so the 
average is computed by dividing the amount of data relayed at all 
hops by the number of hops. The results also indicate that the 
overhead of the data packets is 36 bytes that constitute 7% of the 
message size (512 byes). REST packet is large because it carries 
the nodes’ session keys, but being unicated packet and reducing 
the packet size at each hop can alleviate this. The packet delivery 
ratio is the number of data packets received by the destination 
nodes to those sent by the source nodes. Our simulation results 
indicate that the average packet delivery ratio is 0.95. 

7. CONCLUSION 
We have proposed a lightweight secure and privacy-preserving 

protocol for hybrid ad hoc wireless network. Short-life pseudo-
nyms, one-time session keys, and per-hop encryption/decryption 
operations are used to preserve users’ privacy. Cryptographic op-
erations and payment system are used to secure the communica-
tion. To reduce the overhead, lightweight cryptographic opera-
tions are used, efficient trapdoor technique is developed, and the 
payment can be secured without storing, submitting, or processing 
receipts. In addition, our pseudonym generation technique re-
quires only lightweight hashing operations and does not require 
large storage area or frequently refilling pseudonyms from a trust-
ed party. The pseudonyms are authenticated and can be pre-
computed which can reduce the packet delay. Our evaluations and 
simulation results demonstrate that the proposed protocol can pre-
serve the nodes’ privacy with low overhead and secure the pay-
ment, route establishment, and data transmission. 
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