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Abstract—In this paper, we investigate uplink resource alloca-
tion for wireless local area network and cellular network inter-
working to provide multi-homing voice and data services. The
problem is formulated based on the physical layer and medium
access control layer technologies of the two networks to ensure
that the resource allocation decisions are feasible and can be
executed at the lower layers. Furthermore, to efficiently utilize
users’ equipment (UEs) battery power, the power distribution
among multiple network interfaces of the UEs is included in the
problem formulation. The optimal resource allocation problem is
a multiple time-scale Markov decision process (MMDP) as the two
networks operate at different time-scales and due to voice and data
service requirements. We derive decision policies for the upper
and the lower levels of the MMDP by decomposing each resource
allocation problem over multiple time slots to a set of resource allo-
cation problems for individual time slots and solving the resource
allocation problems corresponding to individual time slots using
convex optimization techniques. To reduce the time complexity,
we further propose a heuristic resource allocation algorithm by
deriving the decision policies based on a single system state. The
system state consists of average square channel gains for dual
variable calculation and instantaneous channel gains for resource
allocation based on the calculated dual variables. Simulation re-
sults demonstrate the achievable throughput and service quality
improvements by employing these two algorithms.

Index Terms—Cellular network, cross-layer scheduling, inter-
working, multiple time-scale Markov decision process (MMDP),
wireless local area network (WLAN).

I. INTRODUCTION

THE monumental growth of smart mobile devices in recent
years has exponentially increased the demand for higher

data rates with seamless service coverage and support for
diverse quality-of-service (QoS) requirements of heterogeneous
services [1]. Interworking of wireless networks and multi-
homing capability of the users’ equipment (UEs) can be utilized
to satisfy the capacity, coverage and QoS requirements.

Most of high service demanding areas, such as hotspots, of-
fice buildings and airports, are covered by cellular networks and
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wireless local area networks (WLANs). Also, the recent WLAN
technologies have incorporated various mechanisms, such as
the hybrid coordination function (HCF) in IEEE 802.11n
WLANs, to facilitate QoS support for different services [2]. As
interworking mechanisms can be utilized for jointly allocating
resources of multiple wireless networks, interworking can be
used at such a high service demand environment to improve the
network capacity and coverage area. Furthermore, interworking
can provide users with enhanced QoS by utilizing resources
from multiple networks in an optimal manner based on the
user requirements and the attributes of the networks, such as
supporting QoS and mobility levels [3], [4]. Multi-homing
capability of UEs with multiple radio interfaces allows the UEs
to simultaneously communicate over multiple networks, and it
can be used for further improving the efficiency of resource
utilization in the interworking system [5].

In this work, we investigate uplink resource allocation for
cellular/WLAN interworking in the presence of UE multi-
homing capability to achieve QoS satisfaction while maximiz-
ing the system throughput. The cellular network is based on
orthogonal frequency division multiple access (OFDMA) and
the WLAN operates on both contention-based and contention-
free polling based channel access mechanisms. Resources of
the system are subcarriers of the cellular network, transmission
opportunities (TXOPs) via the two channel access mechanisms
of the WLAN, and UE transmit power. Use of this kind of
system model enables the algorithms which are developed in
this work to allocate resources for interworking latest/next-
generation wireless networks, such as LTE/LTE-A cellular net-
works and IEEE 802.11n/802.11ac WLANs.

One key challenge for resource allocation for cellular/WLAN
interworking is the high complexity due to existence of mul-
tiple physical layer (PHY) and medium access control layer
(MAC) technologies. The region of feasible transmission rates
depends on PHY and MAC technologies of different networks
[6]. Therefore, resource allocation should capture diverse PHY
and MAC technologies of the networks. Furthermore, resource
allocation intervals (i.e., interval between two successive re-
source allocations) of existing cellular networks are usually
shorter than those of existing WLANs [2], [7]. Therefore,
the resource allocation algorithms for cellular/WLAN inter-
working should be designed to periodically allocate cellular
network and WLAN resources with shorter and longer periods
respectively, where the periods correspond to the resource
allocation intervals of the networks. That is, resources of the
two networks are allocated at faster and slower time-scales,
respectively [8].
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Our contribution in this work is threefold. First, we propose
a resource allocation framework for cellular/WLAN interwork-
ing operating on two time-scales. Second, we formulate the
resource allocation problem in the proposed framework as a
multiple time-scale Markov decision process (MMDP) based
on the PHY and MAC technologies of the two networks, and
derive decision policies for the MMDP. Third, we propose a
heuristic resource allocation algorithm for low time complexity.

The remainder of this paper is organized as follows.
Section II summarizes related works and Section III describes
the interworking system model. Section IV presents the MMDP
based resource allocation. Sections V and VI discuss resource
allocations at upper and lower levels of the proposed frame-
work, respectively. The heuristic resource allocation algorithm
is presented in Section VII, while simulation results and the
conclusions are given in Sections VIII and IX, respectively.

II. RELATED WORK

Existing resource allocation schemes can be classified into
three categories: schemes using a single network interface of
each UE at any given time [9]–[11], schemes utilizing the
multi-homing capability of UEs [5], [12]–[14], and schemes
that are designed based on different PHY and MAC technolo-
gies [4], [15]. A load balancing scheme to improve resource
utilization in cellular/WLAN interworking is presented in [9].
New voice and data calls are assigned to a network based
on a set of precalculated probabilities. Assigned calls are re-
distributed whenever necessary to another network by using
dynamic vertical handoffs to reduce network congestion and
improve QoS satisfaction. To further improve QoS satisfaction,
the scheme proposed in [10] allocates voice calls preferably for
the cellular network. The resource allocation scheme proposed
for WiMAX/WLAN interworking in [11] assigns all streaming
calls to the WiMAX network to guarantee QoS satisfaction;
data calls that are served by the WiMAX network are preempted
to free up bandwidth for the incoming streaming calls when
required. The main advantage of these schemes in the first cat-
egory is that they are easy to deploy as each network can use its
own/existing resource allocation scheme to allocate resources.
Further, designing an efficient resource allocation scheme is
simpler for an individual network than for an interworking
system.

When UEs are capable of multi-homing, restricting a UE or
a certain traffic type of a user to access only one network limits
the flexibility in distributing resources of the interworking
system among users. Thus, the resource allocation schemes in
the second category take advantage of the multi-homing capa-
bility of UEs to efficiently utilize resources of the interworking
system. For computational simplicity, it is typically assumed
that the WLAN uses a resource reservation protocol to avoid
channel contention collisions. Hence, resources of the WLAN
are modeled as frequency channels or time slots. Bandwidth
allocation algorithms for UEs with different types of traffic
requirements are presented in literature. In [5], each network
gives more priority to satisfy its own subscribers’ QoS require-
ments, while utility fairness among users in the interworking
system is maintained in [12]. A game theoretic approach for

bandwidth allocation and admission control is used in [13].
Each network allocates its bandwidth for different service areas
on a long-term basis based on the statistics of call arrivals;
bandwidths for each service area from different networks are
then allocated to users on a short-term basis. To ensure QoS
satisfaction, a new call is accepted only if its minimum data
rate requirement can be satisfied. Algorithms to allocate time
slots in a WLAN and subcarriers in a cellular network subject
to a proportional rate constraint are presented in [14].

The third category includes the resource allocation schemes
proposed in [4], [15]. These schemes are based on PHY and
MAC technologies of the different networks to guarantee the
feasibility of resource allocation decisions. Specifically, the
effect of transmission collisions caused by the contention-based
channel access in the WLAN is considered. In [4], resource
allocation and admission control schemes are proposed for
an interworking system consisting of a code division multiple
access (CDMA) based cellular network and an IEEE 802.11
distributed coordination function (DCF) based WLAN. Max-
imizing total network welfare ensures QoS satisfaction in the
system. In [15], interworking of an OFDMA based femtocell
network and an IEEE 802.11 DCF based WLAN is considered.
Resources of both femtocell and WLAN are allocated on the
same time-scale, and WLAN uses basic access scheme with
two-way handshaking.

The existing resource allocation schemes allocate resources
of different networks in the interworking system at the same
time-scale, and do not fully utilize the QoS support in WLANs.
Allocating resources of different networks at the same time-
scale is not practical as different networks have different re-
source allocation intervals. To facilitate QoS in WLANs, recent
WLAN standards offer contention-based and contention-free
polling based channel access mechanisms. These two channel
access mechanisms and their QoS capabilities should be con-
sidered to maximize the efficiency of the interworking system.
In addition, jointly allocating transmit power levels for different
network interfaces at multi-homing capable UEs is essential for
an efficient resource utilization. Joint transmit power allocation
is studied in [15] without taking the user QoS requirements into
account.

In this work, we study the resource allocation for cellular/
WLAN interworking to satisfy the QoS requirements of multi-
homing UEs. Based on the PHY and MAC technologies of
these two networks, the resources are allocated to multi-
homing UEs at two time-scales: one time-scale for allocating
resources of each network. We consider power allocation for
multi-homing UEs, and the two channel access mechanisms of
the WLANs.

III. SYSTEM MODEL

The interworking system under consideration consists of a
single cell of a cellular network and a WLAN within the cover-
age of the cell, as shown in Fig. 1. We focus on the resource
allocation for the uplink. The cellular network is OFDMA
based, and the set of subcarriers available at the base station
(BS) is denoted by KC . At any time, each subcarrier is allocated
to only one user in order to avoid co-channel interference
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Fig. 1. Cellular/WLAN interworking.

among the users. The WLAN supports both contention-based
and contention-free polling based channel access for data and
voice services. In the contention-based channel access, four-
way handshaking scheme with request-to-send (RTS) and clear-
to-send (CTS) messages is used. The time periods during which
the two channel access mechanisms operate are referred to
as contention period (CP) and contention-free period (CFP),
respectively. The CP and CFP alternate over time and they
repeat once every TP . Resources of the cellular network and
the WLAN are allocated at two different time-scales.

In the system, there are N users belonging to two groups:
high-mobility users and low-mobility users. The set of all the
users is denoted by SN . The set of low-mobility users within the
WLAN coverage is denoted by SM , while the set of remaining
users is denoted by SS . For example, in Fig. 1, UE1 to UE4

are in SM , while UE5 and UE6 are in SS . Each user has voice
and data traffic requirements. All the UEs are equipped with
WLAN and cellular network interfaces, and have the multi-
homing capability. Users in SM are allowed to simultaneously
communicate over cellular network and WLAN, while users in
SS are only allowed to communicate over the cellular network.

A. Two Time-Scale Resource Allocation Framework

Resource allocation intervals of existing cellular networks
are shorter than those of the existing WLANs, as cellular
networks and WLANs are designed to support high mobility
and low mobility users, respectively [2], [7]. Therefore, as
shown in Fig. 2, resources in the cellular network are allocated
at a faster time-scale than in the WLAN. The duration of a time
slot in a time-scale is the resource allocation interval of the
corresponding network, denoted by TL and TU in the fast and
slow time-scales (TL < TU ) for the cellular network and the
WLAN, respectively. The resource allocation processes at fast
and slow time-scales are referred to as lower and upper levels
of the resource allocation process, respectively.

As the WLAN resource allocation interval is relatively long,
to satisfy the strict delay and jitter requirements of periodically
arriving constant bit rate voice traffic, several short CFPs are
used within a resource allocation interval of the WLAN in-
stead of using a long CFP [16]. For simplicity, assume VL(=
TU/TL) is an integer and the boundaries of the first time slots
in the two time-scales are aligned.

B. Symbols and Notations

The lth (l ∈ {0, 1, . . . , VL − 1}) fast time-scale time slot
within the uth slow time-scale time slot is referred to as
(u, l)th time slot. Commonly used symbols are written in
the form of Xn

i,y or Xn
i,y(·), where superscript n, n ∈

{C,W,CB,CF,L, U}, represents the network or the level of
resource allocation process. Superscripts C, W , CB and CF
denote the cellular network, WLAN, contention-based channel
access and contention-free channel access respectively, while L
and U denote lower and upper levels of the resource allocation
process respectively. The subscripts denote the user, a particular
resource of network n, and a time slot. When n ∈ {W,CB},
only one subscript is used representing the user. Boldface letters
are used for vectors and matrices, and vector X is represented
as X = {X1, . . . , X|X|} with |X| being the number of elements
in X. The optimum value of variable X is denoted by X∗. The
active (or the determined) decision policy X and the optimal set
X are denoted by X

∗ and X∗, respectively. Table I summarizes
the important symbols.

C. WLAN

In the WLAN, TXOPs for the UEs are granted using two
channel access mechanisms: contention-based channel access
during a CP and contention-free polling based channel access
during a CFP. In the former, UEs contend for the channel to
obtain TXOPs, and each of these TXOPs allows transmitting a
data packet of D bits. In the latter, UEs are granted TXOPs
using a centralized polling mechanism, and each of these
TXOPs is defined as a fixed duration of TCF which allows a UE
to transmit. The set of available contention-free TXOPs during
a CFP is denoted by KCF . To avoid co-channel interference
among the UEs, each contention-free TXOP is allocated for
only one UE at any given time. Contention-based channel
access is more suitable for variable bit rate data traffic, while
contention-free channel access is more suitable for constant
bit rate voice traffic [17]. In this work, to optimize resource
utilization subject to QoS requirements, voice traffic is served
by contention-free channel access, and data traffic is served
by both channel access mechanisms. The sets of users com-
municate using contention-based and contention-free channel
access are denoted by SCB and SCF respectively, where SCB ,
SCF ⊆ SM and possibly SCB

⋂
SCF �= ∅.

D. Traffic Model

The traffic generated by each user can be divided into two
classes: constant bit rate voice and delay tolerant data. Every
user always has at least one packet in the data traffic queue
to transmit. The minimum data rates of voice and data traffic
classes required by the ith user are denoted by RVmin,i and
RDmin,i, respectively. As voice traffic flows are highly suscep-
tible to delay and jitter, voice traffic requirements are satisfied
in average sense over each time slot at the slow time-scale. The
data traffic requirements are satisfied in average sense over an
infinite time horizon due to their delay tolerance.
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Fig. 2. Resource allocation at slow and fast time-scales.

TABLE I
SUMMARY OF IMPORTANT SYMBOLS

E. Channel Model

We model the wireless channels as a finite-state Markov
process to capture the channel time-correlation [18]. The chan-
nel gain is time invariant (i.e., quasi-static fading) within each
coherence time (Tcoh) interval. The different wireless channels
vary independently from each other. The channel gain domain
is partitioned into KS non-overlapping states. The transition
probabilities between different states of a Rayleigh fading
channel can be calculated as in [18], assuming that TU and TL

are not longer than the corresponding channel coherence times
to ensure the states do not change within a time slot.

F. Throughputs Per User

1) Via Cellular Network and Contention-Free Channel
Access: The maximum achievable error free data rate by the
ith user using network n ∈ {C,CF} can be expressed by

Rn
i,y

(
Pn
i,y

)
=
∑
y∈Kn

ρni,yB log2
(
1 + αn

i,yP
n
i,y

)
, (1)

where αn
i,y is the signal-to-interference plus noise ratio (SINR)

of the channel between cellular BS/WLAN access point (AP)
and the ith user over the yth resource of n, i.e., the yth OFDM
subcarrier or TXOP, with unit transmit power; Pn

i,y is the
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transmit power level of the ith user over the yth resource of
n; B represents the bandwidth of WLAN (BW ) or bandwidth
of an OFDM subcarrier (Δf = BC/|KC |); BC is the system
bandwidth of the cell; and ρni,y = 1 if the ith user is allocated
the yth resource of n, and ρni,y = 0 otherwise. Furthermore,
ρCF
i,y = 0, ∀y if i �∈ SM . As each resource is allocated to only

one user to avoid co-channel interference,∑
i∈SN

ρni,y ≤ 1, ∀y ∈ Kn. (2)

In addition, αCF
i,y = αCB

i = αW
i , ∀y over each channel coher-

ence time interval in the WLAN.
2) Via Contention-Based Channel Access: The average

throughput achieved by the ith user during a CP in the WLAN
with four-way handshaking scheme is given by [2], [19]

RCB
i (L)=

τ(1−τ)NW−1D

T0+NW τ(1−τ)NW−1
∑

j∈SCB Lj
, ∀i∈SCB (3)

with

T0 = NW τ(1− τ)NW−1(TCTS + TACK + 3TSIFS)
+ (1− (1− τ)NW )(TRTS + TAIFS) + (1− τ)NW σ,

where Li is the duration of a packet transmission by the ith
user; NW is the number of users in SCB ; and TSIFS , TAIFS ,
TACK , TRTS , TCTS and σ are the durations of short interframe
space, arbitration interframe space, acknowledgment, RTS mes-
sage, CTS message and an empty slot, respectively. The prob-
ability τ of a user transmitting a packet in a randomly chosen
time slot can be calculated as in [19]. The throughput RCB

i (L)
given by (3) cannot be directly used in a resource allocation
problem as it is not written as a function of the transmit power
levels. Therefore, we rewrite Li in terms of the throughput that
is achieved by the ith user during a successful transmission, and
substitute it into (3) [15]. Then, RCB

i (L) can be rewritten as

RCB
i (PCB)=

τ(1−τ)NW−1D

T0+
DNW τ(1−τ)NW −1

BW

∑
j∈SCB

1
log2(1+PCB

j
αW

j
)

,

(4)

where PCB
i is the transmit power level of the ith UE during

a CP over the WLAN interface. Note that RCB
i (PCB) is the

same for all the users in SCB and is a concave function when
NW is fixed (see Appendix A).

G. Power Usage of Multi-Homing Devices

The operating time of a UE is governed by the energy (or
average power) consumption of the uplink communications
through WLAN and cellular interfaces of the UE [5]. There-
fore, we limit the total average power consumption of each
UE over each time slot in the slow time-scale to a prede-
fined maximum. We first calculate the average power usage
through the WLAN interface for contention-based channel
access, and then formulate the constraint on the total average
power consumption. With a successful transmission probability
of τ(1− τ)NW−1 during a CP, the average power consumption
of the ith UE through the WLAN interface is PCB

avg,i(P
CB) =

τ(1− τ)NW−1(LiP
CB
i /Tavg)(TCP /TP ), where Tavg is the

average duration of channel occupancy for a successful packet
transmission including collision period and empty slot in which
no UE transmits [19]. After some simplification, PCB

avg,i(P
CB)

can be expressed as

PCB
avg,i(P

CB)=

{
TCPPCB

i RCB
i (PCB)

TPBW log2(1+α
W
i

PCB
i

)
, if PCB

i >0;

0, otherwise.
(5)

The constraint on the total average power consumption of each
UE over the uth time slot can then be expressed as

PC
avg,i+PCB

avg,i(P
CB)+

TCF

TP

∑
j∈KCF

ρCF
i,j PCF

i,j ≤PT,i, ∀i∈SN ,

(6)

where PC
avg,i is the average power usage through the cellular

interface during the time slot and PT,i is the total average power
available for the ith user.

IV. MMDP-BASED OPTIMAL RESOURCE ALLOCATION

The objective of resource allocation is to maximize the total
throughput of the interworking system subject to the satisfac-
tion of QoS requirements. As discussed in Section III-A, the
resource allocation process consists of two (upper and lower)
levels operating at slow and fast time-scales respectively, based
on the channel state information. Resources of the WLAN and
the cellular network are allocated at the beginnings of the uth
and the (u, l)th time slots respectively, where u = {0, 1, 2, . . .}
and l = {0, . . . , VL − 1}. The set of channel gains of the chan-
nels between users in SM and the WLAN AP at the beginning
of the uth time slot is referred to as the state of the upper-
level during the uth time slot (ψU

u ). The set of channel gains
of the channels between all the users and the cellular BS at the
beginning of the (u, l)th time slot is referred to as the state of
the lower-level during the (u, l)th time slot (ψL

u,l). While the
system state {ψU

u , ψ
L
u,l} is denoted by ψu,l, the sets of all the

possible states of upper and lower levels are denoted by ΨU

and ΨL, respectively.
An overview of the resource allocation framework is shown

in Fig. 3. The optimal resource allocation problem for cellular/
WLAN interworking is formulated as an MMDP [8] for three
reasons: 1) the resource allocation process operates at two time-
scales as explained in Section III-A, 2) state transition of each
level is a Markov process due to the Markov channel model,
and 3) resource allocations at multiple time slots are jointly
optimized to satisfy the user QoS requirements over multiple
time slots (see Section III-D).

The MMDP formulation consists of upper and lower level
resource allocation policies [8]. As shown in Fig. 3, the deci-
sions of the upper-level are made considering the throughputs
achieved through and the power consumed at the lower-level.
Therefore, the upper-level policy (DU ) maps system state ψu,0

to a set of resource allocation decisions (AU
u ) at the begin-

ning of uth time slot, u={0, 1, 2, . . .}. The lower-level policy
(DL) maps state ψL

u,l to a set of resource allocation decisions
(AL

u,l) at the beginning of (u, l)th time slot, l={0, . . . , VL−1}.
Decisions in AU

u and AL
u,l are {PCB

i , PCF
i,j , ρCF

i,j |∀i∈SM , j∈
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Fig. 3. Overview of the MMDP-based two time-scale resource allocation
framework.

KCF } and {PC
i,k, ρ

C
i,k|∀i∈SN , k∈KC}, respectively. For nota-

tion simplicity, we use D to denote the system policy {DU ,DL}.
We use the summation of discounted throughputs (SDTs)

[20], [21] over an infinite time horizon as a reward (objective)
function. The SDT based reward function reduces the suscepti-
bility of the determined decision policies to the unpredictable
channel changes in the future by giving less importance to
those decisions made (and rewards achieved) at far future. The
SDTs achieved by the ith user at the upper-level over an infinite
time horizon with the initial state of ψ0,0 and at the lower-
level during the uth time slot with the initial state of ψL

u,0 are
denoted by RU

i (ψ0,0,D) and RL
i,u(ψ

L
u,0, A

U
u ,D

L), respectively
[8]. As the decision policies are stationary (to be discussed),
RU

i (ψ0,0,D) and RL
i,u(ψ

L
u,0, A

U
u ,D

L) can be interpreted as the
average throughputs that are achieved by the ith user over the
same periods of time at the upper and lower levels, respectively
[21]. They are given by [20], [21]

RU
i (ψ0,0,D)= lim

VU→∞
(1−θ)

VU−1∑
u=0

θurUi,u(ψu,0, A
U
u ,D

L) (7)

RL
i,u

(
ψL
u,0, A

U
u ,D

L
)
=(1−β)

VL−1∑
l=0

βlrLi,u,l
(
ψL
u,l, A

U
u , A

L
u,l

)
, (8)

where θ ∈ (0, 1) and β ∈ (0, 1) are discount factors; and
rUi,u(ψu,0, A

U
u ,D

L) and rLi,u,l(ψ
L
u,l, A

U
u , A

L
u,l), which denote the

throughputs achieved by the ith user at the upper and lower
levels during the uth and (u, l)th time slots respectively, are
given by [22]

rUi,u
(
ψu,0, A

U
u ,D

L
)

=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

RL
i,u

(
ψL
u,0, A

U
u ,D

L
)
, if i ∈ SS ;

RL
i,u

(
ψL
u,0, A

U
u ,D

L
)

+TCF

TP

∑
j∈KCF ρCF

i,j RCF
i,j

(
PCF
i,j

)
, if i∈SM \ SCB ;

RL
i,u

(
ψL
u,0, A

U
u ,D

L
)
+ TCF

TP

∑
j∈KCF ρCF

i,j RCF
i,j

(
PCF
i,j

)
+TCP

TP
RCB

i (PCB), if i∈SCB ;

(9)

and

rLi,u,l
(
ψL
u,l, A

U
u , A

L
u,l

)
=
∑
k∈KC

ρCi,kR
C
i,k

(
PC
i,k

)
. (10)

The data traffic requirements of the users are served through
both networks while the voice traffic requirements are served
through the contention-free channel access and the cellular
network. Therefore, the QoS constraints (see Section III-D),
which ensure data and voice traffic requirement satisfaction
over an infinite time horizon and over the uth time slot (u =
{0, 1, 2, . . .}) respectively, can be stated as

RU
i (ψ0,0,D) ≥ RVmin,i +RDmin,i, ∀i ∈ SN (11)

RL
i,u

(
ψL
u,0, A

U
u ,D

L
)
+

TCF

TP

∑
j∈KCF

ρCF
i,j RCF

i,j

(
PCF
i,j

)
≥ RVmin,i, ∀i ∈ SN . (12)

As the sum of discounted costs provides a good approxima-
tion for the average cost when the policies are stationary [21],
PC
avg,i over the uth time slot can be calculated by

PC
avg,i = (1− β)

VL−1∑
l=0

βlPC
tot,i,l

(
ψL
u,l, A

U
u , A

L
u,l

)
, (13)

where PC
tot,i,l(ψ

L
u,l, A

U
u , A

L
u,l) is the total power allocated by

the ith user to communicate over the cellular network during
the (u, l)th time slot, and is also equivalent to

∑
k∈KC ρCi,kP

C
i,k

over the (u, l)th time slot.
The MMDP based optimal resource allocation problem can

then be stated as [8], [21]

P1 : max
DU

max
DL

∑
i∈SN

RU
i (ψ0,0,D)

s.t. (2) for n∈{C,CF}, (6), (11) and (12).

To find the optimal DU and D
L solving problem P1, resource

allocation should be optimized over three different time in-
tervals: 1) resource allocation over an infinite time horizon
is optimized to satisfy (11), 2) resource allocation over each
upper-level time slot is optimized to optimally use upper-level
resources while satisfying (6) and (12), and 3) resource alloca-
tion over each lower-level time slot is optimized to optimally
use lower-level resources. Therefore, problem P1 is solved in
three stages, where the first, second and third stages allocate
resources over an infinite time horizon, for each upper-level
time slot, and for each lower-level time slot, respectively. The
resource allocation problem for the mth stage (m = {2, 3})
is derived by decomposing the (m− 1)th stage problem into
a set of problems, each of which allocates resources over the
resource allocation interval of the mth stage, and by imposing
constraints that must be satisfied within the resource allocation
interval of the mth stage.

The optimality of the solution, which is obtained using the
three stage approach, for problem P1 is ensured by iterating
the mth stage (m = {1, 2}) solution until it reaches the optimal
while calculating the optimum (m+ 1)th stage solution for
each mth stage iteration. During the iteration process, the dual
variables of the mth stage are passed to the (m+ 1)th stage
while the throughputs/SDTs achieved and power consumed
at the (m+ 1)th stage are feedback to the mth stage. At
the (m+ 1)th stage, the received dual variables are used for
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configuring the objective function of the resource allocation
problem such that the (m+ 1)th stage assists maximizing the
mth stage objective. At the mth stage, the received information
is used for updating the dual variables.

Problem P1 is a non-convex problem. Therefore, we de-
termine the policies by relaxing problem P1 to reduce the
computational complexity. Due to the relaxations, the policies
determined in this work (DU∗ and D

L∗) are not optimal for
problem P1 in certain scenarios. Therefore, we refer to D

U∗ and
D

L∗ as active (or determined) upper and lower level decision
policies, respectively. Derivations of D

U∗, which is found by
solving the first and second stage resource allocation prob-
lems, and D

L∗, which is found by solving the third stage re-
source allocation problem, are discussed in Sections V and VI,
respectively.

Using the state transition probabilities calculated based on
the channel statistics, DU∗ and D

L∗ can be determined in ad-
vance and applied to the system based on the initial states. The
applied policies select AU∗

u and AL∗
u,l for the uth and the (u, l)th

time slots respectively, based on the states of the two levels
during the time slots. The policies D

U∗ and D
L∗ are required

to be recalculated when the channel statistics or the number of
users in the system or their QoS requirements change.

V. UPPER-LEVEL RESOURCE ALLOCATION

To determine D
U∗, first we maximize the total SDT at the

upper-level subject to satisfaction of (11) over an infinite time
horizon with the initial system state of ψ0,0; this first stage
problem is denoted by P2. By further investigating problem
P2, we find out that problem P2 is a convex optimization
problem and can be solved by solving the dual problem [23].
To find the dual function, the minimum of the Lagrangian is
determined by decomposing the Lagrangian into a set of terms,
each of which is a negative summation of weighted throughputs
of the users corresponding to one time slot. Then, AU∗

u for
the uth time slot (u = {0, 1, 2, . . .}) is determined such that
it maximizes the summation of weighted throughputs corre-
sponding to the uth time slot subject to satisfaction of (2) for
n = CF , (6) and (12); this second stage problem is denoted by
P3. First and second stage problems are solved in Section V-A
and B, respectively. In addition, the conditions which the third
stage resource allocation at the lower-level should satisfy to
ensure the optimality of the three stage solution for problem
P1 are derived in Section V-B.

A. First Stage Resource Allocation

First stage resource allocation problem can be stated as

P2 : max
DU

∑
i∈SN

RU
i

(
ψ0,0,D

U ,DL∗)
s.t. C1 : (11).

The active policy D
L∗ is used in problem P2 as for each

iteration of the algorithm which solves problem P2, DL∗ is
calculated by solving the third stage resource allocation prob-
lem. From (7)–(10), the objective function of problem P2 is

a concave function, and the feasible region is a convex set.
Therefore, problem P2 is a convex optimization problem, and
is solved by maximizing the dual function which is obtained by
minimizing the Lagrangian of problem P2 with respect to D

U

[23]. The Lagrangian of problem P2 is

LU
(
ψ0,0,λ,D

U ,DL∗) = ∑
i∈SN

[
λi(RVmin,i +RDmin,i)

− (1 + λi)R
U
i (ψ0,0,D

U ,DL∗)
]
, (14)

where λi, ∀i are dual variables.
The iterative algorithm which solves P2 can be summarized

as follows. First, λ is initialized (e.g., λ ← {0, . . . , 0}). Sec-
ond, we find D

U which minimizes LU (ψ0,0,λ,D
U ,DL∗) for

the λ. To update λ for the next iteration, RU
i (ψ0,0,D

U ,DL∗), ∀i
are also found in this step. Third, λ is adjusted toward λ∗ using
the gradient descent method [5], [24], [25]. The second and the
third steps are repeated until λ reaches λ∗. When λ reaches λ∗,
each λi satisfies the complementary slackness condition [23]
and we have found D

U∗.
To implement the above algorithm, DU and RU

i (ψ0,0,D
U ,

D
L∗), ∀i for any λ can be calculated as follows. From (14) and

since
∑

i∈SN
λi(RVmin,i +RDmin,i) does not depend on D

U ,
D

U is determined such that it maximizes
∑

i∈SN
(1 + λi)

RU
i (ψ0,0,D

U ,DL∗). When
∑

i∈SN
(1 + λi)R

U
i (ψ0,0,D

U ,DL∗)
is maximized, by (7) and using the Bellman optimality equation
[21], it is given by the following optimality equation.

LU
sup(ψ0,0,λ)

= (1− θ)max
AU

0

[∑
i∈SN

(1 + λi)r
U
i,0

(
ψ0,0, A

U
0 ,D

L∗)]

+ θ
∑

ψU
1 ∈ΨU

∑
ψL

1,0∈ΨL

PU
ψU

0 ψU
1
PL
ψL

0,0ψ
L
1,0

LU
sup(ψ1,0,λ) (15)

with

LU
sup(ψu,0,λ) = sup

DU

[∑
i∈SN

(1 + λi)R
U
i (ψu,0,D

U ,DL∗)

]
,

where PU
ψU

0 ψU
1

and PL
ψL

0,0ψ
L
1,0

are the probabilities of the upper

and lower level states change from ψU
0 to ψU

1 and from ψL
0,0 to

ψL
1,0 at the end of the 0th time slot, respectively. Equation (15) is

a recursive formula, and AU∗
u for the uth time slot is determined

such that the summation of weighted throughputs given by∑
i∈SN

(1 + λi)r
U
i,u(ψu,0, A

U
u ,D

L∗) is maximized [20]. Fur-
thermore, these resource allocation problems corresponding to
different time slots are independent of each other. As DU∗ is a
stationary policy (to be discussed in Section V-B), finding AU∗

0

for each ψ0,0 ∈ {ΨU ,ΨL} at the 0th time slot is sufficient to
find D

U∗. Next, RU
i (ψ0,0,D

U ,DL∗) can be determined by solv-
ing the Bellman optimality equation for the ith user written us-
ing (7). Bellman optimality equation solving methods, such as
Value Iteration algorithm and its variants, are explained in [20].
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B. Second Stage Resource Allocation

We derive AU∗
u such that it maximizes

∑
i∈SN

(1 + λi)r
U
i,u

(ψu,0, A
U
u ,D

L∗) at system state ψu,0 subject to satisfaction of
(2) for n = CF , (6) and (12) during the uth time slot. This
optimization problem is a non-convex problem due to the in-
teger constraint which is imposed on ρCF

i,j (see Section III-F1).
Therefore, to reduce the computational complexity required to
solve the problem, we relax the problem to be a convex opti-
mization problem by relaxing the integer constraint such that
ρCF
i,j ∈ [0, 1]. To calculate power usage and throughputs over

partially allocated TXOPs, we define P̄CF
i,j = ρCF

i,j PCF
i,j and

R̄CF
i,j (P̄CF

i,j , ρCF
i,j ) = (TCF /TP )ρ

CF
i,j RCF

i,j (P̄CF
i,j /ρCF

i,j ), where
R̄CF

i,j (P̄CF
i,j , ρCF

i,j ) is a concave function [22]. For notation
simplicity, we define R̄CB

i (PCB) = (TCP /TP )R
CB
i (PCB).

Then, substituting from (9) to rUi,u(ψu,0, A
U
u ,D

L∗), the relaxed
problem can be stated as

P3 :max
AU

u

∑
i∈SN

(1 + λi)

×

⎡
⎣RL

i,u

(
ψL
u,0, A

U
u ,D

L∗)+ ∑
j∈KCF

R̄CF
i,j (P̄CF

i,j , ρCF
i,j )

⎤
⎦

+
∑

i∈SCB∗

(1 + λi)R̄
CB
i (PCB)

s.t. C2 :
∑
i∈SM

ρCF
i,j ≤ 1, ∀j ∈ KCF

C3 : RL
i,u

(
ψL
u,0, A

U
u ,D

L∗)+ ∑
j∈KCF

R̄CF
i,j

(
P̄CF
i,j , ρCF

i,j

)

≥ RVmin,i, ∀i ∈ SN

C4 : PCB
avg,i(P

CB) + PC
avg,i

+
TCF

TP

∑
j∈KCF

P̄CF
i,j ≤ PT,i, ∀i ∈ SN

C5 : 0 ≤ ρCF
i,j ≤ 1, ∀i ∈ SM , j ∈ KCF

C6 : P̄CF
i,j ≥ 0, PCB

i ≥ 0, ∀i ∈ SN , j ∈ KCF .

Problem P3 is a convex optimization problem. Convexity
of C4, i.e., {PC

avg,i, P̄
CF
i,j , PCB

i |C4 is satisfied, i ∈ SN , j ∈
KCF }, is proved in Appendix B.

Next, we illustrate the relationship between problem P3 and
the third stage resource allocation which determines DL∗ for the
lower-level. Then, we derive AU∗

u by solving problem P3 using
Karush-Kuhn-Tucker (KKT) conditions [23]. The Lagrangian
of problem P3 is shown in (16) (see equation at the bottom
of the page) where γj , ξi and μi, ∀i, j are the dual variables
associated with C2, C3 and C4, respectively. As the optimal
solution for problem P3 minimizes (16) subject to C5 and
C6, D

L∗ is determined such that it maximizes
∑

i∈SN
(1 +

λi + ξi)R
L
i,u(ψ

L
u,0, A

U
u ,D

L). Further, D
L∗ should satisfy the

following KKT condition of P3 to ensure the optimality of
the solution, which is obtained using the three stages, for
problem P1.

(1 + λi + ξi)
∂RL

i,u

(
ψL
u,0, A

U
u ,D

L∗)
∂PC

avg,i

∣∣∣∣∣
PC

avg,i
=PC∗

avg,i{
= μi, if PC∗

avg,i > 0;
< μi, otherwise;

∀i ∈ SN . (17)

Dual variables μ and ξ couple the upper and the lower level
resource allocations to optimally distribute the transmit power
available at the UEs among WLAN and cellular network inter-
faces and to optimally utilize the resources of the two networks
to satisfy the users’ voice traffic requirements, respectively. Due
to this coupling, once resources of the lower-level are allocated,
achieved SDTs (i.e., RL

i,u(ψ
L
u,0, A

U
u ,D

L∗), ∀i) and the average
power consumptions at the lower-level (i.e., PC∗

avg,i, ∀i) are
feedback to the upper-level to solve problem P3, as shown
in Fig. 3.

Solution for problem P3 is found as follows. First, ξ and μ
are initialized. Second, the optimal allocations of contention-
free TXOPs, UE transmit power levels during contention-
free and contention-based TXOPs, RL

i,u(ψ
L
u,0, A

U
u ,D

L∗), ∀i and
PC∗
avg,i, ∀i are calculated based on ξ and μ. Third, μ is updated

toward μ∗ using the gradient descent method [5], [24], [25].
The second and third steps are repeated until μ∗ is found. Forth,
ξ is updated toward ξ∗ using the gradient descent method. The
last three steps are repeated until ξ∗ is found.

In the following, we derive the decision set AU∗
u (=

{PCB∗
i , P̄CF ∗

i,j , ρCF ∗
i,j |∀i ∈ SM , j ∈ KCF }) by solving prob-

lem P3, and explain how SCB∗ is determined. In addition, the
optimality of AU∗

u for the initial problem (i.e., the problem prior
to the relaxation) is also discussed.

LU(2)
(
AU

u ,γ, ξ,μ
)
= −

∑
i∈SN

(1 + λi + ξi)

⎡
⎣RL

i,u(ψ
L
u,0, A

U
u ,D

L∗) +
∑

j∈KCF

R̄CF
i,j (P̄CF

i,j , ρCF
i,j )

⎤
⎦−

∑
i∈SCB∗

(1 + λi)R̄
CB
i (PCB)

+
∑
i∈SN

⎡
⎣ ∑
j∈KCF

γjρ
CF
i,j + ξiRVmin,i + μi

⎛
⎝PCB

avg,i(P
CB) + PC

avg,i +
TCF

TP

∑
j∈KCF

P̄CF
i,j − PT,i

⎞
⎠
⎤
⎦−

∑
j∈KCF

γj (16)
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1) Allocations of Contention-Free TXOPs and Transmit
Power Levels: Based on the KKT conditions for P3, the op-
timal transmit power levels of the users during contention-free
TXOPs are given by

P̄CF ∗
i,j = ρCF ∗

i,j Θi, ∀i ∈ SM , j ∈ KCF , (18)

where

Θi =

[
BW

ln(2)

(1 + λi + ξ∗i )

μ∗
i

− 1

αW
i

]+

and [x]+ = max{0, x}. Next, the optimal contention-free
TXOP allocation can be determined as follows. Let

Γi,j = (1 + λi + ξ∗i )
∂R̄CF

i,j

(
P̄CF
i,j , ρCF

i,j

)
∂ρCF

i,j

∣∣∣∣∣
P̄CF

i,j
=P̄CF∗

i,j

=
(1 + λi + ξ∗i )TCFB

W

TP

×
[
log2(1 + αW

i Θi)−
1

ln(2)

αW
i Θi

1 + αW
i Θi

]
,

∀i ∈ SM , j ∈ KCF . (19)

Due to the fact that Γi,j is independent of ρCF
i,j and from the

KKT conditions, the jth TXOP is allocated to the user with
the largest Γi,j [22]. However, when there are multiple users
with their Γi,j values equal to the largest Γi,j for the jth TXOP,
the optimal solution for the problem P3 allocates fractions
of the TXOP among these users allowing them to time-share
the TXOP.

Since the channel gain (or αW
i ) and Θi remain unchanged

over the uth time slot, we can see from (19) that Γi,j of the ith
user is the same for all the TXOPs. Consequently, the ith user
is allocated the same fraction from each TXOP or is allocated
all the TXOPs. When there are N ′ users {i1, i2, . . . , iN ′} with
their Γi,j values equal to the largest, the optimal fractional
values for ρCF

i,j , i = {i1, i2, . . . , iN ′} are determined based on
the primal feasibility of those ρCF

i,j ’s with respect to C2, C3 and
C4. That is, the optimal set of ρCF

i,j , i = {i1, i2, . . . , iN ′} is a
solution which satisfies C2 with equality and the following set
of linear inequalities

ρCF
i,j

∣∣KCF
∣∣ TCFB

W log2
(
1+αW

i Θi

)
TP

≥RVmin,i−RL
i,u

(
ψL
u,0, A

U
u ,D

L∗), i={i1, i2, . . . , iN ′} (20)

and

ρCF
i,j

∣∣KCF
∣∣Θi

TCF

TP

≤PT,i−PCB
avg,i(P

CB)−PC
avg,i, i={i1, i2, . . . , iN ′}. (21)

As the objective of this work is to allocate resources based
on the PHY and the MAC technologies of the networks, a near

optimal TXOP allocation for the initial problem is found by
rounding ρCF

i,j |KCF | values to the nearest integers. The rounded
values indicate the number of TXOPs allocated to each user.
Moreover, if ρCF

i,j |KCF |, ∀i are integers, they are the optimal
TXOP allocation for the initial problem.

2) Allocations of Users and Transmit Power Levels for
Contention-Based Channel Access: The second stage resource
allocation problem should be formulated as a convex optimiza-
tion problem to reduce the required computational capacity.
However, RCB

i (PCB) given by (4) is a non-concave function
when NW varies. Therefore, to formulate the second stage
problem as a convex optimization problem, SCB∗ should be
determined prior to allocating the other upper-level resources.
In the MMDP based resource allocation algorithm, SCB∗ which
achieves the highest total SDT at the upper-level is found via
searching over SM . A low complexity method to find a near
optimal SCB is presented in Section VII.

From (4), it can be seen that R̄CB
i (PCB) depends not only

on the ith user’s transmit power level, but also on the transmit
power levels of the other users in SCB∗. Thus, PCB∗

i , ∀i ∈
SCB∗ are correlated. Based on the KKT conditions for problem
P3, PCB∗

i > 0 only if

∂R̄CB
i (PCB)

∂PCB
i

∣∣∣∣PCB
−i

=PCB∗
−i

PCB
i

=0

>
μ∗
i

1 + λi

∂PCB
avg,i(P

CB)

∂PCB
i

∣∣∣∣∣PCB
−i

=PCB∗
−i

PCB
i

=0

, (22)

where PCB
−i is a vector which consists of the power levels of the

users in SCB∗ except the ith user. Since these partial derivatives
are not defined when PCB

i = 0, we rewrite (22) by taking
the limits of the partial derivatives as PCB

i → 0. Then, (22)
reduces to

PCB∗
i

{
> 0, if BWαW

i

ln(2) >
μ∗
i

1+λi
;

= 0, otherwise;
∀i ∈ SCB∗. (23)

Moreover, for PCB∗
i > 0, the two sides of (22) become equal

when the partial derivatives are evaluated at PCB
i = PCB∗

i .
Therefore, value of PCB∗

i when PCB∗
i > 0 can be found by

solving (24) using Newton’s method if PCB∗
−i is known [26].

1 + λi

μ∗
i

· NWαW
i R̄CB

i (PCB∗)

1 + PCB∗
i αW

i

=
TCP

TP

[
ln
(
1 + PCB∗

i αW
i

)
− PCB∗

i αW
i

1 + PCB∗
i αW

i

]

+
ln(2)NWPCB∗

i αW
i R̄CB

i (PCB∗)

BW ·
(
1 + PCB∗

i αW
i

)
ln
(
1 + PCB∗

i αW
i

) . (24)

Existence of a solution for (24) is shown in Appendix C.
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As PCB∗
i , ∀i ∈ SCB∗ are correlated, PCB∗ is found using

an iterative algorithm. In each iteration, PCB∗
i , ∀i ∈ SCB∗

are calculated by (24) using the PCB∗ calculated in the pre-
vious iteration. The algorithm terminates when the changes to
PCB∗
i , ∀i ∈ SCB∗ are negligible. Convergence of this iterative

algorithm is proved in Appendix D.
From (18)–(24), it can be seen that AU∗

u is independent of
the time slot (i.e., u). Therefore, AU∗

u which is determined
for the uth time slot can be used at the u′th time slot (u′ =
{0, 1, 2, . . .}) when states during the uth and the u′th time slots
are equivalent (i.e., ψu,0 = ψu′,0). Thus, DU∗ is a stationary
policy [20]. The algorithm which determines D

U∗ for a given
initial state ψ0,0 is shown in Algorithm 1.

VI. LOWER-LEVEL RESOURCE ALLOCATION

The objective of the lower-level resource allocation is to
maximize

∑
i∈SN

(1 + λi + ξi)R
L
i,u(ψ

L
u,0, A

U
u ,D

L) subject to
(2) for n = C and (17) over the uth time slot (see Section V-B).
To determine D

L∗, first we decompose the resource allocation
problem over the uth time slot to a set of independent subprob-
lems, each of which allocates resources for one lower-level time
slot. Second, AL∗

u,l for the (u, l)th time slot, l = {0, 1, . . . , VL −
1}, is found by solving the subproblem which corresponds to
the same time slot; this third stage resource allocation problem
is denoted by P4 (see Section IV). Based on AL∗

u,l found for the
(u, l)th time slot, we show that DL∗ is a stationary policy.

To decompose the resource allocation problem which max-
imizes

∑
i∈SN

(1 + λi + ξi)R
L
i,u(ψ

L
u,0, A

U
u ,D

L) over the uth
time slot to a set of independent subproblems, the Bellman
optimality equation for the lower-level is written using (8) with

the assumption of VL is very large, which is reasonable since
TL � TU , as follows [2], [7].∑
i∈SN

(1 + λi + ξi)R
L
i,u

(
ψL
u,0, A

U
u ,D

L∗)

= (1− β)max
AL

u,0

[∑
i∈SN

(1 + λi + ξi)r
L
i,u,0

(
ψL
u,0, A

U
u , A

L
u,0

)]

+ β
∑

ψL
u,1∈ΨL

P
L(2)

ψL
u,0ψ

L
u,1

×
∑
i∈SN

(1 + λi + ξi)R
L
i,u

(
ψL
u,1, A

U
u ,D

L∗) , (25)

where P
L(2)

ψL
u,0ψ

L
u,1

is the probability of lower-level state changes

from ψL
u,0 to ψL

u,1 at the end of the (u, 0)th time slot. As the left
hand side of (25) is maximized when AL∗

u,l for the (u, l)th time
slot maximizes

∑
i∈SN

(1 + λi + ξi)r
L
i,u,l(ψ

L
u,l, A

U
u , A

L
u,l), re-

sources of the lower-level (i.e., subcarriers and transmit power
levels) are allocated for the (u, l)th time slot such that∑

i∈SN
(1 + λi + ξi)r

L
i,u,l(ψ

L
u,l, A

U
u , A

L
u,l) is maximized [20].

It should be noted that these resource allocation subproblems
corresponding to the lower-level time slots are independent of
each other.

Similar to the non-convexity caused by the integer constraint
which is imposed on ρCF

i,j (see Section V-B), the integer
constraint which is imposed on ρCi,k makes the subproblem
corresponding to the (u, l)th time slot non-convex (see
Section III-F1). To reduce the computational capacity required
to solve the subproblem, we relax it by following the same
relaxation process which is used in Section V-B. That is, we let
ρCi,k ∈ [0, 1] and define P̄C

i,k = ρCi,kP
C
i,k and R̄C

i,k(P̄
C
i,k, ρ

C
i,k) =

ρCi,kR
C
i,k(P̄

C
i,k/ρ

C
i,k). The relaxed subproblem is considered as

the problem P4.
Since problem P4 is solved subject to satisfaction of (17)

over the uth time slot, (17) is first translated into a set of
constraints, each corresponds to one lower-level time slot, by
substituting (8), (10) and (13) into (17). Then, the constraint
corresponding to the (u, l)th time slot is given by

(1 + λi + ξi)
∂R̄C

i,k

(
P̄C
i,k, ρ

C
i,k

)
∂P̄C

i,k

∣∣∣∣∣∣
P̄C

i,k
=P̄C∗

i,k{
= μi, if P̄C∗

i,k > 0;
< μi, otherwise;

∀i ∈ SN , k ∈ KC . (26)

From (26),

P̄C∗
i,k = ρC∗

i,k

[
Δf

ln(2)

(1 + λi + ξi)

μi
− 1

αC
i,k

]+
. (27)

Next, the remaining subcarrier allocation problem for the
(u, l)th time slot can be stated as

P5 : max
ρC

∑
i∈SN

∑
k∈KC

(1 + λi + ξi)R̄
C
i,k

(
P̄C
i,k, ρ

C
i,k

)
s.t. C7 :

∑
i∈SN

ρCi,k ≤ 1, ∀k ∈ KC

C8 : 0 ≤ ρCi,k ≤ 1, ∀i ∈ SN , k ∈ KC .
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Problem P5 is a convex optimization problem. Therefore, from
(27) and the KKT conditions for problem P5, and using the
same approach used for deriving ρCF ∗

i,j in Section V-B1, the
optimal subcarrier allocation can be expressed as [22]

ρC∗
i′,k =

{
1, if i′ = argmax∀i{Λi,k};
0, otherwise;

∀i′ ∈ SN , k ∈ KC ,

(28)

where

Λi,k = (1+λi+ξi)

[
log2

(
1+αC

i,kP
C∗
i,k

)
− 1

ln(2)

αC
i,kP

C∗
i,k

1+αC
i,kP

C∗
i,k

]
.

However, when there are multiple users with their Λi,k values
equivalent to the largest Λi,k for the kth subcarrier, the optimal
solution for the problem P5 requires allocation of fractions,
which satisfies C7 with equality, of the kth subcarrier among
these users.

When such equality of Λi,k occurs, we randomly allocate the
kth subcarrier to one of the users with the largest Λi,k due to the
fact that fractional subcarrier allocations are not supported by
the PHY. Random subcarrier allocation in this scenario does not
significantly deviate the system throughput/QoS performance
from the optimum due to two reasons: 1) subcarrier band-
width (Δf) is small as there is a large number of subcarriers;
2) probability of multiple users having equivalent Λi,k values
for more than one subcarrier or for a certain subcarrier over
multiple time slots is very small, because the channel gains over
different subcarriers are different and varies over time slots.

From (27) and (28), it can be seen that AL∗
u,l is indepen-

dent of the time slot. Thus, AL∗
u,l which is determined for the

(u, l)th time slot can be used at the (u, l′)th time slot (l′ =
{0, . . . , VL − 1}) when states during these two time slots are
equivalent (i.e., ψL

u,l = ψL
u,l′ ). Therefore, DL∗ is a stationary

policy [20].
As DL∗ is a stationary policy, calculating AL∗

u,0 for each state
ψL
u,0 ∈ ΨL at the (u, 0)th time slot is sufficient to determine

D
L∗. Next, RL

i,u(ψ
L
u,0, A

U
u ,D

L∗) and PC∗
avg,i, ∀i can be found by

solving (8) and (13), respectively. Equations (8) and (13) can be
solved using the methods explained in [20] by writing them as
Bellman optimality equations. Values of RL

i,u(ψ
L
u,0, A

U
u ,D

L∗)

and PC∗
avg,i, ∀i are then feedback to the upper-level to update λ,

ξ and μ as shown in Algorithm 2, which determines DL∗.

The MMDP based resource allocation algorithm (i.e., DU∗

and D
L∗) efficiently allocates resources of the interworking

system. However, it has a high time complexity as it requires to
find AU∗

0 and AL∗
u,0 for each system state, where the total number

of system states in a system model is given by (KS)
N |KC |+|SM |.

Therefore, we propose a heuristic resource allocation algorithm
with low time complexity when the number of system states
is significantly higher due to the large number of users and/or
OFDM subcarriers.

VII. HEURISTIC RESOURCE ALLOCATION

The heuristic algorithm consists of two steps. The first step is
executed only once at the beginning, and it calculates the dual
variables which correspond to data and voice traffic constraints
(i.e., λ and ξ) based on the average square channel gains (Ω’s),
where Ω = E{h2}, E{·} is the ensemble average operator and
h is the channel gain. The second step uses the dual variables
calculated in the first step, and allocates upper and lower level
resources based on the instantaneous channel gains subject to
total power constraints of the users (i.e., C4). Since these two
steps are executed based on a single system state which con-
sists of either Ω’s or instantaneous channel gains, solving the
Bellman optimality equations is not required in the heuristic al-
gorithm for calculating RU

i (ψ0,0,D), RL
i,u(ψ

L
u,0, A

U
u ,D

L) and
PC
avg,i. In the MMDP based algorithm, the Bellman optimality

equations are solved by determining AU
0 and AL

u,0 for each
possible system state. In addition, SCB is determined using
a simple method in the heuristic algorithm (to be discussed).
Due to these two reasons, the heuristic algorithm has low time
complexity.

In the first step, λ and ξ are found by solving problems
P2, P3 and P4. Therefore, the solutions which we obtained
for problems P3 and P4 in Sections V-B and VI are used
in this step with modifications to utilize Ω’s as follows. Av-
erage throughput over a Rayleigh fading channel is given
by [18], [28]

E{R} =

∞∫
0

2Bh

Ω
log2

(
1 +

h2p

n

)
e−

h2

Ω dh

=
B

ln(2)
e

n
ΩpE1

(
n

Ωp

)
, (29)

where p is the transmit power level, B is the bandwidth,
n is the total noise plus interference power, and E1(x) =∫∞
x e−xx−1 dx. Since 0.5e−x ln(1 + 2x) provides a tight lower

bound for E1(x) [28], by (29)

E{R} >
B

2
log2

(
1 +

2Ωp

n

)
. (30)

Thus, the solutions for the problems P3 and P4 are modified
to calculate the throughput over each wireless channel by
(B/2) log2(1+(2Ωp/n)). That is, the equations in Sections V-B
and VI are modified with the substitutions of B/2 to B, and
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2Ω to h2. The latter is also equivalent to the substitution of
2E{αn

i,y} to αn
i,y . Moreover, as Ω’s are used in this step,

the number of possible system states in the MMDP reduces
to one. Consequently, RU

i (ψ0,0,D) = rUi,0(ψ0,0, A
U
0 ,D

L),
RL

i,0(ψ
L
0,0, A

U
0 ,D

L) = rLi,0,0(ψ
L
0,0, A

U
0 , A

L
0,0) and PC

avg,i =∑
k∈KC ρCi,kP

C
i,k.

Furthermore, log2(1 + x) > (1/2) log2(1 + 2x), ∀x ∈ R
+.

Therefore, λ and ξ calculated in the first step will satisfy the
QoS requirements with an additional margin if the through-
puts are given by B log2(1 + (Ωp/n)). Therefore, when the
resources are allocated in the second step, QoS requirements
of the users are satisfied with a higher satisfaction though the
instantaneous channel gains are used in this step. First step of
the heuristic algorithm is shown in Algorithm 3.

In the second step, resources of both upper and lower
levels are jointly allocated at the beginning of uth time
slot (u = {0, 1, 2, . . .}) subject to C4 and assuming that the
current lower-level state remains unchanged during the uth
time slot (i.e., ψL

u,0 = ψL
u,l, ∀l ∈ {1, . . . , VL − 1}). With this

assumption, RL
i,u(ψ

L
u,0, A

U
u ,D

L) = rLi,u,0(ψ
L
u,0, A

U
u , A

L
u,0) and

PC
avg,i =

∑
k∈KC ρCi,kP

C
i,k. The algorithms which solve prob-

lems P3 and P4 are used for allocating resources while us-
ing λ and ξ from the first step. Note that these algorithms
need to calculate μ only and that UE power is distributed
between WLAN and cellular network interfaces at this point.
At the beginnings of the remaining (u, l)th time slots (i.e., l =
{1, . . . , VL − 1}), lower-level resources of subcarriers and the
amount of power dedicated for the cellular network interfaces
are reallocated based on the current state ψL

u,l to fully exploit the
multi-user diversity in the cellular network. The second step of
the heuristic algorithm is shown in Algorithm 4.

The optimal SCB consists of only a few users with strong
channel conditions due to two reasons: 1) allocation of too
many users for contention-based channel access degrades the
aggregated throughput of the users due to increased number
of collisions [2], and 2) allocation of a user with a weaker
channel degrades the throughputs of all the users as the weak
user takes a longer time to transmit a packet [27]. Based on
these characteristics, users for the contention-based channel
access are allocated in the first step of the heuristic algorithm
as follows. First, the users in SM are sorted in the descending
order of their E{αW

i }. Next, the first step of the heuristic
algorithm is repeated, each time adding the next user in SM

to SCB , until the total throughput achieved at the upper-level
reaches the maximum.

VIII. SIMULATION RESULTS

Wireless channels are modeled as Rayleigh fading channels,
and their path loss is proportional to d−4, where d denotes the
distance between users and the WLAN AP or the cellular BS.
Further, the channels over the cellular network are generated
at the carrier frequency of 2.1 GHz and mobile speed of
50 kmh−1, while those over the WLAN are generated at the
carrier frequency of 2.4 GHz and mobile speed of 3 kmh−1.
Based on the coherence times of the channels, TL and TU are
selected to be 4.23 ms and 63.45 ms, respectively [29], [30].
The radiuses of the WLAN and the cellular coverage areas
are 50 m and 1000 m respectively, and users are uniformly
distributed over the coverage areas. The total power available at
each user is uniformly distributed between 0 and 1 watt. Table II
shows the remaining parameters.

First we evaluate the performance of the MMDP based
resource allocation algorithm (MM) and the heuristic algo-
rithm (HM) in a small-scale system, denoted by system-1,
and compare the performance with that of a benchmark al-
gorithm (BM1) which resembles the first category resource
allocation algorithms (see Section II). Algorithm BM1 allocates
the resources as follows. First, it assigns users for the two
networks via exhaustive search such that the total average
system throughput is maximized. In this step, average users’
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TABLE II
SIMULATION PARAMETERS

throughputs are calculated using (B/2) log2(1 + (2Ωp/n)), as
in the first step of HM. Next, each network individually allo-
cates its resources among the assigned users to maximize the
network throughput. This step utilizes instantaneous channel
gains and is repeated at the every time slot. It should be noted
that BM1 does not allow UE multi-homing and it allocates
resources at two time-scales based on the PHY and MAC
technologies of the networks.

In the system-1, there are four users (|SS | = |SM | = 2), four
subcarriers and two contention-free TXOPs. Two-state Markov
channels are used [31], and the boundary between the two
states of each channel is determined such that the steady state
probability of each state is 0.5. For each channel, the channel is
at the first state if h <

√
Ω ln(2); otherwise, it is at the second

state. When a channel is at first and second states, the channel
gains are considered to be

√
Ω(1− ln(2)) and

√
Ω(1 + ln(2)),

respectively. These channel gains are determined by averag-
ing the square of the channel gain of a continuous-envelope
Rayleigh fading channel within the boundaries of the respective
state. Transition probabilities of the states are calculated as in
[18]. Discount factors θ and β are set to be 0.9 in MM.

Fig. 4 compares the throughputs achieved by MM, HM
and BM1 in system-1 for different QoS requirements. Algo-
rithm MM provides throughput improvement of at least 10.7%
compared to HM, and both MM and HM provide higher
throughputs than BM1 as they enable multi-homing. In BM1,
each user is allowed to access one network only. When multi-
homing is enabled, users achieve higher throughputs due to
efficient resource utilization, which is a result of catering
user QoS requirements utilizing multiple network resources
and of dynamically adjusting resource allocation including UE
power distribution for the two network interfaces based on
the instantaneous channel gains. In addition, MM outperforms
HM due to the fact that MM allocates the resources statisti-
cally considering the future state changes using an MMDP,
whereas HM allocates the resources based on the current
states only.

The satisfaction index (SI), which can be used for quanti-
fying the ability of a resource allocation algorithm to satisfy

Fig. 4. Throughputs achieved by different algorithms in system-1.

Fig. 5. Satisfaction index achieved by different algorithms for data traffic in
system-1.

the QoS requirements [25], is defined for a particular traffic
class as

SI = E

{
1R≥Rmin

+ 1Rmin>R · R

Rmin

}
, (31)

where R and Rmin are the achieved and the required through-
puts, and 1x≥y = 1 if x ≥ y but it is zero otherwise. All three
algorithms have achieved SI for voice traffic (SIV ) of one in
system-1, and the achieved SI’s for data traffic (SID) by them
in system-1 are shown in Fig. 5. Similar to the throughput
performance, MM and HM achieve higher SID’s compared
to BM1, providing users with better QoS. Difference between
these SID’s is significant at the higher data traffic requirements
as multi-homing is particularly useful for catering higher user
requirements via multiple networks.

Complexities of the algorithms are measured in terms of the
required number of iterations in the inner most loop per user
per time slot in fast time-scale, and Fig. 6 compares them in



2786 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 62, NO. 8, AUGUST 2014

Fig. 6. Complexities of the different algorithms in system-1.

system-1. As MM solves an MMDP based resource allocation
problem with 218 system states, it requires a large number
of iterations. Algorithm BM1 requires a higher number of
iterations than HM as BM1 recalculates λ and ξ at each time
slot, whereas HM calculates λ and ξ only once in the first step.

Next, the performance of HM is evaluated in a large-scale
system, denoted by system-2, and is compared with the per-
formance of a benchmark algorithm (BM2). Since the highest
number of resource blocks per cell in a LTE system is 110,
system-2 consists of 128 subcarriers, 10 contention-free TXOPs
and 40 or 80 users. This system uses continuous envelope
Rayleigh fading channels generated at the same carrier frequen-
cies and mobile speeds as in system-1. The performance of
MM is not evaluated in this system due its high complexity.
Algorithm BM2 uses a simpler user allocation mechanism than
exhaustive search which is used in BM1, because exhaustive
search is not feasible when there is a large number of users.
It allocates users for the networks as follows. First, users in
SM are sorted in the descending order of their E{αW

i }. Sec-
ond, resources of the two networks are individually allocated
|SM | times while calculating users’ average throughputs using
(B/2) log2(1 + (2Ωp/n)); at the jth resource allocation, first
j users in SM are allocated to the WLAN while the remaining
users in SM and all the users in SS are allocated to the
cellular network. Finally, the user allocation which resulted in
the highest total average throughput is selected. Once the user
allocation is completed, BM2 allocates resources of the two
networks at each time slot similar to BM1.

Throughput, SIV and SID performance of HM and BM2
in system-2 are shown in Figs. 7–9, respectively. Due to the
advantages of user multi-homing, HM provides better through-
put and SI performance than BM2. The performance of the
algorithms decreases with the number of users, because the
resources are distributed among more users as each user has a
certain QoS requirement. When there are 80 users in the system,
HM provides at least 14.5%, 8.4% and 8.1% of improvements
compared to BM2 in average throughput per user, SIV and SID,
respectively.

Fig. 7. Throughputs achieved by different algorithms in system-2.

Fig. 8. Satisfaction index achieved by different algorithms for voice traffic in
system-2.

Fig. 9. Satisfaction index achieved by different algorithms for data traffic in
system-2.
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Fig. 10. Complexities of different algorithms in System-2.

According to the complexities of the algorithms shown in
Fig. 10, HM converges within 25 iterations per user per time
slot while BM2 requires more than 47 iterations per user per
time slot. The complexity of HM does not considerably vary
with the QoS requirements and the number of users as HM
recalculates only μ at each time slot in the second step of the
algorithm, whereas the complexity of BM2 increases with the
QoS requirements and the number of users as BM2 recalculates
λ, ξ and μ at each time slot.

IX. CONCLUSION

This paper has presented an MMDP based resource (sub-
carrier, TXOPs of WLAN, and power) allocation for cellular/
WLAN interworking considering two time-scales; underlying
PHY and MAC layer technologies of an OFDMA based cellular
network and a WLAN which operates on contention-based
and contention-free channel access mechanisms; and multi-
homing capable users with voice and data traffic requirements.
Further, by eliminating the requirement to solve Bellman op-
timality equations, a low time complexity heuristic resource
allocation algorithm has been proposed. Simulation results
have shown that the MMDP based algorithm provides 10.7%
of throughput improvements than the heuristic algorithm, and
that the MMDP based and the heuristic algorithms provide
higher throughputs and satisfaction indexes (i.e., QoS) than the
benchmark algorithms (BM1 and BM2) which do not consider
user multi-homing. The MMDP based algorithm has a high
time complexity due to large number of states in the system
model. The low time complexity heuristic algorithm converges
within 25 iterations per user per time slot in practical systems,
which enables it to allocate resources online based on the
instantaneous channel gains.

APPENDIX A
PROOF OF CONVEXITY OF RCB

i (PCB)

Let

f(x) =
−1

k0 +
∑N

i=1
ki

xi

, (32)

where ki ∈ R
+, ∀i ∈ {0, . . . , N}; x = [x1, . . . , xN ]; and xi ∈

R
+, ∀i ∈ {1, . . . , N}. Now consider

f(z)− f(x)−∇f(x)[z− x]T

=

(
1

k0 +
∑N

i=1
ki

zi

)(
1

k0 +
∑N

i=1
ki

xi

)2

g(x), (33)

where

g(x)=

(
k0+

N∑
i=1

ki
zi

)(
k0+

N∑
i=1

kizi
x2
i

)
−
(
k0+

N∑
i=1

ki
xi

)2

(34)

and z = [z1, . . . , zN ] with zi ∈ R
+, ∀i ∈ {1, . . . , N}. Further-

more, g(x) can be rewritten as

g(x)

= k0

N∑
i=1

ki

(
1√
zi

−
√
zi
xi

)2

+

N∑
i=2

� i
2 �∑

j=1

ki−j+1kj

(√
zj

zi−j+1x2
j

−
√

zi−j+1

zjx2
i−j+1

)2

+

N−1∑
j=2

� j
2 �∑

i=1

[
kN−i+1kN−j+i

(√
zN−j+i

zN−i+1x2
N−j+i

−
√

zN−i+1

zN−j+ix2
N−i+1

)2 ]
.

(35)

Since ki ∈ R
+, ∀i ∈ {0, . . . , N}, g(x) ≥ 0. Thus, by (33),

f(x) is a convex function as it satisfies the first order condition
[23]. Moreover, f(x) is a non-increasing function as

∂f(x)

∂xi
=

−ki
x2
i

(
1

k0+
∑N

i=1
ki

xi

)2

≤0, ∀i∈{1, . . . , N}. (36)

Let xi = log2(1 + yi), ∀i ∈ {1, . . . , N}. Since xi = log2(1 +
yi) is a concave function with respect to yi ∈ R

+, and f(x)
is non-increasing in each of its argument and it is a convex
function, by vector composition theory [23],

f(y) =
−1

k0 +
∑N

i=1
ki

log2(1+yi)

(37)

is a convex function. Thus, RCB
i (PCB) is a concave function.
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APPENDIX B
PROOF OF CONVEXITY OF C4

From (5), the derivative of PCB
avg,i(P

CB) when PCB
i > 0 is

∂PCB
avg,i(P

CB)

∂PCB
i

=
TCP

TPBW ·
(
log2

(
1 + PCB

i αW
i

))2
×
[
RCB

i (PCB)

(
log2

(
1 + PCB

i αW
i

)

− PCB
i αW

i

ln(2)
(
1+PCB

i αW
i

)
)

+
∂RCB

i (PCB)

∂PCB
i

PCB
i log2

(
1 + PCB

i αW
i

) ]
. (38)

Next, we define

g(x) = log2(1 + x)− x

(1 + x) ln(2)
, x ≥ 0. (39)

We can conclude that g(x) ≥ 0 since g(0) = 0 and dg(x)/
dx ≥ 0, ∀x ∈ R

+. Moreover, RCB
i (PCB) is a positive non-

decreasing concave function. Therefore, by (38),∂PCB
avg,i(P

CB)/

∂PCB
i ≥ 0. Thus, PCB

avg,i(P
CB) is a non-decreasing function

of PCB
i . Therefore, we can show that PCB

avg,i(P
CB) ≤ PT,i is a

convex set [23], and hence C4, i.e., {PC
avg,i, P̄

CF
i,j , PCB

i |C4
is satisfied, i ∈ SN , j ∈ KCF }, is a convex set. Since PC

avg,i

is a linear combination of P̄C
i,k, ∀k (see (13)), {P̄C

i,k, P̄
CF
i,j ,

PCB
i |C4 is satisfied, i ∈ SN , j ∈ KCF , k ∈ KC} is also a

convex set.

APPENDIX C
PROOF OF EXISTENCE OF A SOLUTION FOR (24)

By differentiating (5) and then removing the non-negative
term, we have

∂R̄CB
i (PCB)

∂PCB
i

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

=
BWαW

i

ln(2) · ∂PCB
avg,i(P

CB)

∂PCB
i

, at PCB
i =0;

<
BW log2(1+αW

i PCB
i )

PCB
i

· ∂PCB
avg,i(P

CB)

∂PCB
i

, for PCB
i >0.

(40)

Partial derivatives of R̄CB
i (PCB) and PCB

avg,i(P
CB) with

respect to PCB
i are positive and monotonically decreasing

functions of PCB
i , because R̄CB

i (PCB) and PCB
avg,i(P

CB) are
concave increasing functions with respect to PCB

i . Further-
more, the value of (BW log2(1 + αW

i PCB
i ))/PCB

i decreases
from BWαW

i / ln(2) to 0 as PCB
i goes from 0 to ∞. Therefore,

there exist a pi, (pi > 0) such that at each PCB
i > pi,

∂R̄CB
i (PCB)

∂PCB
i

<
μ∗
i

1 + λi
·
∂PCB

avg,i(P
CB)

∂PCB
i

. (41)

Thus, from (22), (23) and (41), there exist a PCB∗
i which is the

solution for (24), and PCB∗
i ∈ (0, pi).

APPENDIX D
PROOF OF CONVERGENCE OF THE ITERATIVE

ALGORITHM WHICH CALCULATES PCB∗

At the nth iteration, PCB∗
i is calculated using (24) such that

when PCB
i = PCB∗

i , the left hand and the right hand side terms
of (41) are equal. Since

(
∂2R̄CB

i (PCB)

∂PCB
j

∂PCB
i

)
(

∂R̄CB
i

(PCB)

∂PCB
i

) >

(
∂2PCB

avg,i(P
CB)

∂PCB
j

∂PCB
i

)
(

∂PCB
avg,i

(PCB)

∂PCB
i

) , ∀PCB
j >0, i �=j, (42)

if PCB∗
j is increased at the nth iteration, the left hand side

of (41) becomes larger than the right hand side of (41). Thus,
PCB∗
i increases at the (n+ 1)th iteration. Therefore, by induc-

tion, PCB∗
i , ∀i increase in each iteration. However, each PCB∗

i

is upper bounded by pi, where (BW log2(1 + αW
i pi))/pi =

μ∗
i/(1 + λi). Therefore, the algorithm converges. Furthermore,

it should be noted that each PCB∗
i converges to a value which

is smaller than pi, because if PCB∗
i = pi, it violates (40).
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