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Abstract—This work proposes a practical and cost-effective
approach to construct a fully distributed roadside communication
infrastructure to facilitate the localized content disseminations
to vehicles in the urban area. The proposed infrastructure
is composed of distributed light-weight low-cost devices called
roadside buffers (RSBs), where each RSB has the limited buffer
storage and is able to wirelessly transmit the cached contents
to fast-moving vehicles. To enable the distributed RSBs working
towards the global optimal performance (e.g., minimal average
file download delays), we propose a fully distributed algorithm
to optimally determine the content replication strategy at RSBs.
Specifically, we first develop a generic analytical model to evaluate
the download delay of files, given the distribution of content files
at RSBs. We then formulate the RSB content replication process
as an optimization problem, and devise a fully distributed content
replication scheme accordingly to enable vehicles to intelligently
recommend the desirable content files to RSBs. The proposed
infrastructure is designed to optimize the global network utility
which accounts for the integrated download experience of users
and the download demands of files. Using extensive simulations,
we validate the effectiveness of the proposed infrastructure and
show that the proposed distributed protocol can approach to the
optimal performance and significantly outperform the traditional
heuristics.

Index Terms—Vehicular Network; Content Distribution; Ran-
dom Walk.

I. INTRODUCTION

In the last couple of years, vehicular networking and com-
munications have been identified as a key enabling technology
to make our daily life on-the-wheel safer, more efficient
and comfort with ubiquitous broadband services [1]. While
being actively pursued for years, the real-world large-scale
deployment of vehicular communications, however, is still not
practical and fraught with many fundamental challenges. This
attributes to the lack of an efficient accessing approach on
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providing ubiquitous, high-rate yet low-cost connections to ve-
hicles. Using traditional 3G/4G cellular networks, not only the
aggregate bandwidth per user is very limited as a large number
of users need to share wireless resource concurrently, but also
the usage cost per user is high. An alternative approach is
by exploring city-wide WiFi hotspots for high-rate services at
the low price. However, sparsely distributed in the city [2], [3]
with limited coverage individually, WiFi hotspots can hardly
provide ubiquitous connectivity to vehicles. Moreover, orig-
inally designed for static indoor applications, WiFi hotspots
are not optimized for highly mobile vehicular communications
[4]. Another plausible solution is by exploring inter-vehicle
communications. While collaborative inter-vehicular commu-
nications can boost the system capacity, purely relying on
the vehicle-to-vehicle (V2V) communications is insufficient
to provide the reliable and high-rate data services to users
due to harsh channel conditions and unreliable inter-vehicle
connections. As reported in [5], the throughput of inter-
vehicular communications is observed to be at most one fifth
of the throughput of vehicle-to-infrastructure communications.
In a nutshell, in order to bring vehicular communications and
networking from lab concept to commercial reality, a novel,
practical and scalable solution which offsets the weaknesses
of traditional accessing approaches is desirable.

As an effort towards this goal, in this work, we propose
a practical approach on building a low-cost city-wide infras-
tructure to enable content distributions to vehicular mobile
users. We argue that a large-scale communication infrastruc-
ture which is dedicated to vehicular communications with
reserved resources (e.g., storage and communication capacity)
is essential to provide reliable and QoS guaranteed services,
so as to make vehicular communications an alternative of
ubiquitous broadband access. Note that to build a large-scale
infrastructure is typically a daunting task, if not impossible,
due to the high deployment and maintenance cost. We ques-
tion on how to construct a practical and scalable content
distribution infrastructure in the city, which not only bypasses
physical installations and investment obstacles, but also in-
curs the minimum monetary wireless bandwidth expense for
individual users. To attain this goal, we propose a low-cost,
fully distributed and self-maintained infrastructure. In specific,
the proposed infrastructure is composed of a multitude of
wireless buffer devices deployed on the roadside, namely
roadside buffers (RSBs). Each RSB is equipped with a wireless
transceiver operating on the dedicated short-range commu-
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Fig. 1. Content distribution through the proposed infrastructure

nication (DSRC) radio, and can communicate with nearby
vehicles using the vehicle-to-infrastructure communications.
The RSB can selectively retrieves content files from the vehicle
drive-through its coverage and disseminate the cached files
to vehicles upon their requests. Fig. 1 shows a motivating
example in which a grocery store intends to distribute its recent
flyers to customers in the city. To do so, the flyers are first
uploaded to one or multiple RSBs near the store. The RSBs
are then responsible for distributing the content files (flyers) on
the fly to vehicles driving through the area and let the vehicles
spread the flyers to other RSBs and vehicles across the city.

Unlike the conventional centralized system (e.g., cellular
base stations), the proposed infrastructure (i.e., RSBs) is dis-
tributedly deployed, owned and managed by separate entities.
For example, a grocery store or shopping mall may deploy the
RSB in its parking lot to periodically broadcast the flyers as
in Fig. 1. A movie theater may install the RSB to distribute
the latest movie tailors to the public. The distributed RSBs
deployed by separate entities collectively form the infrastruc-
ture network. In other words, the formation of the proposed
infrastructure relies on the contributions of separate individuals
in the city with the shared investment and maintenance work
of the devices. The distributed deployments of RSBs have the
following features:

B Cheap and easy to install: the RSBs are cheap and light-
weight devices composed of a wireless transceiver and
small buffer. They can be configured and managed wire-
lessly, requiring no complex and expensive cabling work.
As RSBs are deployed to distribute the local contents
generated by their owners, they are not necessarily
connected to the Internet. As such, once deployed, RSBs
incur no bandwidth cost to their owners.

B Easy to manage: the content distribution and buffer
management of RSBs are purely self-organized which
autonomously adapt to the time-varying network con-
ditions (e.g., the density of vehicle traffic, buffer avail-
ability) [6] and are tailored to meet the file download
demands. Therefore, except to using wireless connec-
tions, the owners are not required to get involved in any
further operation.

B Profitable: The RSBs can bring commercial benefits to
their owners by distributing the advertisements or other
information to the public.

To summarize, the RSBs distributedly deployed in the city
can provide dedicated storage and communication capacity to
enable content distributions to vehicles. Moreover, by relying
on the fast vehicles to transport contents among RSBs, and
making RSBs selectively retrieve contents from vehicles to
cache and redistribute, the entire infrastructure is designed to
achieve a global optimal goal in a fully distributed manner.

The remainder of the paper is organized as follows: Sec-
tion II describes related works, and position the original con-
tributions of our work. Section III presents the system model
and formulates the design of the network as an optimization
problem. Section IV discusses on the solution of the problem
and presents the network protocols. The performance of the
proposed infrastructure is verified in Section V, and Section VI
closes the paper with conclusions.

II. RELATED WORKS

In this section, we survey the related works and highlight
our contributions in the light of existing literature.

The vehicular content distribution networks can be broadly
categorized in two groups as: V2V based systems in which
the content distribution mainly relies on the collaborations
among vehicles using the V2V communications only [7],
[8], [9], and the vehicle-to-infrastructure based systems which
exploit the opportunistic contacts and transmissions of road
communications infrastructure to enable content retrievals in
vehicles [10], [11], [12].

A. V2V Based System

Nandan et al. introduce the first V2V based content dis-
tribution protocol, namely SPAWN (swarming protocol for
vehicular ad-hoc networks) [8], to enable the cooperative
content retrieval and sharing among vehicles. In SPAWN, a
file is first chopped into multiple pieces and then swapped
among vehicles in a BitTorrent style to facilitate the collab-
orative download. Within the similar framework, Lee et al.
propose CodeTorrent [13] which deploys the network coding
to maximize the mutual differences of content pieces stored in
the nearby vehicles, and accordingly reduces the search delay
and coordinations of piece transmissions. Unlike SPAWN and
CodeTorrent, our work mainly focuses on the design of the
infrastructure and development of distributed content replica-
tion protocols. As the infrastructure based content distribution
serves as a complement to the V2V content distribution, our
proposal can work supplementally to [8], [9], [13].

Li et al. propose CodeOn [14] for efficient content dis-
tribution over vehicular networks in a highway. Yan et al.
[15] develop an analytical model to evaluate the multi-
hop transmission rate of the network coding based content
distribution in the highway. Ye et al. [16] also investigate
on the highway content distribution using network coding
and develop an analytical model to evaluate the completion
probability of content dissemination in the Rayleigh fading
channel. Zhang et al. [17] develop a platoon-based content
distribution protocol which optimally replicates content in a
vehicle platoon based on the diverse mobilities of platoon
members. In contrast to CodeOn, our work considers the
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content distribution in urban areas. Unlike that on highways,
the V2V communication in urban tends to be much more
dynamic due to the complicated street layout and diverse
mobilities of vehicles. Moreover, the V2V communication in
the urban has much lower capacity and smaller coverage due
to the intense interferences within densely located nodes and
shadowing and fading effects caused by complex building
environments. In this case, we argue that it is desirable to
explore the infrastructure for content distribution. However,
the approach to deploy distributed infrastructure as proposed
in this paper can also be applied in the highway vehicular
networks.

Acer et al. [18] propose a V2V-based content distribution
network to deliver the non-real time content information in
the metropolitan area using the bus network. By exploring the
stable bus schedule, predictable bus mobility and temporary
storage at bus stops, a routing protocol is proposed which takes
the randomness of rod traffic into consideration to deliver a
single-copy file from the source to destination. Unlike [18],
this paper targets to multicast a variety of files to a vast
of vehicles. However, it is interesting to combine the bus
network with our proposal by deploying the RSBs at bus
stops and exploring the predictable bus mobility for content
disseminations.

B. Vehicle-to-Infrastructure Based System

Zhang et al. [11] develop a scheduling algorithm at dis-
tributed RSUs to manage the V2R accesses of vehicles for
service differential content distribution. Nandan et al. propose
AdTorrent [19] to facilitate the distribution of advertising
contents pertaining to a local area. In AdTorrent, static wireless
digital billboards are deployed on the roadside which contin-
ually push the advertising contents, e.g., hotel virtual tours,
movie trailers, etc., to the vehicles in proximity. Among vehi-
cles, the advertising contents are then swapped in a BitTorrent
style similar to SPAWN. [11] focuses the content schedule and
service provision at a single RSU, and [19] investigates on the
content distribution over a small region without considering
the collaborative caching between wireless digital billboards
and vehicles. In contrast, we target to support the content
distribution infrastructure over a large region with a large-
scale node population. To do so, it is key to intelligently and
fully utilize the buffer resource of the distributed infrastructure
devices.

Trullols-Cruces et al. [12] explore opportunistic contacts
and cooperative download among vehicles to enhance the
content delivery rate. Specifically, to distribute a file to the
receiver, multiple relay vehicles are selected to carry the
content file from roadside gateways to the in-motion receiver.
This is enabled by the analysis of node mobility and road
traffic. Similar to [18], [12] also focuses on the single-copy
file delivery whereas our work focuses on multicasting files to
a group of interested users.

The paper by Huang et al. [20] is relevant to our work, in
which a buffer storage infrastructure is proposed to enable the
content retrieval of vehicles in a region. Without involving
the V2V communications, [20] seeks the optimal content

replications along the path of vehicles to maximize the delivery
ratio of contents for each drive. On achieving this goal, it is
assumed that the path information of vehicles is available as
an input to a centralized system for a suboptimal solution. Our
work differs from [20] in three aspects. Firstly, [20] assumes
that the mobility trajectories of vehicles are given and used
for determining the content replications accordingly. Our work,
however, relaxes the assumption of given mobility trajectories,
but relies on random mobility of vehicles with given statistics
of the connection time to RSBs. Secondly, [20] targets to
maximize the number of content files that can be distributed to
vehicles along their trajectories. Our work targets to maximize
the global network utility, and towards this goal, we develop
mathematical framework to evaluate the file download delay.
Lastly, [20] relies on the infrastructure for content distribution
without the assistance of V2V communications. Our work
allows the collaborative file download among vehicles using
the V2V communications.

III. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we present the system model, including the
RSB modelling, mobility of vehicles and the utility function
of vehicular users. Based on the system model, we formulate
the network design as an optimization problem. The main
notations used are summarized in Table I.

A. System Model

1) Model of RSBs: We consider the city as a bounded
region where a set R of RSBs are randomly deployed. Note
that with different building environments and diverse commu-
nication capabilities, RSBs at different locations would have
different radio coverage. Within their communication cover-
age, we consider RSBs to have the same data transmission
rate to vehicle nodes, denoted by CV2R. In this work, we allow
vehicles to communicate with each other to cooperatively
disseminate the downloaded contents to each other. Let CV2V

denote the data transmission rate of V2V communications.
Each vehicle is equipped with a single-radio transceiver and
communicate to only one node at each time, which is same
as [21]. We make CV2R > CV2V, and vehicles prefer to
downloading from RSBs if RSB connections are available.
This is a working assumption as RSBs tend to have higher
transmission rate than V2V communications due to the ample
power energy and better channel conditions when mounted
high [5].

2) Model of Node Mobility: The mobility of each vehicle
node is represented by an on-off process based on its con-
nectivity to RSBs: a vehicle node is in state 0 if it is outside
the coverage of any RSB; otherwise, it is in state 1. Due to
the random radio coverage and deployment locations of RSBs,
we model the sojourn time of vehicles in state 1 and state 0
by the unpredictable, memoryless and continuous-time setting,
following an exponential distribution with the mean value 1/λ
and 1/µ, respectively.

3) Model of Files: Let F denote the integrated set of
content files available for download in the region of interest.
Throughout the work, each RSB is assumed to be manipulated
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TABLE I
SUMMARY OF NOTATIONS

Notations Description
R Set of RSBs in the region of interest
F Set of files published for download in the region of interest
P Popularity profile of files, where each element pi, i ∈ F, represents the probability that a user

subscribes to download file i upon each download request
A Availability profile of files, where each element ai, i ∈ F, represents the portion of users which

have file i stored in the local buffer
B Caching profile of files, where each element bi, i ∈ F, represents the probability that file i is

stored in a RSB
CV2R Communication data rate between RSBs and vehicles
CV2V Communication data rate of V2V communications
BR Buffer size of a RSB
U (·) Utility function of vehicular users
U Global network utility (overall performance of network to optimize)
r Download throughput of vehicles when vehicles are outside the communication of RSBs
R Download throughput of vehicles when vehicles are inside the communication of RSBs
n Number of vehicles which are able to transmit to the tagged node, or contend the channel for

transmission with the tagged node
κi Number of blocks in file i
τi Mean download delay of file i

1/λ Mean sojourn time of vehicles inside the communication range of RSBs
1/µ Mean sojourn time of vehicles outside the communication range of RSBs
1/δ Mean file block download time of vehicles outside the communication range of RSBs
1/γ Mean file block download time of vehicles inside the communication range of RSBs

Γ (m, k) Mean first passage time of Markov process from state (m, k) to state (·, κi)
|·| Cardinality of set
〈·〉 Mean value of a random variable

Var(·) Variance of a random variable

by a distinct owner; the owner uploads contents to its RSB
at periodic intervals following the exponential distribution
with the mean ∆. RSBs have homogenous buffer size1 which
is denoted by L. When the buffer of RSBs overflows with
excessive file uploading from vehicles, the oldest files stored
in the RSB will be evicted2.

Throughout the work, we focus on the design of RSBs
and assume that the buffer management at vehicle nodes are
predefined and out of the control. In specific, the vehicles
could have heterogenous and limited sized buffer storage, and
randomly select files to evict if their buffer overflows. The
pattern of V2V content swap is also predefined which could
follow existing schemes, such as SPAWN [8].

With new files being continually published at distributed
RSBs and old files being evicted from the network, F dy-
namically changes over time. In the network, each file is
characterized by a three-tuple, including file blocks, popularity
and availability, defined as follows.

a) File Blocks: Each content file in the network is
divided into multiple non-overlapping file blocks for delivery.
In order to finish downloading a file, a vehicle node must

1In practice, the RSBs would be produced by the same vendor with equal
buffer size.

2It is interesting to investigate on the impacts of different buffer manage-
ment schemes, e.g., least frequently used (LFU) and least recently used (LRU)
on the download performance, which however is out the scope of this work.

collect all blocks of the requested file from either RSBs or
other vehicles with the file stored. A vehicle node can only
redistribute a file to the others after it has the entire file
downloaded and recovered3. Let κi denote the number of
blocks of file i, where i ∈ F. For ease of analysis, we assume
that all the blocks of files have equal size. With files having
different numbers of blocks, they are heterogenous in size. For
computation simplicity, L, CV2R and CV2V are normalized by
the block size.

b) File Popularity and Availability: Besides the number
of file blocks, each content file in the network is characterized
by another two parameters, namely popularity and availability.

Definition 1: The popularity pi of file i, where i ∈ F, repre-
sents the probability that a vehicle subscribes to download file
i upon each download request which it issues. The popularity
profile of F is a 1 × |F| probability vector P = {pi; i ∈ F},
where |·| indicates the cardinality of set.

Definition 2: The availability ai of file i, where i ∈ F,
represents the probability that a randomly selected vehicle has
file i cached in its buffer. The availability profile of F is a
1× |F| probability vector denoted by A = {ai; i ∈ F}.

Note that since F is dynamically changing over time, the
popularity profile P and availability profile A are also varying

3It can be extended by allowing vehicles to redistribute file blocks as long
as certain blocks are downloaded in entirety. We study the simplest case and
leave the extension for future works.
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over time. In this case, RSBs stochastically select files in F
to cache in their buffer following the caching profile defined
below.

Definition 3: Let bi denote the probability that a randomly
selected RSB has file i stored in its buffer. The caching
profile of F is a 1 × |F| probability vector denoted by
B = {bi; i ∈ F}.

4) Mean Download Delay of Files: The performance of the
network is characterized by the mean download delay of files.
Let τi denote the mean download delay of file i which starts
when a download request of file i is issued by a vehicle until
the the vehicle finishes downloading all the blocks of file i.
Given the distribution of RSBs and density of vehicle nodes
in the region of interest, the download delay τi is dependent
on the availability of file i at RSBs, represented by bi, and
vehicles, represented by ai.

B. Network Utility Function

For each file i, we assume that there is an underlying utility
function Ui (τi) that specifies the satisfaction of vehicular
users on the download of file i provided the download delay τi.
Moreover, it is nature to assume that U (τi) is a monotonically
decreasing function of τi, i.e., reducing the download delay τi
would monotonically increase the user’s utility of file i.

The proposed infrastructure is designed to maximize a
global network utility function U which represents the inte-
grated utilities of vehicles. In general cases, it can be expressed
as a weighted sum of individual user utilities over all files,
mathematically,

U =
∑
i∈F

wiU (τi) , (1)

where wi, i ∈ F, is a given positive weight. With different
concerns, the network utility can be adapted to achieve differ-
ent design goals, as following examples:

1) User-centric Content Distribution: In this scenario, by
tuning the weighting factor of each file equal to the corre-
sponding file popularity, the proposed infrastructure targets to
optimize the user’s download experience by maximizing the
average user satisfaction on the file dissemination. Mathemat-
ically, the network utility is given as

U =
∑
i∈F

piU (τi) . (2)

2) Content-centric Content Distribution: The weighting
factor wi can be set to a predefined value which reflects the
importance of file i. For example, breaking news, important
software update, etc., can be assigned with the large weighting
factors and accordingly attain high priorities to be stored in
RSBs. This ensures those important files to be vastly stored
and ubiquitously available.

3) Cost-centric Content Distribution: A practical concern
of the proposed infrastructure is the hardware cost of RSBs.
With larger buffer storage of RSBs, more files can be cached
in each RSB, rendering reduced download delay to users; nev-
ertheless, it increases the cost of RSB hardware accordingly.
Motivated by this concern, the network utility can be modified
by introducing the cost function in (1) to strike a trade-off

between the network performance and investment cost, as

U =
∑
i∈F

wiU (τi)−C (L) , (3)

where C (L) represents the hardware cost of RSBs which is a
non-decreasing function of the buffer size L. In practice, C (L)
ca’n be evaluated by C

(∑
i∈F biκi

)
instead, where

∑
i∈F biκi

represents the mean usage of RSB buffer storage. As such, the
three designs of the network as aforementioned can be solved
using the unified formulation as described below.

C. Problem Formulation

Given the network model introduced above, each RSB
distributedly determine the optimal caching profile B of files
to attain the maximal network utility U , mathematically,

maximize U
subject to : Pr(X ≥ L) ≤ ε,

bi ∈ [0, 1], i ∈ F,
(4)

where X denotes the usage of the RSB buffer storage at any
time, and 0 < ε << 1 is a predefined constant. The constraint
of (4) specifies that the overflow probability of each RSB
should be no larger than ε.

Lemma 1: Let Xi, i ∈ F, be an independent binary random
variable with the probability mass function

Pr (Xi = 1) = bi, Pr (Xi = 0) = 1− bi,

which denotes whether file i is stored in a RSB or not. For
X =

∑
i∈FXiκi with κi > 0, which denotes the usage

of RSB buffer storage, we have E (X) =
∑
i∈F biκi. By

denoting v =
∑
i∈F biκ

2
i , we have

Pr (X ≥ E (X) + ψ) ≤ exp

(
− ψ2

2 (v + κψ/3)

)
(5)

where κ = max{κi; i ∈ F}.
Proof: Refer to [22] (pp.25).

Theorem 1: Given the network modeling, the constraint of
(4) is achieved when

E (X) ≤ L− κ2

3
log ε−

√
κ2

4

9
log2 ε− 2κL log ε. (6)

Proof: Refer to Appendix A.
Denote by L = L − κ 2

3 log ε −
√
κ2 4

9 log2 ε− 2κL log ε.
With Theorem 1, (4) can be modified as

OPT maximize U
subject to :

∑
i∈F biκi ≤ L,
bi ∈ [0, 1], i ∈ F.

(7)

In (7), with A and P provided, tuning the caching profile
B, i.e., content replications in RSBs, will adapt the download
delay τi of each file i and accordingly lead to different network
utility U . In this work, our goal is to determine the solution
of (7) in a distributed manner.

D. Evaluation of File Download Delay

To solve (7), the foremost issue is to identify the quantitative
relation between the file download delay and the caching
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Fig. 2. State space and transitions of the two-dimensional Markov process

profile B. To this end, we randomly select a vehicle node
from the network (referred to as the tagged node) and eval-
uate its download delay of file i. Specifically, based on the
system model described in Section III-A, we represent the
tagged vehicle node by a two-dimensional Markov process
(Mi (t) ,Ki (t)). Here, Mi (t) ∈ {0, 1} represents the mobility
of the vehicle node according to the on-off model described
in Subsection III-A, and Ki (t) ∈ {0, 1, ..., κi} represents the
number of file blocks that the tagged node has downloaded
until time t. Fig. 2 shows the state space of the Markov process
and all the non-null transitions. In what follows, we evaluate
the transition rates of the Markov process according to the
locations of the tagged node.

1) Tagged Vehicle Outside the Coverage of RSBs: When
the tagged node is o utside the coverage of any RSBs, it can
only download from nearby vehicles using the V2V commu-
nications; at each time, we refer to the set of vehicles which
are within the communication range of the tagged node as the
neighbor nodes. Let n denote the number of neighbor nodes of
the tagged node; n is a random variable, and let 〈n〉 and Var(n)
denote its mean and variance, respectively. Assuming that the
vehicular network has an ideal MAC where the channel airtime
is fairly shared among the nearby vehicles, the throughput of
the tagged node using the V2V communication is a function
of n as,

r =
CV2V

n+ 1
Qi (n) , (8)

where Qi (n) = 1−(1− ai)n, representing the probability that
at least one neighbor node of the tagged node has file i stored
in its buffer, or equivalently, the probability that the tagged
node can retrieve file i from its neighbor nodes. (n+1) in (8)
represents the number of vehicles fairly sharing the channel.

Let δ denote the transition rate from state (0,Ki (t)) to state
(0,Ki (t) + 1), where Ki (t) ∈ {0, 1, ..., κi − 1}, as shown in
Fig. 2. Assuming that the download time of one block using
the V2V communication follows the exponential distribution,
δ is equal to the mean V2V communication throughput 〈r〉
where r is specified in (8). Taking the expectation on n in
both sides of (8), we approximate 〈r〉 using the second order
Taylor series approximation as shown in Lemma 2.

Lemma 2: With the second order Taylor approximation, we
have

〈r〉 ≈ r|〈n〉 +
1

2
Var(n)

d2r

dn2

∣∣∣∣
〈n〉

. (9)

Proof: Refer to Appendix B.
2) Tagged Vehicle Inside the Coverage of RSBs: In this

case, the tagged node can download the demanded blocks
from either neighbor vehicles or the RSB. We assume that the
tagged vehicle would select to download from RSBs with high
priority, if the connected RSBs have the desired file stored;

otherwise, it would download from neighbor vehicle nodes.
This is because that RSBs have the greater communication
capacity than vehicles [5]. In this scenario, given that file i is
stored at the RSB with probability bi, the download throughput
of the tagged vehicle in this scenario is

R = bi
CV2R

n+ 1
+ (1− bi) r. (10)

The first component on the right-hand-side of (10) represents
the download rate from the RSB with the ideal MAC applied,
and the second component on the right-hand-side of (10)
represents the download rate using the V2V communications
given that with probability (1−bi) that the RSB does not have
the desired file i stored.

Let γ denote the transition rate from the state (1,Ki (t))
to the state (1,Ki (t) + 1), where Ki (t) ∈ {0, 1, ..., κi − 1},
as shown in Fig. 2. Similar to the previous case, we assume
that the download time of one block inside the RSB follows
the exponential distribution. Therefore, we have γ equal to
〈R〉 with R shown in (10). 〈R〉 can be approximated with the
second order Taylor approximation as in Lemma 3.

Lemma 3: With the second order Taylor approximation, we
have

〈R〉 ≈ biΦ + (1− b2) 〈r〉 , (11)

where Φ = CV2R

(
1

〈n〉+1 + Var(n)

(〈n〉+1)3

)
Proof: Refer to Appendix C.

3) Mean File Download Delay: We evaluate the average
file download delay by the mean first passage time stating
from the state Ki(0) = 0, i.e., no blocks are downloaded,
until the state Ki(t) = κi, i.e., the tagged node collects all the
desired file blocks. Let Γ (m, k) denote the first passage time
starting when the vehicle is in state (m, k) until all κi blocks
are downloaded, mathematically,

Γi (m, k) = min{ t > 0|Mi (0) = m,Ki (0) = k and Ki (t) = κi}.

The mean download delay of file i is thus

τi =
1

λ+ µ
(λΓi (0, 0) + µΓi (1, 0)) , (12)

where λ
λ+µ and µ

λ+µ are the limiting probabilities that the
tagged node is outside and inside the coverage of RSBs,
respectively, when the tagged node initiates the download
subscription of file i. The expression of τi is given in Theorem
2.

Theorem 2: The average download delay of file i is

τi ≈
bi (Φ− δ)λ+ δ (λ+ µ) + κi (λ+ µ)

2

bi (Φ− δ)µ (λ+ µ) + δ (λ+ µ)
2 . (13)

Proof: Refer to Appendix D.
Corollary 1: The download delay τi is a monotonic non-

increasing convex function of bi if κi

δ ≥
1
µ −

2
λ+µ .

Proof: Refer to Appendix E.

IV. PROTOCOL DESCRIPTION

By substituting (13) into (1), we are now ready to derive
the solution of (7).
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A. Sufficient Conditions for a Concave Network utility Func-
tion

We make two assumptions as follows:
B κi

δ ≥ 1
µ , for all i, which implies that the average

download time of a file when vehicles are outside the
RSBs (evaluated as κi/δ) should be no smaller than the
average sojourn time of vehicle nodes outside the RSBs
(evaluated as 1/µ). Otherwise, the assistance of RSBs
is negligible as the desired file can be downloaded eas-
ily through V2V communications only before vehicles
entering into the coverage of any RSBs.

B U (τi) is a non-increasing, twice differentiable concave
function of τi. As an example to explain the methodol-
ogy, we adopt

U (τi) = −τi and wi = pi, i ∈ F, (14)

for the simplicity.
According to Corollary (1) and Proposition (1), the network

utility U is a concave function of bi, and accordingly, the
network utility maximization problem in (7) is a convex
optimization problem.

Proposition 1: If U (τi) is a non-increasing, twice differen-
tiable concave function of τi, then U (τi) and network utility
U are concave functions of bi.

Proof: Refer to Appendix F.

B. Global Optimal Solution to (7)

Let B∗ denote the optimal caching profile. By examining
(7) with the Karush–Kuhn–Tucker (KKT) conditions as shown
in Appendix G, we have B∗ as in (15).

Then given the availability profile A and popularity profile
P, each RSB should select content file i to cache with
probability b∗i . We refer to this scheme as the global optimal
replication in RSBs.

The global optimal replication provides the optimal solution
to (7). However, note that both A and P are system-wide
parameters which relate to the file information across the
whole network. They are not available to individual RSBs or
vehicle nodes when the network size is large. Therefore, the
global optimal replication scheme is not practical for large-
scale real-world deployment. Nevertheless, the global optimal
replication provides a benchmark for performance comparison
with other replication schemes. In what follows, we propose
a decentralized algorithm to determine the content replication
at RSBs.

C. Distributed Content Replication

In this part, we design a distributed algorithm to enable
RSBs to select the appropriate files to store according to
(7) in a fully distributed manner. To achieve this goal, we

approximate b∗i by bdi as

bdi =
L
√
pi [κiµ (λ+ µ) + δ (µ− λ)]∑

j∈F κj
√
pj [κjµ (λ+ µ) + δ (µ− λ)]

. (16)

This can greatly simplify the algorithm design with modest
performance degradation as verified by simulations.

To help RSBs distributedly select file i with the probability
bdi from the network, we adopt a random walk based algorithm
over a file graph as follows:

1) File Graph: The file graph refers to as a graph con-
necting all the files stored in distributed vehicles. As an
example shown in Fig. 3, each vertex in the graph represents
a file stored in a vehicle node. Additionally, each vehicle
has an anchor file, e.g., file j, which is selected from the
locally stored files in vehicles and has the largest value
of
√
pjΦ [κjµ (λ+ µ) + δ (µ− λ)] among the buffered files.

Each vehicle node periodically broadcasts its anchor file
information, including the availability aj and popularity pj ,
to the neighbor vehicles. How to measure the availability and
download demand of files will be discribed in Section IV-C2a.
In the file graph, all files stored in the same vehicle node
are fully connected, and the anchor files among neighboring
vehicles are fully connected, as shown in Fig. 3. Therefore,
the file graph has a two-tier architecture where the top tier
connects the anchor files of vehicles and the underlying tier
connects all the files inside a vehicle to its anchor file.

2) Random Walk Based File Selection: The file selection
is realized by a random walk algorithm over the file graph
as described in Algorithm 1. Specifically, to determine the
files stored in RSBs, an RSB first issues a number η of
random walkers to separate vehicles in the communication
range. Each vehicle which receives a walker will then initiate
the random walk process starting from its anchor file. The
walker is forwarded stochastically on the file graph from one
vertex (file) to another vertex (file) following the Metropolis-
Hasting algorithm; the derivation of transition probabilities in
the random walk is given in Appendix H. Once the walker is
forwarded to the anchor file, it may be relayed to other anchor
files stored in different vehicles. In this case, the walker is
forwarded to other vehicles and proceeds the random walk
algorithm. After being relayed for Time-To-Live (TTL) hops
among files on the file graph including self-loops, the walker
stops at a file which is then selected to be uploaded to RSBs.

In order to compute the transition probability of the walker,
each vehicle needs to know the availability and popularity of
the files stored in its buffer. In the proposed infrastructure, we
enable vehicles to distributedly measure these parameters as
follows:

a) Measurement of File Availability: The availability ai
of file i is only measured by the vehicles which needs to
download file i. As each vehicle interested in file i continually

b∗i =

√
pi [κiµ (λ+ µ) + δ (µ− λ)]∑

j∈F κj
√
pj [κjµ (λ+ µ) + δ (µ− λ)]

L+
δ (λ+ µ)

µ (Φ− δ)
∑
j∈F

κj

− δ (λ+ µ)

µ (Φ− δ)
, b∗i ∈ B∗. (15)
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Fig. 3. File graph in the vehicular network

Algorithm 1: Random walk algorithm starting from file x

/* m: current file with walker */
/* h: hop account */
/* p: random number */
/* Pmn: transition probability from

file m to file n shown in (H-3) of
Appendix H */

begin
Initialization: m← x; h← 0; p← 0;
while h < TTL do

p← random number in [0, 1] ;
foreach file n (n 6= m) connected to file m in the
file graph do

if p ≤ Pmn then
m← n;
quit the foreach loop;

else
p← p− Pmn;

h← h+ 1;

Result: File m

issues the download requests to its neighboring vehicles, it
can estimate the file availability ai based on the replies
with No. of vehicles having file i stored

Overall No. of vehicles contacted . Whenever the vehicle, e.g., x,
interested in file i meets another vehicle, e.g., y, which has
file i stored, vehicle x would inform the measurement of ai
to vehicle y piggybacked with the download request. As such,
vehicle y would receive multiple measurements of ai. For each
new measurement received, it would incorporate it with the
previous measurement using the moving average. Once vehicle
x finishes downloading file i, it can use its measurement on
ai to evaluate the availability of file i.

b) Measurement of File Popularity: The download de-
mand di of file i is measured by the vehicles which have
file i stored. As those vehicles keep receiving download
requests from others and a portion of the requests are for
file i, di can be estimated based on this information as
No. of vehicles requesting to download file i
Overall No. of download requests received .

It is important to note that each vehicle only needs to
know the available and download demand of the files it stores.
Therefore, the distributed measurement will not impose much
workload on the message exchange. To improve the measure-
ments of availability and download demand of files, we can

also make use of the RSBs. In this case, RSBs would collect
the measurements from different vehicles driving through, and
average the measurements towards a more accurate estimation,
then announce them to vehicles. There would be other methods
for more accurate measurements based on the vehicular sensor
networks [23], which is out of the scope of this work.

D. Protocol Description

This part describes the detailed protocol design and imple-
mentation of the proposed infrastructure. In the network, each
RSB, e.g., A, works in a fully distributed manner and conducts
the following three operations:

1) File Publication: Whenever a new file is published at
RSB A (uploaded by its owner), the RSB A issues η walkers to
separate vehicles in its coverage. Each walker is relayed among
files over the file graph embedded in the vehicular networks
following Algorithm 1, and results in one file selected after
the TTL hops. The vehicles with the selected files will then
upload the files to the RSBs which they drive through. As
such, RSBs are dynamically refreshed with new contents
continuously uploaded; and this process is triggered by the
publication of new files. The value of η will be discussed
later. Note that in this phase, RSB A is only responsible to
issue walkers to the vehicular network upon the publication of
new files. The files selected by the walkers will be uploaded
to RSBs in the communication range of the vehicles hosting
the selected file, which may not be RSB A.

The value of η is set to make the overall number of files
in the network stable. It is dependent on the rates at which
new files are published to the network and the out-dated
files are evicted from the network. Let T be the average life
time of files in the network, where the life time represents
the time duration that a file is stored in RSBs. Let θ be
the average injection rate of new contents to the network at
distributed RSBs. As each newly published file will initiate η
walkers to the vehicular network and finally cause η files to be
uploaded to RSBs from vehicles, the rate at which RSBs get
new contents uploaded is in total (1 + η) θ. Let N denote the
number of RSBs in the overall network. Mathematically, the
rate at which the number of content files changes over time is

∂ |F|
∂t

= (1 + η) θN − 1

T
NL. (17)

In the steady state with ∂|F|
∂t = 0, we have

η =
L
T θ
− 1. (18)

To compute η with (18), we assume that θ and T are known
through measurements at different RSBs distributively based
on the history of file storage in RSBs. RSBs can also exchange
the measurements among each other to improve the accuracy
with the assistance of vehicles.

2) Retrieve Files from Vehicles: Whenever a vehicle with
a selected file in the random walk algorithm comes into the
coverage of RSB A, it will retrieve the file immediately from
the vehicle. During this period, the channel of RSB A is used
exclusively for the file retrieval. If there are multiple uploads
simultaneously from different vehicles to RSB A, RSB A
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Fig. 4. Street layout based TIGER/Line Shapefiles [24], and RSB distribution
in simulations

only processes one retrieval at one time until this retrieval
completes. Once the selected file in a vehicle is uploaded,
the vehicle will not upload this file to other RSBs unless this
file is selected again in the random walk algorithm. In case
that a vehicle moves out of the coverage of RSB A before
it accomplishes the retrieval, RSB i would proceed the file
retrieval again from other driving through vehicles which has
the unfinished file stored. If its buffer is full, RSB A depletes
the buffer by deleting the file which has been stored for the
longest time.

3) Upload File to Vehicles: In the idle period of RSB i
when it does not need to issue walkers to the network or
retrieve files from vehicles, it uploads the cached file to the
driving through vehicles upon their requests.

Each RSB in the network thus works in the three modes in
a fully distributed manner. In what follows, we evaluate the
performance of the proposed infrastructure compared to the
centralized content replication.

V. SIMULATIONS

This section evaluates the performance of the proposed
infrastructure using simulations based on a discrete-event
simulator coded in C++.

A. Simulation Setup

Our simulation is carried out over a 1.5 km×1.5 km regional
road map on the Manhattan island with the contour of the street

layout plotted in Fig. 4. Each road segment in Fig. 4(a) is of
two lanes with the bidirectional vehicle traffic. Compromised
to the complexity of simulations, we select a bounded region
on the map for our simulations, as shown in Fig. 4(b). There
are totally 29 RSBs deployed in the region with the communi-
cation range uniformly distributed within the range [180, 200]
meters. For each simulation run, 300 vehicles are involved
in the content distribution. The mobilities of vehicles are
generated by VANETMobisim [25], in which the destination of
each trip is randomly selected, and the velocity of each vehicle
is controlled no larger than 60 km/s and adapted by the IDM-
LC (Intelligent Driver Model with Lane Changes) mode. The
coverage of V2V communications is set to be 150 meters.
With this configuration, we have λ = 29.46s, µ = 12.19s,
〈n〉 = 4.02 and Var(n) = 6.18. In each simulation run,
200 files are initially available for download in the network,
which are randomly stored in RSBs and vehicles. The file size
is accounted in the unit of blocks and uniformly distributed
within [40, 100] blocks. Unless mentioned otherwise, all RSBs
have the equal buffer storage to cache 3×103 file blocks, i.e.,
3× 103/100 = 30 files at most. Vehicles have equal buffer to
cache 1× 103 file blocks, i.e., 10 files at most. The download
capacity of the vehicle to RSB communication, CV2R, is 50
blocks/sec and that of the V2V communication, CV2V, is 20
blocks/sec. Each vehicle can communicate with one other
network component at most, and the parallel communication
sessions are scheduled through the ideal MAC.

B. Verification of the Analysis
As the proposed protocol is based on the evaluation of file

download delay, in the first experiment, we verify the accuracy
of (9), (16) in evaluating the mean download rates 〈r〉 and 〈R〉,
when vehicles are inside and outside RSBs, respectively, and
the accuracy of (13) in evaluating the mean download delay of
files. To this end, we carry out the Mento Carlo simulations
by investigating on the download performance of a tagged
vehicle. We make the tagged vehicle subscribe to download a
file, referred to as file i in this section, of file size to be 100
blocks and report the averaged results over 5000 simulation
runs.

Fig. 5 shows the values of 〈r〉 and 〈R〉 as a function of bi
when ai is 0.1. As we can see from the figure, 〈r〉 remains the
same with different bi, and 〈R〉 increases linearly with bi. The
analyses in (9), (16) match the simulations well. Fig. 6 shows
the mean download delay of the file with different bi. As we
can see, when bi increases, the download delay τi reduces
dramatically which can be characterized by (13). Moreover,
τi is a convex function of b which validates Corollary 1. In
addition, when ai changes from 0.1 to 0.4, the download delay
τi reduces significantly, as in this case more vehicles on the
road have file i stored in their local buffer and therefore the
tagged node can finish downloading faster.

Fig. 7 shows the values of 〈r〉 and 〈R〉 as a function of
ai when bi is 0.1. As we can see, by increasing ai, both 〈r〉
and 〈R〉 increase with a constant gap between the two curves
which can be characterized by (16). As shown in Fig. 8 and
indicated by (13), the mean download delay of file i reduces
when ai increases.
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Fig. 5. Mean download rate with different values
of file cache probability b
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Fig. 6. Mean file download delay with different
values of file cache probability b
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Fig. 7. Mean download rate with different values
of file availability a
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Fig. 8. Mean file download delay with different
values of file availability a
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Fig. 9. Mean download rate with different values
of 〈n〉
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Fig. 10. Mean file download delay with different
values of 〈n〉

Fig. 9 shows the values of 〈r〉 and 〈R〉 as a function
of the mean number of neighbor vehicles, i.e., 〈n〉, when
bi is 0.1. As we can see, by increasing 〈n〉, 〈R〉 reduces
monotonically. This is because that with 〈n〉 increasing more
vehicles share the capacity of RSBs and contend the channel
with the tagged node. As in Fig. 9, in both cases when ai = 0.2
and 0.05, respectively, 〈r〉 increases first when 〈n〉 increases
and then reduces. This is because that when 〈n〉 increases,
more neighbor vehicles may have the desired file i stored
and upload the file to the tagged node. However, when 〈n〉 is
large, indicating that more neighbor nodes are contending the
channel with the tagged node, 〈r〉 reduces with 〈n〉 increasing.
Fig. 10 shows the download delay of file i, τi, as a function
of 〈n〉. As we can see, by increasing 〈n〉, τi increases. This
is because that the download rate of the tagged node reduces
as shown in Fig. 9.

C. Performance of Protocol

We simulate a dynamic network in which each RSB peri-
odically publishes a new file to the network at the intervals
following the exponential distribution with the mean of 60
seconds. The index of files increases linearly according to the
publication time of the file in the network. Files have different
popularity which follows the Zipf distribution; the popularity
of the ith file in the network is as

pi =
1

(̂i)α
/
∑|F|

j=1

1

jα
, (19)

where α is a configurable parameter of the Zipf function. î =
(i mod 500) where mod denotes the modulo operation. In this
case, the popularity of files renews whenever 500 new files are
published. The lifetime of each file is set to be 200 seconds
which results in 5 walkers generated per RSB according to
(18) when a new file is published. RSBs selectively retrieve
files from vehicles based on the content replication scheme
presented in Section IV. When the buffers of RSBs overflow,
the file which has been stored for the longest time in the buffer
is evicted. Vehicles select files to download based on the Zipf
distribution as aforementioned. Once the buffer of vehicles is
full, a randomly selected file is evicted to release the cache
for new downloads.

We evaluate the utility function U = −
∑
i∈F piτi every

100 sections, which accounts for the summed download delay
of files weighted by the file popularity within this period. We
conduct 50 runs upon each simulation experiment and plot the
mean result with the 95% confidence intervals.

Fig. 11 shows the comparison between the proposed ran-
dom walk based content replication scheme and the global
optimal and local greedy content replication schemes. The
three schemes adopt the same content upload and download
operations between vehicles and RSBs, except for the file
selection strategies when individual RSBs retrieve files to
store. Using the global optimal scheme, each RSB selects
a file, e.g., i, from the drive through vehicles to store with
the probability b∗i as shown in (15). Using the local greedy
algorithm, each RSB selects a file with the largest value of
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Fig. 11. Comparison between global optimal,
random walk based and local greedy content repli-
cation schemes
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Fig. 13. Global network utility with different CV2R

0 500 1000 1500 2000
−120

−100

−80

−60

−40

−20

0

Time (Seconds)

U
til

ity
 (

S
ec

on
ds

)

 

 

B
veh

 = 1×103 blocks

B
veh

 = 3×103 blocks

Fig. 14. Global network utility with different
vehicular buffer Bveh
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Fig. 15. Global network utility with different CV2V
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Fig. 16. Performance with different values of α

file popularity pi to store. The strategy of file selection using
the random walk based algorithm is discussed in Section IV.
As we can see from Fig. 11, the global optimal scheme has
the best performance, followed by the random walk algorithm.
The local greedy algorithm has the worst performance for
two reasons. Firstly, by selecting files with the local maximal
file popularity to store, the local greedy scheme is myopic
and cannot optimize the overall performance of the network.
Secondly, without considering the storage of vehicles, using
the local greedy scheme, RSBs may store files which have
already been vastly stored in vehicles, and therefore, cannot
be efficiently utilized to cooperate with the vehicular storage
towards maximal social welfare. Notably, in all the schemes,
the global network utility U reduces over time and finally
approaches to a stabilized value. This is because that at
each interval, U is evaluated by summing up the weighted
download delays of files downloaded. Therefore, in the early
period of simulations, only files with small delays are finished
and accounted, leading to the small value of U . Eventually,
files with long download delays are accounted when they are
finished, and the value of U becomes stable accordingly.

Figs. 12 and 13 show the global network utility with
different buffer sizes and communication capacity of RSBs,
respectively, with other parameters remaining the same. As we
can see, when the buffer size or communication capacity in-
crease, the global network utility increases, indicating smaller
download delay of files. However, enhancing the buffer storage

and communication capacity will lead to the increased physical
cost of RSBs which discourages the large-scale deployment of
RSBs.

Figs. 14 and 15 show the global network utility when
increasing the buffer size and V2V capacity of vehicles,
respectively, with other parameters remaining the same. As we
can see, increasing the vehicles’ buffer size or the capacity of
V2V communications will significantly improve the network
performance, as more bandwidth and storage resource are
available in the network. However, in practice, the capacity
and buffer storage contributed by vehicles are out of control.
This therefore calls for an effective incentive mechanism to
encourage contributions.

Fig. 16 shows the global network utility with different
values of α in the Zipf function (19). α = 0 indicates that all
the files have the equal popularity; the larger α is, the faster
that the popularity of files decreases when î increases. When α
increases, the global network utility reduces significantly. This
is because that there exists certain very popular files which
are highly demanded. As such, the RSBs become the upload
bottleneck of the files which enlarge the download delay of
vehicles. To address this effect requires to increase the upload
capacity of RSBs.

VI. DISCUSSIONS AND CONCLUSION

In this paper, we proposed a distributed large-scale in-
frastructure for vehicular content distribution in urban areas.
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The proposed infrastructure is formed by RSBs deployed
across the city which are managed by individual entities at
different locations and form an integrated system towards
the global network utility. To enable RSBs to work in a
fully distributed manner and accordingly make the proposed
infrastructure scalable to any network size, we have introduced
a random-walk based content replication scheme at RSBs.
With extensive simulations, we have validated the performance
of the proposed scheme.

The proposed infrastructure represents a new and practi-
cal solution on building the large-scale content distribution
network for mobile users. Within this framework, there exist
multiple interesting and open issues:

Connection to Internet: in this paper, we assume that RSBs
are not connected to Internet. This can avoid the expensive
bandwidth cost to RSB owners and encourage them to deploy
RSBs. In practice, certain RSBs which are connected to the
Internet, referred to as Internet-enabled RSBs, can be strategi-
cally deployed. In this case, by relying on vehicles to retrieve
the Internet contents and transport the contents to different
locations, limited Internet content distribution services can be
provided through the RSB infrastructure. In this paradigm,
the locations of these Internet-enabled RSBs are crucial to
reduce the download delay of Internet contents to vehicles. For
instance, the deployment of Internet-enabled RSBs should take
the trajectories of vehicles and the density of the non Internet-
enabled RSBs into consideration. From this perspective, [20]
has shed important lights by investigating on the content
replication issue, i.e., to determine the optimal locations of
contents stored in the deployed infrastructure based on the
trajectories of vehicles.

Heterogenous Users: the proposed infrastructure can be
extend to provide content distribution to different mobile users
in different environments. For example, the RSBs can be
deployed in a shopping mall to distribute store flyers to users
with tablets, PDAs and laptops. In this case, different users
may have different characteristics of mobility and require-
ments on the service quality. This dictates the network to take
the distinct features of heterogenous user’s QoS requirements
into considerations.

Security Threat: without central control, the proposed
infrastructure faces multiple security threats. For example, the
buffer storage of RSBs can be abused to store and distribute
harmful contents or virus to vehicles. Moreover, the contents
stored in RSBs may also be polluted by garbage contents with
misleading and mismatched titles. The content population is
severe and has been extensively investigated in peer-to-peer
networks [26], which however has not been addressed in the
vehicular content distribution networks. To combat the security
issues, it is necessary for RSBs to quickly identify and filter
the harmful and spam contents [27].

APPENDIX

A. Proof of Theorem 1

According to Lemma 1, given the caching profile B, we
have that the usage of RSB buffer storage X satisfies (5). As
v =

∑
i∈F xiκ

2
i ≤ κE (X), where v and κ are as defined in

Lemma 1. By substituting v ≤ κE (X) into (5), we have

P (X ≥ E (X) + ψ) ≤ exp

(
− ψ2

2 (v + κψ/3)

)
≤ exp

(
− ψ2

2 (κE (X) + κψ/3)

)
.

By assuming L = E (X) + ψ and substituting it into (5), we
have

Pr (X ≥ L) ≤ exp

(
− (L− E (X))

2

2 (κE (X) + κ (L− E (X)) /3)

)
.

As such, the constraint of (4) can be achieved if

exp

(
− (L− E (X))

2

2 (κE (X) + κ (L− E (X)) /3)

)
≤ ε. (A-1)

By solving (A-1), we have that the constraint of (4) is
satisfied if

E (X) =
∑
i∈F

xiκi ≤ L−κ
2

3
log ε−

√
κ2

4

9
log2 ε− 2κL log ε.

B. Proof of Lemma 2

By applying the Taylor series expansion, the second order
approximation of r as a function n can be represented as

r ≈ r|〈n〉+(n− 〈n〉) dr
dn

∣∣∣∣
〈n〉

+
1

2
(n− 〈n〉)2 dr2

dn2

∣∣∣∣
〈n〉

. (B-1)

By taking the expectation on both sides of (B-1) with respect
to n, we have

〈r〉 ≈ r|〈n〉 +
1

2
Var(n)

dr2

dn2

∣∣∣∣
〈n〉

,

where Var(n) denotes the variance of n.

C. Proof of Lemma 3

Similar to the proof of Lemma 2, by applying the Taylor
series expansion, the second order approximation of R as a
function of n represented as

R ≈ bi

(
G (〈n〉) + (n− 〈n〉) dG (n)

dn

∣∣∣∣
〈n〉

(C-1)

+
1

2
(n− 〈n〉)2 dG

2 (n)

dn2

∣∣∣∣
〈n〉

)
+ (1− bi) r,

where G (n) = CV2R

n+1 .

By taking the expectation of (C-1) on both sides with respect
to n, we have

〈R〉 ≈ bi

(
G (〈n〉) +

1

2
Var(n)

dG2 (n)

dn2

∣∣∣∣
〈n〉

)
+ (1− bi) 〈̃r〉

≈ biCV2R

(
1

〈n〉+ 1
+

Var(n)

(〈n〉+ 1)
3

)
+ (1− b2) 〈̃r〉.
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D. Proof of Theorem 2

The mean first passage time from state (0, k) can be
represented in a recursive manner as

Γ (0, k) =
1

µ+ δ
+

δ

µ+ δ
Γ (0, k + 1) +

µ

µ+ δ
Γ (1, k) ,

(D-1a)

Γ (1, k) =
1

λ+ γ
+

γ

λ+ γ
Γ (1, k + 1) +

λ

λ+ γ
Γ (0, k) ,

(D-1b)

for 0 ≤ k ≤ κi − 1, and

Γ (0, κi) = Γ (1, κi) = 0. (D-2)

In (D-1a), the first term on the right-hand-side represents the
mean time that the tagged node spends in state (0, k). With
probability δ

µ+δ , the tagged node transits to state (0, k + 1)
which has the mean first passage time Γ (0, k + 1); with the
rest probability, it transits to state (1, k) which has the mean
first passage time Γ (1, k). (D-1b) is derived in the same
manner.

As such, we have

λΓ (0, k) + µΓ (1, k) (D-3)

=
A

B
+
λ+ µ

B
(λδΓ(0, k + 1) + µγΓ(1, k + 1))

+
δγ

B
(λΓ(0, k + 1) + µΓ(1, k + 1)) ,

where A = (λ+ µ)
2

+ λγ + µδ,B = λδ + γµ+ δγ.

In particular, via (D-1a) we have

λδΓ(0, k) + µγΓ(1, k) = (κi − k) (λ+ µ) . (D-4)

By substituting (D-4) to (D-3), we have

λΓ (0, k) + µΓ (1, k) (D-5)

=
A

B
+

(κi − k − 1) (λ+ µ)
2

Π

+
δγ

B
(λ∆(0, k + 1) + µ∆(1, k + 1))

= · ··

=

κi−k−1∑
i=0

(
δγ

B

)i(
A

B
+

(κi − k − 1) (λ+ µ)
2

B

)

=
1−

(
δγ
B

)κi−k

1− δγ
B

(
A

B
+

(κi − k − 1) (λ+ µ)
2

B

)
.

By plugging (D-5) into (12), we have

τi =
1

λ+ µ
(λΓ (0, 0) + µΓ (1, 0))

=
1

λ+ µ

1−
(
δγ
B

)κi

1− δγ
B

(
A

B
+

(κi − 1) (λ+ µ)
2

B

)
.

As δγ
B < 1, when κi is large, we have

(
δγ
B

)κi

≈ 0, and
accordingly,

τi =
1

λ+ µ

1

1− δγ
B

(
A

B
+

(κi − 1) (λ+ µ)
2

B

)

=
γλ+ δµ+ κi (λ+ µ)

2

γµ (λ+ µ) + λδ (λ+ µ)
(D-6)

By substituting (16), 〈̃R〉 = γ and 〈̃r〉 = δ into (D-6), we
have

τi =
bi (Φ− δ)λ+ δ (λ+ µ) + κi (λ+ µ)

2

bi (Φ− δ)µ (λ+ µ) + δ (λ+ µ)
2 .

E. Proof of Corollary 1

According to Theorem 2, we obtain the first and second
order derivative of τi as

dτi
dbi

= − (Φ− δ) [κiµ (λ+ µ) + δ (µ− λ)]

[biµ (Φ− δ) + (λ+ µ)]
2

d2τi
db2i

=
2µ (Φ− δ)2 [κiµ (λ+ µ) + δ (µ− λ)]

[biµ (Φ− δ) + δ (λ+ µ)]
3

The download delay τi is a convex function if d2τi
db2i
≥ 0,

i.e., κi

δ ≥
1
µ −

2
λ+µ .

F. Proof of Proposition 1

Evaluating the first and second derivatives of U (τi) on bi,
we have

dU (τi)

dxi
=
dU (τi)

dτi

dτi
dbi

(F-0a)

d2U (τi)

db2i
=
d2U (τi)

dτ2i

(
dτi
dbi

)2

+
dU (τi)

dτi

d2τi
db2i

(F-0b)

Since dU(τi)
dτi

≤ 0 and dτi
dbi
≤ 0, with (F-1a) we have

dU(τi)
dbi

≥ 0. Since d2U(τi)
dτ2

i
≤ 0, dU(τi)

dτi
≤ 0 and d2τi

db2i
≥ 0,

with (F-1b), we have d2U(τi)
db2i

≤ 0, and therefore, U (τi)

is a concave function of bi. As the network utility W , in
general, is the weighted sum of the U (τi) over i ∈ F, we
have d2W

db2i
= wi

d2U(τi)
db2i

≤ 0. Therefore, W is also a concave
function of bi.

G. Optimal Solution of (7) According to KKT Conditions

As (7) is a convex optimization problem, the KKT con-
ditions are both necessary and sufficient for the optimal
solution. Let b∗i denote the optimal solution of (7). Introducing
Lagrangian multiplier $ for the constraint in (7), we list the
KKT conditions of (7) as follows:

∂U
∂bi

∣∣∣∣
b∗i

−$κi = 0 (G-1)

$ (L − κib∗i ) = 0 (G-2)∑
i∈F

κib
∗
i ≤ L (G-3)

b∗i , γ ≥ 0, i ∈ F (G-4)

where U = −
∑
i∈F piτi as specified in (1) and (14)
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Assume that $ = 0. Substituting it into (G-1), we have
pi

∂τi
∂bi

∣∣∣
b∗i

= 0. This is not feasible as ∂τi
∂bi

< 0 and pi > 0

for all i ∈ F. Therefore, from (G-2) we have γ > 0 and
L−

∑
i∈F

b∗i = 0.

Substituting (13) into (G-1), we have

b∗i =
1

µ (Φ− δ)

√
pi (Φ− δ) [κiµ (λ+ µ) + δ (µ− λ)]

$κi

− δ (λ+ µ)

µ (Φ− δ)
. (G-5)

Together with L−
∑
i∈F

b∗i = 0, we have

b∗i = L
√
pi [κiµ (λ+ µ) + δ (µ− λ)]∑

j∈F κj
√
pj [κjµ (λ+ µ) + δ (µ− λ)]

+

(√
pi [κiµ (λ+ µ) + δ (µ− λ)]

∑
i∈F κi∑

j∈F κj
√
pj [κjµ (λ+ µ) + δ (µ− λ)]

− 1

)

· δ (λ+ µ)

µ (Φ− δ)
, (G-6)

and

$ =

(∑
i∈F

√
κipi [κiµ (λ+ µ) + δ (µ− λ)]

Lµ+ δ (λ+ µ)
∑
i∈F κi

)2

H. Transition Probability in the Random Walk Algorithm

The target of the random walk algorithm is to select a file
i from the file graph with the probability bdi shown in (15).

Assume that there are totally V nodes presenting in the
network and ai of them having file i stored. Therefore, there
are totally ai |V | copies of file i in the file graph. To select
file i with probability bdi , one should sample each copy of file
i in the graph with probability

πi =
bdi
aiV

. (H-1)

Using the Metropolis-Hasting algorithm, the transition of
random walk constitutes two steps. In the first step, a candidate
file, e.g., m, is selected from the neighboring files of the
current file, e.g., n, which holds the walker based on the
proposal probability

αmn =
1

sm + 1
, (H-2)

where sm denotes the fanout of file m in the file graph. A
neighboring file of file n is the file which is connected to file
n in the file graph.

In the second step, file m is accepted as the next hop of the
walker with the acceptance probability as

qmn = min

{
πnαnm
πmαmn

, 1

}
= min

{
ambdn (sm + 1)

anbdm (sn + 1)
, 1

}
,

with the rest probability the walk will sojourn in file n for one
hop.

Therefore, the transition probability from file m to file n is

Pmn = αmnqmn =


1

sm+1 min
{
amb

d
n(sm+1)

anbdm(sn+1) , 1
}
, m 6= n,

1−
∑
m 6=n

Pmn, m = n.

(H-3)
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