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Abstract—An adaptive medium access control (MAC) re-
transmission limit selection scheme is proposed to improve
the performance of IEEE 802.11p standard MAC protocol for
video streaming applications over vehicular ad-hoc networks
(VANETs). A multi-objective optimization framework, which
jointly minimizes the probability of playback freezes and start-up
delay of the streamed video at the destination vehicle by tuning
the MAC retransmission limit with respect to channel statistics
as well as packet transmission rate, is applied at road side unit
(RSU). Periodic channel state estimation is performed at the RSU
using the information derived from the received signal strength
(RSS) and Doppler shift effect. Estimates of access probability
between the RSU and the destination vehicle is incorporated
in the design of the adaptive MAC scheme. The adaptation
parameters are embedded in the user datagram protocol (UDP)
packet header. Two-hop transmission is applied in zones in which
the destination vehicle is not within the transmission range
of any RSU. For multi-hop scenario, we discuss two-hop joint
MAC retransmission adaptation and path selection. Compared
with the non-adaptive IEEE 802.11p standard MAC, numerical
results show that the proposed adaptive MAC protocol exhibits
significantly fewer playback freezes while introduces only a slight
increase in start-up delay.

Index Terms—VANETs, video streaming, multi-objective opti-
mization, MAC retransmission limit adaptation.

I. INTRODUCTION

VEHICULAR ad-hoc networks (VANETs) belong to a
general class of mobile ad-hoc communication networks

with vehicles acting as fast moving mobile nodes. More
specifically, a VANET consists of 1) on-board-units (OBUs)
installed on the vehicles 2) roadside units (RSUs) deployed
along sides of the urban roads/highways which facilitate both
vehicle-to-vehicle (V2V) communications between vehicles
and vehicle-to-infrastructure (V2I) communications between
vehicles and RSUs. Intelligent transportation systems (ITS)
for vehicular ad-hoc networks (VANETs) have stimulated the
development of several interesting applications such as vehicle
collision warning, security distance warning, driver assistance,
cooperative driving, cooperative cruise control, etc [1]. The
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vehicle engine provides sufficient power for intensive data
processing and communications. The on-board buffer storage,
positioning system, and intelligent antenna further facilitate ef-
ficient video forwarding and collaborative downloading among
vehicles or from/to RSUs. Video communication within a
VANET has the potential to be of considerable benefit in an
urban emergency, as it allows vehicles approaching the scene
to better understand the nature of the emergency. However,
emergency events may not occur frequently, especially when
the network size is small. Streaming of high quality video
to fast-moving vehicles is a promising application which
faces fundamental challenges attributed to the high mobility
and dynamic nature of the network. In order to have a
smooth playout, it is necessary to have enough packets in the
playback buffer at the destination [2]. Robust video streaming
applications must be able to tolerate link failures or deep link
fading, which normally occur due to node mobility or the
unwillingness of the user to share node resources in a multi-
hop network [3]. Hence, different protection schemes to be
deployed in different layers of the protocol stack should be
explored; for example, in [4], a modified version of packet
reservation multiple access (PRMA) which can adapt to the
traffic and data dynamics, is proposed.

Dedicated short range communications (DSRC) which is
based on IEEE 802.11 standard has been introduced with the
goal of having high data rate at low cost to the vehicles.
For transmission using DSRC, there are two different mech-
anisms that can be deployed at the link layer to cope with
the time-varying wireless channel conditions: 1) switching
among different PHY modes, each with a different modulation
scheme and data rate. 2) performing link layer (or MAC sub-
layer) retry. In this paper, we focus on the retry mechanism.
According to the DSRC, when a transmitted packet is not
acknowledged properly, retries can be performed and repeated
until a certain limit is reached. Packets are dropped when they
reach their retry limits. Retry is an efficient means to improve
the reliability of the link. In the current wireless access in
vehicular environments (WAVE) standard, this retry limit is
normally configured statically, and there is no recommendation
or guidance on how the retry limit can be adapted based on the
channel conditions or the workload. However, the retry limit
may affect not only the link packet erasure rate but also the
playback buffer filling rate and hence the streaming quality
of the video. The design of this scheme is based on a key
observation, such that, for a given traffic characteristic and
channel condition there exists an optimal retry limit setting for
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the wireless link under which the total losses due to both link
erasure and buffer overflow will be minimized. It is observed
that when traffic characteristics or channel conditions change,
the optimal setting also changes, but always stays at a value
that can balance the link erasure rate and the overflow rate.

Previous works, such as [5], focus on networking quality
metrics like throughput and transmission delay. In this paper, a
multi-objective MAC retransmission limit adaptation scheme,
which jointly minimizes the video streaming quality metrics
(start-up delay and frequency of playback freezes) over urban
VANET scenarios, is proposed. We map these quality metrics
onto MAC retransmission limit to formulate and solve the
proposed multi-objective optimization. We study the variation
of these two metrics as a function of MAC retransmission
limit and found two separate regions for packet arrival rates,
λij , to be considered in our formulated optimization problem.
Let μij be the packet playback rate at the destination vehicle
buffer. For λij ≤ μij , frequency of playback freezes increases
with second degree function and the start-up delay decreases
with exponential rate. For λij > μij , although it is expected
that the number of playback freezes be zero, there is a finite
probability for playback freezes to occur. This can be derived
by applying diffusion approximation in the λij ≥ μij region.
In this region, the probability of occurrence of a playback
freeze is incorporated in the objective function, rather than the
mean number of freezes. We analyze the optimization problem
in both regions and estimate the optimal MAC retransmission
limit to maximize the video quality according to the metrics
under consideration. We specifically address the mobility
impact on channel estimation and Doppler shift, access con-
nectivity probability and interference caused by neighboring
vehicles in the design of the proposed adaptive quality-driven
MAC retransmission limit adaptation scheme. In the multi-
hop scenario, we discuss the computation of access probability
used in the MAC adaptation scheme and propose cross-layer
path selection scheme followed by a discussion on mobile
IP management to maintain continuous video streaming. The
proposed scheme can achieve significantly fewer playback
freezes while introducing only a small increase in start-up
delay.

It is highly desirable to always have successful direct
transmission without retransmission in any system; however,
such situation is not always available mainly because probing
the system for prior knowledge of how to achieve successful
direct transmissions can be a futile exercise. For this reason,
in most systems including VANETs, retransmission will be
necessary in order to allow the same transmission to be
delivered without constant interruption, which is the reason
why the destination vehicle has playback mechanism and is
the motivation why in this work we consider frequency of
playback freezes and start-up delay as criteria to optimize
retransmission limit. The contributions of this paper are as
follows: 1) A MAC retransmission limit adaptation scheme
proposal based on multi-objective optimization of playback
streaming quality; 2) incorporation of the impact of mobility
on vehicle access to the RSU and Doppler shift in the design of
the adaptation scheme; and 3) extension of the proposed MAC
retransmission scheme to multi-hop scenarios by proposing
a cross-layer joint path selection and MAC retransmission
adaptation. Protection strategies, like priority queueing and

Fig. 1. Network topology.

selective dropping, can be combined with adaptive retrans-
mission adaptation to considerably improve the robustness and
efficiency of video transmission.

The remainder of the paper is organized as follows. The net-
work topology and system model are discussed in section II.
Section III describes the proposed cross-layer multi-objective
MAC protocol design. Section IV presents simulation results
and validation of analytical results. Concluding remarks are
summarized in section V.

II. NETWORK TOPOLOGY AND SYSTEM MODEL

We consider a vehicular network based on DSRC in which
vehicles are equipped with on board units (OBUs) and broad-
cast the location, direction, speed, acceleration and traffic
events to their neighbors [6]. We consider an infrastructure-
based one-dimensional VANET as shown in Figure 1 wherein
the RSUs are distributed uniformly along the road with inter-
mediate distance of L and vehicles are randomly distributed
according to a Poisson distribution. The RSUs are spaced by
700m, with an effective radio coverage of 350m each. The
radio coverage of each vehicle is approximately 200m.

The video is streamed from an access router (AR) to the
proper RSU, and from there to the destination vehicle. While
the destination vehicle is in the transmission range of the
RSU, they connect directly in a one-hop fashion. When the
destination vehicle gets closer to the next RSU compared
with its distance to the previous RSU, the AR switches
the video streaming to the next RSU. In what follows, we
first discuss the quality metrics to be optimized, issues like
physical channel model, mobility modeling, access provision
to the RSU, effect of Doppler shift on channel estimation,
formulation of the optimization problem and our solutions
on how to consider all the raised issues in the design of an
effective MAC protocol in VANET scenarios.

A. Physical Channel

The RSUs receive video streams from media server via a
backbone network, which is assumed to have high bandwidth
and lossless channel. Many scatterers are present in the urban
area. In addition to the scattering, there is a strongly dominant
signal seen at the receiver, usually caused by line of sight
which can be modeled by a log-normal shadowing model.
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A standard for vehicle-to-infrastructure (V2I) communication
in the 5.9 GHz unlicensed national information infrastructure
(UNII) has been developed [7]. The wireless link is assumed to
be a memoryless channel. The packet error rate, pij , between
nodes i and j for a packet of B bits can be approximated by
the sigmoid function.

pij =
1

1 + eξ(YSNR−δ)
(1)

where YSNR is the average signal-to-noise (SNR) of the
received signal; ξ and δ are constants corresponding to the
modulation and coding scheme for a given packet of length B.
The goal is to support high mobility platforms using the IEEE
802.11 protocol. We assume that each RSU adopts some type
of link adaptation scheme in order to maximize its outgoing
link throughput. It can select adaptive modulation and coding
schemes based on the detected SNR of the link.

B. Medium Access Control and Downlink Scheduling

WAVE adopts enhanced distributed channel access (EDCA)
which is a contention-based channel access scheme with
quality of service (QoS) provision, i.e., different packets are
categorized based on their priority and different scheduling
is applied for each category. Safety message delivery is
categorized as an event-driven application with highest priority
in which the safety messages will propagate from the source
outwards as far as possible. Video packets are associated
with lower priority compared to safety messages. The typical
channel operations can be summarized as follows [8]. Both
RSU and OBU support at least one control channel (CCH) and
multiple service channels (SCHs). First, upon power on, an
OBU monitors the CCH until a WAVE service advertisement
(WSA) sent by an RSU is received. A WSA carries the
information of available SCHs and their access parameters,
such as channel numbers. Based on the WSA information,
the OBU then synchronizes with the RSU, and the OBU
can exchange data with the RSU in SCHs. With a single
channel, an OBU can work on either CCH or SCH at a
time. If two or more channels are facilitated in a WAVE
device, the operations in CCH interval and SCH interval can be
conducted simultaneously. In this paper, we consider single-
channel WAVE devices only as this is common for OBUs.
This paper focuses on streaming of videos with same level of
priority.

C. Impact of Mobility

1) Related Works on Connectivity of Mobile Nodes:
Connectivity of ad-hoc networks with finite number of nodes
uniformly distributed over a one-dimensional network is ana-
lyzed in [9]. Connectivity probability of one-dimensional ad-
hoc networks in which location of nodes have non-identical
distribution is investigated empirically in [10] which leads to
an optimization of the number of nodes required to maintain
the connectivity. Connectivity of mobile nodes in a VANET
over a single highway with multiple lanes, which allows
the vehicles to pass each other, is studied in [11]. In [12],
connectivity requirements in terms of required penetration rate
(number of nodes equipped with communication devices) and
transmission power for dissemination of time-critical infor-
mation in a one-way or two-way VANET are derived while

taking important physical-layer parameters, such as fading,
propagation path loss, transmit power, and transmission data
rate, into consideration. Another approach proposed in [13]
which applies the exponential inter-arrival time distribution
between vehicles in order to obtain the inter-vehicle distance
distribution and, accordingly, to derive explicit expression
for the expected connectivity distance. In [14], two ideal-
ized mobility models for vehicular mobility were described,
namely, Freeway model and Manhattan model. The freeway
model is limited to movement of vehicles in one direction.
The Manhattan model considers movement of vehicles in
two opposite directions and the possibility of turning at
intersections. In sparse situations, the mobility of the vehicles
may be considered independent from each other; however, for
dense situations, this assumption is not correct.

2) Mobility Model : A mobility model has been developed
in [15] to represent the steady state distributions of both
node population and node location based on the assumption
that vehicles arrival rate to the highway follows a Poisson
distribution. Furthermore, statistics of connectivity have been
investigated using the proposed mobility model. The proposed
traffic model in [16] is a combination of a deterministic fluid
dynamic model and a stochastic model. The former model is
used to characterize the general flow and evolution of traffic
stream while the latter model is applied in order to address the
random movement of an individual vehicle. In [17], a queueing
network is considered which comprises queues of customers
in cascade, each with several classes of customers.

Aside from the mobility model we select to use in this
work, the goal is to estimate an important stochastic attribute
of VANET, which is the probability of connectivity of vehicle
to the RSU along the road. This probability will be used in
the design of the proposed adaptive retransmission scheme.
We rely on the results in several works (e.g., [18]) which
prove that inter-vehicle distance along the highways follows
exponential distribution. Based on this assumption, the con-
nectivity probability bounds presented in [19] can be applied
in the design of the MAC adaptation scheme.

3) Access Connectivity Probability: The access probability
(AP) is the probability that an arbitrary vehicle is connected to
an RSU, which is a function of key VANET parameters such as
inter-RSU distance, vehicle density, and transmission ranges of
RSUs. The RSUs are deployed uniformly along the road with
Euclidean distance L between two adjacent RSUs and vehicles
enter the street according to a Poisson distribution, i.e., the
distance between vehicles follows an exponential distribution.
Let the coordination reference be at the first RSU (RSU1) and
the second RSU (RSU2) be located at distance L from RSU1.
The distance of the vehicle from the reference is denoted by
x. Let gζR(x) denote the probability that a vehicle and RSU
separated by distance x are directly connected under channel
model ζ which in our work, is the log-normal shadowing.
The probability that the vehicle is connected either to RSU1
or RSU2 is

Pa(x) = 1− (1− gζR(x))(1 − gζR(L− x)) (2)

In [19], the access probability in two-hop connection scenarios
is computed under a unit disc model and log-normal shadow-
ing fading model. We apply a similar approach to compute the
access probability of vehicles in direct connection scenario un-
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der a log-normal shadowing fading model, which is commonly
used to model the real world signal propagation where transmit
power loss increase logarithmically with Euclidean distance
between sender and receiver due to shadowing effect caused
by the VANET’s environment. The received signal power in
dB is given by prx = p0 − 10α log10

l
d0

+ Nσ. p0 is the
received signal power at the reference distance d0, α is the
path loss exponent, Nσ is the Gaussian random variable with
zero mean and variance σ2, and l is the Euclidean distance
between RSU and the destination vehicle. The RSU and the
destination vehicle can establish a direct connection if the
received signal power at the destination, ptx, is greater than
or equal to a certain threshold pth. According to [19], by
assuming symmetric wireless connection between RSU and
vehicles and assigning pth = p0 − 10α log10

R
d0

, where R

is the transmission range of RSUs, the result for gζR under
the log-normal shadowing model can be greatly simplified as
follows.

gζR = Pr(prx ≥ pth) = Q(
10α

σ
log10

x

R
) (3)

where Q(x) = 1√
2π

∫∞
x

e
−x2

2 dx is the tail probability of
the standard normal distribution. When σ = 0, the log-
normal model will be simplified to a unit disc model with
gζR = Pr(x ≤ R). Substitution of (3) into (2) will result in
direct access probability as

Pa(x) = 1−(1−Q(
10α

σ
log10

x

R
))(1−Q(

10α

σ
log10

L− x

R
))

(4)

4) Impact of Doppler Shift on Channel Estimation:
Due to the fast movement of vehicles and potential obstacles
appearing along the road between RSU and the destination
vehicle that cause shadowing effect, the level of SNR in the
wireless channel, and hence packet error rate, is subject to
change. Hence, it is imperative to address this issue in the
design of an adaptive MAC scheme. The MAC needs to
adapt itself to the wireless channel condition. We consider the
effect of Doppler shift on the channel coherence time (i.e., the
duration of time in which the channel remains stationary). The
estimator deployed at the RSU receives feedback on received
signal strength (RSS), Y (t), from the destination vehicle. Let
Y RSS(t − 1) be the average RSS up to packet t − 1; the
estimated SNR of the (t+1)th packet, ŶSNR(t+1), by using
an exponential moving average, is as follows [20].

ŶSNR(t+1) = (1−γ)[αY SNR(t−1)+(1−α)Y (t)]+γŶSNR(t)
(5)

where ŶSNR(t) is the average SNR at the receiver, which
is fed back to the RSU via the CCH. 0 ≤ α ≤ 1 and γ
are the estimation parameters which capture the properties of
the moving average. The receiver informs the RSU in two
events: 1) when the difference between the average SNRs is
more than a predefined threshold, ΔSNR, or 2) when Y SNR(t)
stays in the channel longer than the channel coherence time,
Tc, which is a function of the maximum Doppler frequency
shift, fm, i.e., Tc = 0.423

fm
. The frequency decreases when

the vehicle moves away from the RSU and increases when it
moves toward the RSU according to the Doppler frequency
shift, f = (1− Vs−Vr

c )f0, where f0 is the center frequency of

the signal, while Vs, Vr and c are vectorial velocities of sender,
receiver and waveform in free space, respectively. Obviously,
in VANETs the velocity of RSU is equal to zero. Substitution
of the updated SNR given by (5) into (1) results in the updated
link loss probability between RSU and destination vehicle,
which will be used in designing the quality-driven adaptive
MAC retransmission protocol. Once the vehicle has a distance
more than its transmission range to the RSU, the signal level
can not be updated and hence the previous (latest) value is
used for packet error probability estimation.

III. FORMULATION OF MULTI-OBJECTIVE OPTIMIZATION

PROBLEM

A. Performance Metrics

We assume that each vehicle has an infinite buffer, which is
a reasonable assumption given the high storage capability that
can be deployed in vehicles. The video playback process can
be divided into two phases: 1) charging phase and 2) playback
phase. The charging phase starts once the buffer becomes
empty. Thus, the playback is kept frozen until the buffer is
filled with b packets (i.e., b is a threshold of the playback). To
derive an analytical formulation for streaming start-up delay
(charging phase) in video streaming at the destination vehicle,
the playout buffer can be modeled as a G/G/1/∞ queue that
follows the diffusion approximation method presented in [2].
By applying the diffusion approximation, the transient solution
of the queue length can be exploited by obtaining its p.d.f. at
any time instant t. The average start-up delay and its variance
are given by

E(Ds) =
b

λ
(6)

V ar(D) = bva (7)

where b is the playback threshold, va is the variance of inter-
arrival rate of packets at the destination buffer and λ is the
arrival rate of the packets at the destination vehicle. The
playback terminates when the buffer becomes empty again.
According to [2], the average number of streaming freezes
after t seconds and its variance can be approximated using
diffusion approximation as follows:

E(F ) ≈ −λ(λ − μ)

μ · b t (8)

V ar(F ) ≈ μ3λ3(va + vs) + 3vaλ
4(λ− μ)

b2μ2
(9)

where μ is the service rate of the buffer and vs is variance of
service interval at the destination buffer.

B. MAC Retry Limit Adaptation

In existing wireless local area networks (WLANs) environ-
ments, various protection strategies are available at various
layers of the protocol stack for different tradeoffs among
throughput, reliability and delay. These include 1) switching
among different modulation and channel coding schemes, 2)
retransmission and forward error correction (FEC) at the MAC
layer, 3) FEC, Automatic retransmission request (ARQ), or
hybrid ARQ along with error resilient video coding schemes
and error concealment strategies at the application layer, and
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E(Ds) =
b

λ′
ij

=
b

Pa(x)λij(1 − PT
ij (Mij , pij(x)))

=
b

Pa(x)λij(1− pij(x)Mij+1 − Pa(x)λij ·n(Mij ,pij(x))−Cij

Pa(x)λij ·n(Mij ,pij(x))
)

=
b

Pa(x)λij(1− pij(x)Mij+1 − Pa(x)λij−Pa(x)λijpij(x)
Mij+1−Cij+Cijpij(x)

Pa(x)λij−Pa(x)λijpij(x)
Mij+1 )

=
b(1− pij(x)

Mij+1)

Pa(x)λij(1− pij(x)Mij+1)2 − Pa(x)λij(1 − pij(x)Mij+1) + Cij(1 − pij(x))

(10)

Hence, the effective arrival rate of packets at the destination buffer, λ′, is

λ′
ij =

b

E(Ds)
=

Pa(x)λij(1− pij(x)
Mij+1)2 − Pa(x)λij(1− pij(x)

Mij+1) + Cij(1− pij(x))

(1− pij(x)Mij+1)
(11)

E(F ) =
λ′
ij(μij − λ′

ij)

μijb

=
1

μijb

Pa(x)λija
2 − Pa(x)λija+ Cij(1− pij(x))

a
× (μij − Pa(x)λija

2 − Pa(x)λija+ Cij(1− pij(x))

a
)

=
1

μijba2
[Pa(x)λija

2 − Pa(x)λija+ Cij(1− pij(x))] × [μija− Pa(x)λija
2 − Pa(x)λija+ Cij(1− pij(x))]

=
1

μijba2
[−P 2

a (x)λ
2
ija

4 + Pa(x)λijμija
3 + (P 2

a (x)λ
2
ij − μijPa(x)λij)a

2 + (−2Pa(x)λij + μij)+

Cij(1− pij(x))a+ C2
ij(1− pij(x))

2]

(12)

4) packetization optimization at the various layers [21]. In the
following, we analyze how MAC retry limit may affect buffer
overflow (loss due to congestion) and link loss due to packet
drop. Analysis of such problem in general will be very generic.

Intuitively, when the wireless link experiences high packet
error rate due to noise or collision of packets from parties
which use the common wireless medium, more packet re-
transmissions are required in order to correctly deliver the
packet. On the other hand, this will increase the probability
of buffer overflow. Hence, there is a tradeoff between these
two types of packet loss. To find the optimal retry limit,
the transmitter is required to estimate the channel which it
intends to use for packet transmission via transmission of
pilot signals 1. Due to high mobility of vehicles, continuous
channel estimation seems a formidable task. Hence, without
loss of generality, a static log-normal shadowing channel
model is considered, which is a practical model for urban
environment. Of course, a series of channel estimation can
be done in practice to find the channel characteristics closest
to the environment which the network is designed for. In
addition, packet drop due to overflow is performed before
packets are put on the link. Let Mij and pij(x) be the link retry
limit and packet error probability for link (i → j) between
intermediate nodes (vehicles), i and j, respectively. The mean
number of transmissions when the vehicle is at distance x
from the RSU, n(Mij , pij(x)), for a single packet until it is
successfully received by node j or it reaches the retry limit is

1Estimation is performed at the receiver and fed back to the transmitter,
which also sustains transmission delay.

calculated as follows.

n(Mij , pij(x)) =
1− pij(x)

Mij+1

1− pij(x)
(13)

where pij(x) is the most recently updated link loss probability
of the channel between the RSU and the vehicle at distance x
from it. The blocking probability of the link, PB

ij (Mij , pij(x)),
for the fluid model with arrival rate λij (packets/s) and channel
service rate (channel maximum capacity) Cij (packets/s) is

PB
ij (Mij , pij(x)) =

Pa(x)λij · n(Mij , pij(x)) − Cij

Pa(x)λij · n(Mij , pij(x))
(14)

The link packet drop probability after Mij unsuccessful retries
can be calculated as

PD
ij (Mij , pij(x)) = pij(x)

Mij+1 (15)

The overall packet loss probability, assuming PB
ij (Mij , pij(x))

and PD
ij (Mij , pij(x)) are small, is approximated as

PT
ij (Mij , pij(x)) ∼= PB

ij (Mij , pij(x)) + PD
ij (Mij , pij(x))

(16)

C. Derivation of Quality Metrics

The effective arrival rate of packet at the destination buffer is
given by the following.

λ′
ij = Pa(x)λij(1 − PT

ij (Mij , pij(x))) (17)

where λij is the packet input rate by the transmitter (RSU)
before the signal enters the channel and λ′

ij is the effective
packet arrival rate at the destination buffer. Substitution of the
effective arrival rate in start-up delay (6) will result in 10. Let
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a = (1− pij(x)
Mij+1). The frequency of playback freezes in

1 second interval (t = 1sec.) can be derived by substitution
of λ′

ij from (17) in (8) which well result in 12.

D. Optimization Framework

Multi-objective optimization (or programming) is the pro-
cess of simultaneously optimizing two or more conflicting
objectives subject to certain constraints. The optimization
problem that we consider involves the maximization of two
objective functions are not necessarily of equal importance.
The solution to this problem can be described in terms
of decision vector (x1, x2, ..., xn) in decision space X . A
function f : X → Y evaluates the quality of the specific
solution by assigning it an object vector (y1, y2, ...yn) in object
space Y .

The tradeoff between frequency of freezes and start-up
delay can be calculated from (6) and (8), yielding

E(F ) =
bμijE(Ds)− b2

bμijE2(Ds)
(18)

where μij is the packet playback rate at the destination buffer
inside the vehicle. Let D̂ and F̂ be the maximum tolerable
start-up delay and frequency of video playback freezes, re-
spectively. Our objective is to manage the MAC retransmission
limit Mij to maximize the video perceived quality within the
tolerable range of start-up delay, D̂, and frequency of playback
freezes, F̂ , i.e.,

• P1:(λ′
ij > μij)

min
λ′
ij

P + w1E(D)

s.t. P{D > D̂} ≤ ξ (19)

• P2:(0 < λ′
ij ≤ μij)

min
λ′
ij

E(D) + w2E(F )

s.t. P{D > D̂} ≤ ξ

P{F > F̂} ≤ η (20)

where w1, w2 > 0 are weighing factors that can be adjusted
based on the user’s requirements and 0 < ξ, η � 1 are
predefined scalars. P1 and P2 are nonlinear optimization
problems which are computationally very intensive to perform
in real-time streaming systems. To reduce the search space, in
order to decrease the computations, we can apply the one-
sided Chebyshev inequality on (6),(7),(8) and (9), subject to
the constraints of (20). Since ξ � 1, we can assume 1−ξ

ξ ≈ 1
ξ ,

which will simplify the solution as follows.

(D̂ − b

λ′
ij

) ≥
√

bva
ξ

(1− ξ) ⇒ λ′
ij ≥

b

D̂ −
√

bva
ξ

(21)

By applying the Chebyshev inequality on the maximum tol-
erable playback freezes constraint in (20), we have

λ′
ij ≤

5

√
(
bF̂μ2

ij

3va
)2 (22)

Substitution of the constraints in P1 and P2, together with
(21) and (22), will result in smaller yet more conservative
search space which can significantly reduce the computational
complexity at a cost of user’s utility.

E. Analysis of Multi-hop V2I connection

The results of the preceding subsection are applicable
in situations where there are direct (one-hop) connections
between the vehicle and the RSUs. In this subsection, we
extend our scheme to consider zones with no RSU coverage
where two-hop connection can be a solution and improve the
overall quality of streaming. To follow the footsteps of one-
hop approach and extend it to the two-hop scenario, we first
analyze the access probability for two-hop communication.
Also, when there are intermediate nodes (vehicles) to relay the
packets, the problem of routing and path selection becomes
important. Ideally, a scheme which combines routing and
MAC must be based on cross-layer (network layer and MAC
layer) design, i.e., we must take full advantage of combined
parameters of both layers in order to achieve near-optimal
results.

1) Access probability for two-hop connection: The prob-
ability that a vehicle located at position x, 0 ≤ x ≤ L,
is connected to either RSU1 or RSU2 in at most two-hop
connection, according to Theorem 1 in [19], is given by:

pa(x) = 1− (1− p1(x))(1 − p2(x)) (23)

p1(x) = 1− (1− gCb (x))(1 − gCb (L− x)) (24)

p2(x) = 1− e−
∫ L
0

gC
v (‖x−y‖)ρp1(y)dy (25)

In the above, p1(x) is the probability of vehicle being directly
connected to either RSU1 or RSU2; p2(x) is the probability
of vehicle being connected to at least one vehicle which is
connected to either RSU1 or RSU2; gCb and gCv are probabil-
ities of connectivity of V2I and V2V channels, respectively,
which are functions of the distance between transmitting and
receiving nodes and channel model C. Under the log-normal
shadowing model, the access probability for two-hop connec-
tion of vehicle to RSU can be obtained for different values
of α and σ by computing (23) using numerical integration
technique. The access probability computed by (23) is inserted
in (12) to derive the expected frequency of freezes for two-
hop scenario. Based on the estimated connectivity probability,
retransmission limit is determined by the RSU following the
cross-layer optimization in conjunction with path selection
described in subsection III-E2. Equal retransmission limit will
be used for transmission over the first hop (transmission from
RSU to intermediate vehicle) and for relaying over the second
hop (transmission from intermediate vehicle to destination
vehicle).

2) Cross-layer MAC-NET packet delivery: The routing
protocol is location-based, which means that each mobile
node incorporates its geographical location while broadcasting
"Hello" messages for neighbor discovery. The algorithm is
based on greedy geographic routing tailored for video stream-
ing application. In other words the algorithm selects a path
which optimizes the streaming metrics as follows. First, the
RSU applies greedy geographic routing and selects a cluster
of ND nodes which are closest to the destination such that
the distance of these nodes to the destination must be smaller
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than a predefined threshold, σ. If there are no nodes in the
neighborhood of the relaying node which satisfy this condition
and the destination node is not in the transmission range of
the RSU, the closest node to the destination will be selected.

Let Ri ∈ R be the MAC retransmission value for all the
packet of the ith video segment where R is the set of all
admissible values. Let ζi ∈ Z denote the transmission path
of packet πi where Z is the set of all paths possible from
the RSU to the destination vehicle by applying the modified
greedy routing. The frequency of streaming freezes for the
current video slice, E[Fi], and the transmission delay Di

depends on Ri and ζi. The problem can be formulated as the
selection of optimal transmission path and MAC parameter
for all segments of the video clip so as to minimize the
frequency of streaming freezes under a delay constraint in
a multi-hop V2I channel. Let M be the total number of video
segments of the clip and DT ≈ 1

μ be the delay threshold for
a video segment, where μ is the video frame playback rate.
The minimization problem is formulated as follows:

min
Ri∈R ζi∈Z

∑M
i E[Fi]

s.t. max{Di, . . . , DM} ≤ DT (26)

3) IP Mobility: To maintain continuous streaming, a
change of RSU for controlling the transmission of video to
the destination vehicle is necessary. We apply our proposed
IP mobility management scheme (described in detail in [22])
to multi-hop VANETs with handover prediction. The scheme
works in conjunction with a geo-routing algorithm and relies
on the IPv6 support for VANET using geo-networking fea-
tures. The geo-routing layer forwards IP packets in the multi-
hop path, in a way that creates a virtual point-to-point link
between the destination vehicle and the access router (AR),
without IP header forwarding at intermediate vehicles or the
RSU.

IV. PERFORMANCE EVALUATION AND MODEL

VALIDATION

A. Adaptation of Retransmission Limit under Static Channel

The simulations are conducted in Matlab. The analytical
results are computed using the derived formulas in previous
sections for average start-up delay and frequency of play-
back freezes. For the simulations, we have written IEEE
802.11p MAC as a Matlab code and simulated the packet
transmission in a drive-thru scenario where a vehicle starts
from an RSU (RSU1) and moves with constant speed toward
the next RSU (RSU2) considering all the protocol details
(collisions, backoffs, competition between nodes for accessing
the channels, etc.). The transmission delay resulted from the
Monte-Carlo simulations is then used to find the effective
arrival rate of the packets at the destination and hence to
derive the metrics (start-up delay and frequency of playback
freezes). The simulations are repeated 10000 times with 95%
confidence interval for each video frame rate ranging from 10
to 25 frames per second.

When the MAC protocol runs the adaptation algorithm in
the background to calculate the optimum limit for retrans-
missions, it can achieve higher quality in terms of video
playback freezes as shown in Figures 2(a)-2(b). However,
the adaptation protocol introduces extra computations to the

standard WAVE protocol that results in slight increase of start-
up delay as shown in Figures 2(c)-2(d). In addition, the impact
of channel packet loss on the performance of the algorithm and
its comparative performance with the standard WAVE protocol
are shown in Figures 2(a)-2(d). Here, it is assumed that the
channel state remains static and hence there would be no
channel update during the streaming period. As we change the
channel loss probability, the difference between the adaptive
algorithm and the standard algorithm for both playback freezes
and start-up delay, is more obvious. As packet transmission
rate increases, we observe a decrement in the frequency of
video playback freezes. However, the start-up delay shows
increasing attribute for the standard WAVE protocol while
having constant value for the adaptive protocol. The limit
of retransmission is fixed in the standard protocol, while the
adaptive protocol tends to select higher retransmission limit
as the data rate increases which results in higher start-up
delay within delay constraint (if the packet transmission delay
exceeds the delay threshold, DT , it will be dropped) for higher
data rates. Having generally lower frequency of freezes in the
adaptive protocol compared to the standard MAC protocol is a
direct consequence of protocol optimization, which is basically
designed to select the retransmission limit with consideration
of updated channel conditions in order to minimize playback
freezes. The drop in the number of freezes with increment of
the transmission rate is due to more successful transmissions
and hence more video packet available to be streamed at the
playback buffer for each time instant compared to the standard
protocol. An increase in the number of vehicles which are also
connected to RSUs and compete for channel will increase the
number of packet collisions and hence the transmission delays
which results in decrement of effective packet arrival rate at
the destination vehicle. Consequently, we have higher start-up
delay and playback freezes. Consideration of channel models
which consider multi-path fading such as Rician model will
make the computation of Pa(x), in subsection II-C3, difficult
which is only possible using complex numerical integration
methods.

B. Adaptation of MAC Retransmission Limit with Channel
Dynamics

We simulate a drive-thru video streaming scenario as shown
in Figure 1, in which RSUs are deployed along the road
and the vehicles compete for communications using IEEE
802.11p. We validate the developed analytical model in two
scenarios: 1) when the inter-RSU distance, L, is completely in
the coverage range of the RSUs, i.e., 0 < L ≤ 2R and 2) when
L exceeds the communication range of base stations and hence
there are areas in which the vehicle does not have access to an
RSU. In each scenario, we change the transmission rate and
evaluate the achievable gain by the proposed scheme compared
to the standard IEEE 802.11p protocol in terms of the video
quality metric (frequency of playback freezes) and its tradeoff
with other temporal metric, i.e., start-up delay. The impacts of
(i) frequency of channel estimation updates, (ii) inter-RSU
distance on access probability, and (iii) quality metrics on
system performance are obtained.

1) 0 < L ≤ 2R: The simulation parameters are selected
as follows. The inter-RSU distance is L = 1500m, the speed
of vehicles is fixed at Vs = 50km/h = 13.88m/s, maximum
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Fig. 2. Performance evaluation of the proposed retransmission limit adaptation scheme vs. frame transmission rate.

Doppler shift according to the speed of the vehicle and the
base frequency of the WAVE protocol (5.9 GHz) is calculated
to be fm = 273.15Hz and hence the coherence time is
Tc = 1.5s. The log-normal shadowing parameters are as
follows. The path loss exponent α = 2, and variance of
the normally distributed noise is σ = 1 with mean equal
to zero. Accurate and timely update of channel state and
selection of MAC parameter by consideration of current data
rate, received signal strength, and quality of access to RSU in
selecting an optimized retransmission limit is the contribution
of the proposed adaptation scheme on and above those of the
standard MAC protocol. This information can be embedded in
the new control messages to be transmitted in CCH intervals
and hence it is compatible with the current IEEE 802.11p
protocol.

In this scenario, the RSU maintains access to the destination
vehicle while the vehicle gains the opportunity to access
the channel. The vehicle is always within the transmission
range of the RSU (R=750m); however, as the vehicle moves
away from the responsible RSU, with log-normal shadowing,
there is a drop in RSS and hence it is expected that the
vehicle experiences higher packet loss. Also, if the distance
between the RSU and the vehicle is larger than the vehicle’s
transmission range, it can not inform the RSU of its RSS and
hence the adaptation would be performed only with respect to
the transmission rate of the video packet at the transmitter

(RSU) side. As the vehicle moves toward the next RSU,
the RSS will increase and so does the quality of the video
streaming. The proposed adaptive protocol has considerable
gain of more than 0.3 to 0.6 freezes/second compared to the
standard protocol, i.e., drop of 30 to 60 percent in the number
of streaming freezes (Figure 3(c)). Such gain in frequency
of freezes is achieved while the start-up delay is maintained
below 4 seconds (Figure 3(a)).

2) 2R ≤ L: The inter-RSU distance is selected to be L =
2000m, which means that there are zones along the road in
which the vehicle is not within the communication range of the
RSU. Hence, the remaining packets in the receiver’s playback
buffer decreases with higher pace. Therefore, the likelihood of
playback freezes increases during the intervals of low access
to RSUs. The proposed adaptive protocol has generally better
performance in terms of playback freezes compared to the
standard IEEE 802.11p protocol; however, the extra steps for
optimization causes the start-up delay to be slightly larger
than the standard protocol (at most 2 sec.) which is negligible
compared to much lower performance gain achieved in terms
of playback freezes that has higher impact on the end user’s
level of satisfaction. A zone with no coverage is expanded
symmetrically about 500m around the middle of the inter-
RSU distance. The access probability drops significantly in
this zone and its impact on streaming quality is considerable as
can be seen in Figures 3(d) and 3(b). The values for frequency
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Fig. 3. Performance evaluation of the proposed retransmission limit adaptation in drive-thru scenarios.

of playback freezes have increased compared to the previous
scenario (0 < L ≤ 2R). Our proposed method outperforms
the standard algorithm in such scenarios with more sparse
RSU deployment when the connectivity imposes challenge on
maintaining high video streaming quality. We have assessed
the impact of Inter-RSU distance on the performance of the
proposed algorithm and its performance compared to that of
the standard protocol.

C. Impact of Inter-RSU Distance

In each step, we change the inter-RSU distance, L, to show
the impact of mobility and network access connectivity on the
received video quality. The exact analytical results are verified
by the simulation results. Figure 4 shows the approximate
analytical values which are reasonably close to the simulation
results. Same situation can be observed for the result in Figure
5. As L increases, it is more difficult for all vehicles to be
connected to the RSUs due to the larger possible distances
between the vehicles and the RSUs. This causes a drop in the
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Fig. 4. Start-up delay vs inter-RSU distance.
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Fig. 5. Frequency of playback freezes vs inter-RSU distance.

access probability, and it tends to zero as L goes to infinity.
Comparison with the standard MAC shows that our algorithm
has fewer playback freezes while introducing a slight increase
in start-up delay.

V. CONCLUDING REMARKS

In this paper, an adaptive MAC retransmission limit adap-
tation scheme has been proposed in which the adaptation
is based on an optimization of playback streaming quality.
A multi-objective optimization framework is applied at the
RSU, which jointly minimizes the probability of playback
freezes and start-up delay of the streaming at the destination
vehicle by tuning the MAC retransmission limit with respect
to channel statistics (packet error rate and packet transmission
rate). The proposed scheme can achieve significantly fewer
playback freezes while introducing a small increase in start-up
delay. Future work includes adaptation of other MAC param-
eters such as contention window (CW) size and consideration

of more complex and comprehensive distribution models for
deployment of RSUs.

REFERENCES

[1] A. Boukerche, H. A. Oliveira, E. F. Nakamura, and A. A. Loureiro,
“Vehicular ad hoc networks: a new challenge for localization-based
systems,” Computer Commun., vol. 31, no. 12, pp. 2838–2849, 2008.

[2] T. H. Luan, L. X. Cai, and X. Shen, “Impact of network dynamics on
users’ video quality: analytical framework and QoS provision,” IEEE
Trans. Multimedia, vol. 12, no. 2, pp. 64–78, 2010.

[3] X. Tong, Y. Andreopoulos, and M. van der Schaar, “Distortion-driven
video streaming over multihop wireless networks with path diversity,”
IEEE Trans. Mobile Comput., vol. 6, pp. 1343–1356, Dec. 2007.

[4] B. Qazi, H. Alshaer, and J. Elmirghani, “Analysis and design of a MAC
protocol and vehicular traffic simulator for multimedia communication
on motorways,” IEEE Trans. Veh. Technol., vol. 59, pp. 734–741, Feb.
2010.

[5] T. H. Luan, X. Ling, and X. Shen, “MAC in motion: impact of mobility
on the MAC of drive-thru Internet,” to appear in IEEE Trans. Mobile
Comput., 2011.

[6] J. Zhao and G. Cao, “VADD: vehicle-assisted data delivery in vehicular
ad hoc networks,” IEEE Trans. Veh. Technol., vol. 57, pp. 1910–1922,
May 2008.

[7] “Standard specification for telecommunications and information ex-
change between roadside and vehicle systems - 5GHz band dedicated
short range communications (DSRC) medium access control (MAC) and
physical layer (PHY) specifications,” 2007.

[8] S. Ou, K. Yang, H.-H. Chen, and A. Galis, “A selective downlink
scheduling algorithm to enhance quality of VOD services for WAVE
networks,” EURASIP J. Wireless Commun. and Networking, pp. 1–12,
Jan. 2009.

[9] M. Desai and D. Manjunath, “On the connectivity in finite ad hoc
networks,” IEEE Commun. Lett., vol. 6, pp. 437–439, Oct. 2002.

[10] J. Li, L. Andrew, C. H. Foh, M. Zukerman, and M. Neuts, “Meeting con-
nectivity requirements in a wireless multihop network,” IEEE Commun.
Lett., vol. 10, pp. 19–21, Jan. 2006.

[11] M. Khabazian and M. Ali, “A performance modeling of connectivity in
vehicular ad hoc networks,” IEEE Trans. Veh. Technol., vol. 57, no. 4,
pp. 2440–2450, 2008.

[12] S. Panichpapiboon and W. Pattara-atikom, “Connectivity requirements
for self-organizing traffic information systems,” IEEE Trans. Veh. Tech-
nol., vol. 57, no. 6, pp. 3333–3340, 2008.

[13] S. Yousefi, E. Altman, R. El-Azouzi, and M. Fathy, “Analytical model
for connectivity in vehicular ad hoc networks,” IEEE Trans. Veh.
Technol., vol. 57, no. 6, pp. 3341–3356, 2008.

[14] F. Bai, N. Sadagopan, and A. Helmy, “Important: a framework to
systematically analyze the impact of mobility on performance of routing
protocols for adhoc networks,” in Proc. 2003 IEEE INFOCOM, vol. 2,
pp. 825–835.

[15] J. Wu, “Connectivity analysis of a mobile vehicular ad hoc network with
dynamic node population,” in Proc. 2009 IEEE GLOBECOM.

[16] W.-L. Jin and W. Recker, “An analytical model of multihop connec-
tivity of inter-vehicle communication systems,” IEEE Trans. Wireless
Commun., vol. 9, pp. 106–112, Jan. 2010.

[17] G. Mohimani, F. Ashtiani, A. Javanmard, and M. Hamdi, “Mobility
modeling, spatial traffic distribution, and probability of connectivity for
sparse and dense vehicular ad hoc networks,” IEEE Trans. Veh. Technol.,
vol. 58, pp. 1998–2007, May 2009.

[18] N. Wisitpongphan, F. Bai, P. Mudalige, V. Sadekar, and O. Tonguz,
“Routing in sparse vehicular ad hoc wireless networks,” IEEE J. Sel.
Areas Commun., vol. 25, pp. 1538–1556, Oct. 2007.

[19] S. C. Ng, W. Zhang, Y. Zhang, Y. Yang, and G. Mao, “Analysis of access
and connectivity probabilities in vehicular relay networks,” IEEE J. Sel.
Areas Commun., vol. 29, pp. 140–150, Jan. 2011.

[20] Y. Chang, M. Lee, and J. Copeland, “An adaptive on-demand channel
estimation for vehicular ad hoc networks,” in Proc. 2009 IEEE CCNC.

[21] Q. Li and M. VanderSchaar, “Providing adaptive QoS to layered
video over wireless local area networks through real-time retry limit
adaptation,” IEEE Trans. Multimedia, vol. 6, pp. 278–290, Apr. 2004.

[22] M. Asefi, S. Cespedes, J. W. Mark, and X. Shen, “A seamless quality-
driven multi-hop data delivery scheme for video streaming in urban
VANET scenarios,” in Proc. 2011 IEEE ICC.



ASEFI et al.: A MOBILITY-AWARE AND QUALITY-DRIVEN RETRANSMISSION LIMIT ADAPTATION SCHEME FOR VIDEO STREAMING OVER VANETS 1827

Mahdi Asefi received BSc. in Electrical Engineering
with specialization in Communication Systems from
Sharif University of Technology, Iran, in 2004 and
the M.Sc. and Ph.D. degrees from University of
Waterloo, Canada in 2006 and 2011, respectively,
all in electrical and computer engineering with
specialization in Communication and Information
Systems. His research interests include cross-layer
optimization protocols for video communications
over mesh and mobile ad-hoc networks, specially
for vehicular communication systems. He is now

employed by Met-Scan Canada Ltd, Toronto, Canada. Dr. Asefi has served
as Technical Program Committee Member for IEEE WCNC 2010 and 2011.

Jon W. Mark (M’62-SM’80-F’88-LF’03) received
the B.A. Sc. degree from the University of Toronto
in 1962, and the M. Eng and Ph.D. degrees from
McMaster University, Canada in 1968 and 1970,
respectively, all in electrical engineering. From 1962
to 1970, he was an engineer and then senior engineer
at Westinghouse Canada Ltd. where he conducted
research in advanced sonar signal processing. From
1968 to 1970, he was on leave from Westinghouse to
pursue Ph.D. studies at McMaster University under
the auspices of an NRC PIER Fellowship. He joined

the Department of Electrical Engineering at the University of Waterloo in
September 1970, and was promoted to the rank of full Professor in July 1978.
He served as Department Chairman from July 1984 to June 1990. During
this period, the department introduced the computer engineering degree
program and changed the name to Electrical and Computer Engineering. He
was on sabbatical leaves at the IBM Thomas J. Watson Research Center,
Yorktown Heights, NY, as a Visiting Research Scientist (1976-77), at Bell
Labs, Murray Hill, NJ, as a Resident Consultant (1983-84), at the Université
Pierre et Marie Curie, Paris, France, as an Invited Professor (1990-91),
and at the National University of Singapore as a Visiting Professor (1994-
95). He established the Centre for Wireless Communications (CWC) at the
University of Waterloo in 1996 with a $1 million donation from Ericsson
Canada as seed money. He is currently a Distinguished Professor Emeritus
and the founding Director of CWC at the University of Waterloo. He received
the 2000 Canadian Award in Telecommunications Research for significant
research contributions, scholarship and leadership in the fields of computer
communication networks and wireless communications and the 2000 Award
of Merit by the Educational Foundation of the Association of Chinese
Canadian Professionals for Significant Contributions in Telecommunications
Research. His current research interests are in wireless communications
and wireless/wireline interworking, with a focus on cooperative networking,
power control and resource allocation, etc. He is a co-author of Wireless
Communications and Networking (Prentice-Hall, 2003), Multimedia Services
in Wireless Internet (John Wiley & Sons, 2009), and Wireless Broadband
Networks (John Wiley & Sons. 2009). Dr. Mark is a Life Fellow of the
IEEE and has served as a member of a number of editorial boards, includ-
ing editorships in IEEE TRANSACTIONS ON COMMUNICATIONS, Wireless
Networks, and Telecommunication Systems, a member of the Inter-Society
Steering Committee of the IEEE/ACM Transactions on Networking during
the period 1992-2003 (as the SC Chair during 1999-2000), and a member of
the IEEE Communications Society Awards Committee during 1995-1998. He
is currently a member of the Advisory Board, John Wiley Series on Advanced
Texts in Communications and Networking.

Xuemin (Sherman) Shen received the B.Sc. (1982)
degree from Dalian Maritime University (China)
and the M.Sc. (1987) and Ph.D. degrees (1990)
from Rutgers University, New Jersey (USA), all
in electrical engineering. He is a Professor and
University Research Chair, Department of Electrical
and Computer Engineering, University of Waterloo,
Canada. He was the Associate Chair for Graduate
Studies from 2004 to 2008. Dr. Shen’s research
focuses on resource management in interconnected
wireless/wired networks, UWB wireless communi-

cations networks, wireless network security, wireless body area networks and
vehicular ad hoc and sensor networks. He is a co-author of three books,
and has published more than 500 papers and book chapters in wireless
communications and networks, control and filtering. Dr. Shen served as
the Technical Program Committee Chair for IEEE VTC’10, the Symposia
Chair for IEEE ICC’10, the Tutorial Chair for IEEE ICC’08, the Technical
Program Committee Chair for IEEE Globecom’07, the General Co-Chair for
Chinacom’07 and QShine’06, the Founding Chair for IEEE Communications
Society Technical Committee on P2P Communications and Networking. He
also served as a Founding Area Editor for IEEE TRANSACTIONS ON WIRE-
LESS COMMUNICATIONS; Editor-in-Chief for Peer-to-Peer Networking and
Application; Editor-in-Chief for IET Communications, Associate Editor for
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY; Computer Networks;
and ACM/Wireless Networks, etc., and the Guest Editor for IEEE JSAC,
IEEE Wireless Communications, IEEE Communications Magazine, and ACM
Mobile Networks and Applications, etc. Dr. Shen received the Excellent
Graduate Supervision Award in 2006, and the Outstanding Performance
Award in 2004, 2007 and 2010 from the University of Waterloo, the Premier’s
Research Excellence Award (PREA) in 2003 from the Province of Ontario,
Canada, and the Distinguished Performance Award in 2002 and 2007 from
the Faculty of Engineering, University of Waterloo. Dr. Shen is a registered
Professional Engineer of Ontario, Canada, an IEEE Fellow, an Engineering
Institute of Canada fellow, and a Distinguished Lecturer of IEEE Vehicular
Technology Society and Communications Society.


