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In this paper, we propose a scalable and robust key pre-distribution scheme based on net-
work coding and matrix decomposition for distributed sensor data storage. As a promising
information dissemination technique, network coding is suitable for the key information
exchange due to the reduced number of transmissions and the enhanced robustness.
Matrix decomposition can help to exchange key information without any central nodes
and location knowledge. Our scheme uses LU matrix decomposition to decompose a shared
key into two vectors R and C. The vector R is held privately by the sensor, while the other
vector C is protected and disseminated using network coding. The combination of network
coding and matrix decomposition enhances the scalability, improves the communication
performance, and increases the robustness for sensor data storage networks. Extensive the-
oretical analysis and simulative results both demonstrate the efficacy and efficiency of the
proposed key pre-distribution scheme in distributed sensor data storage.

� 2011 Elsevier B.V. All rights reserved.
1. Introduction

Recently, security and privacy issues have gained
increasing attention in distributed sensor data storage [1]
which is extensively applied to the reliable and privacy-
preserving access to confidential data in wireless sensor
networks (WSNs). As an indispensable security and privacy
component, key management is in charge of providing
shared encryption and authentication keys for securing
connections between vulnerable nodes in sensor data
storage.

A variety of key management schemes have been pro-
posed in the past few years [2–22]. The traditional
trusted-server schemes rely on trusted online servers to
. All rights reserved.
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establish shared keys between nodes. However, such cen-
tral online infrastructure may not exist in sensor data stor-
age networks. The self-enforcing schemes depend on
asymmetric cryptography (e.g., Diffie–Hellman and RSA
[2]) to negotiate pairwise keys, making the self-enforcing
schemes infeasible in sensor data storage due to sensors’
limited computational and energy resources [3–5]. The
key pre-distribution schemes have been demonstrated to
be more practical in WSNs [6,7]. Having some key informa-
tion installed in nodes before deployment, the key pre-dis-
tribution schemes can be further classified into three
types: the shared-key schemes, the location-aware
schemes, and the pairwise schemes with structure key
pool. Eschenauer et al. [7] first propose a probabilistic
shared-key pre-distribution scheme, the security of which
is further enhanced in [8–10]. The group-based and grip-
based schemes leverage location knowledge to improve
the security and performance [11–13]. The pairwise
schemes with structure key pool adopt symmetric matri-
ces, bivariate polynomials, and matrix decomposition in
the key pre-distribution [2,14–19]. Recently, Oliveira
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et al. propose an efficient key pre-distribution scheme
based on network coding (NC) [20].

However, the previous approaches cannot be directly
applied to distributed sensor data storage, since sensor
data storage networks have the following unique charac-
teristics: (1) Vulnerable sensors may suffer from Byzantine
failures and various attacks (e.g., collusion attacks and
node-compromised attacks), thus the key pre-distribution
scheme should be robust; (2) The communication band-
width is more limited than other resources (e.g., memory)
in sensor data storage, requiring the key pre-distribution
scheme to be communication-efficient; and (3) The central
online infrastructure and location information may not be
available in sensor data storage [1,23]. In summary, the key
pre-distribution scheme should be scalable, robust, effi-
cient, and location-knowledge-free.

In this paper, we propose a robust and scalable key pre-
distribution scheme based on network coding and matrix
decomposition for distributed sensor data storage. As a
promising information dissemination approach, NC is suit-
able for the key information exchange due to the reduced
number of transmissions and the enhanced robustness.
Matrix decomposition can be utilized to exchange key
information without any central nodes and location
knowledge. Our scheme uses LU matrix decomposition to
decompose a shared key into two vectors R and C. The vec-
tor R is held privately by the sensor, while the other vector
C is protected and disseminated using NC. In summary, the
combination of network coding and matrix decomposition
enhances the scalability, improves the communication per-
formance, and increases the robustness for sensor data
storage networks.

Our main contributions are threefold: (1) Robustness:
We uses NC and matrix decomposition to enhance the
robustness of key pre-distribution scheme for sensor data
storage in hostile scenarios. The proposed scheme is
proved to be secure against node-compromised attacks
and resilient against collusion attacks; (2) Efficiency: It is
demonstrated by theoretical analysis that the perfor-
mance, such as the expected transmission number and lo-
cal connectivity, are significantly improved. Compared
with the traditional matrix decomposition scheme [14],
our scheme remarkably reduces the communication over-
head by 25% and guarantees the local connectivity as well;
and (3) Scalability: The proposed scheme achieves security-
enhanced and efficient key dissemination without the need
for online central nodes and location information, making
the scheme more scalable in distributed sensor data stor-
age. Finally, to the best of our knowledge, this is the first
research work to comprehensively consider the robust-
ness, efficiency, and scalability in the key pre-distribution
scheme for sensor data storage networks.

The remainder of the paper is organized as follows. Sec-
tion 2 surveys related work, and Section 3 introduces the
system model, threat model, and the preliminaries. In Sec-
tion 4, we present the proposed scheme based on NC and
matrix decomposition. We also present the features and
extensions in Section 5. Security analysis and performance
evaluations are given in Section 6 and Section 7, respec-
tively. Section 8 concludes the paper.
2. Related work

Key management plays an important role in establish-
ing secure communications in WSNs. In general, there are
three types of key management schemes: the trusted-
server schemes, the self-enforcing schemes, and the key
pre-distribution schemes. Due to the lack of central online
infrastructure, the trusted-server schemes cannot be di-
rectly applied to WSNs. The self-enforcing schemes depend
on asymmetric cryptography, such as Diffie-Hellman and
RSA [2], to negotiate pairwise keys. As a novel self-enforc-
ing scheme, the ID-based cryptography enables two nodes
to establish their shared keys by performing energy-
consuming pairing operations [3–5]. With the increasing
number of sensor nodes, the scalability of this scheme is
a main concern due to the computation-limited sensors.
Some recent work demonstrates that key pre-distribution
schemes offer practical solutions to the key management
problem in sensor networks [7]. The key pre-distribution
schemes can be further categorized into the following
types: (1) the shared-key schemes, (2) the location-aware
schemes, and (3) the pairwise schemes with structured
key pool.

Eschenauer et al. [7] first propose a probabilistic key
pre-distribution scheme, which uniformly pre-distributes
a large global set of keys so that each node has a key subset
in the memory and two neighbors can negotiate a probabi-
listic key by intersecting their key subsets. Chan et al. ex-
tend this classic scheme and present a q-composite
scheme to reduce the impact of compromised nodes [8].
The techniques, including key index notification, chal-
lenge-response, and pseudo-random key index transfor-
mation, have also been used to improve the security and
performance in the key discovery phase [9,10].

As the typical location-aware schemes, group-based
schemes and grip-based schemes leverage prior deploy-
ment knowledge to lower the impact of node-compro-
mised attacks, increase the local connectivity, and reduce
storage and computational overheads [11–13]. However,
due to the randomness of deployment, obtaining such
location information might not be feasible for sensor data
storage.

The pairwise key pre-distribution schemes with struc-
tured key pool are proposed to improve the resilience
against various attacks. Blom et al. propose a novel k-se-
cure key pre-distribution scheme based on a symmetric
matrix of size (k + 1) � (k + 1) over GF(q) [15]. Du et al.
enhance the security of Blom’s scheme by introducing
multiple key spaces in [2]. In [30], nodes are organized into
a n-dimensional hypercube, and Blundo’s polynomial [18]
is used in each dimension. The techniques of trivariate
and multivariate symmetric polynomials are also applied
to the key pre-distribution in WSNs [11,19]. Dai et al. use
matrix decomposition and polynomial-based approach to
guarantee that any two nodes can negotiate a pairwise
key in [14]. Qamtepe et al. present two classes of combina-
torial designs, i.e., symmetric balanced incomplete block
designs and generalized quadrangles, in the key pre-
distribution of WSNs [9]. Recently, network coding has also
been applied to the pairwise key pre-distribution scheme
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in WSNs environments [20]. In this novel scheme, a central
trusted node distributes the XORed keys, and each sensor
can establish pairwise keys by XORing the encoded keys
with its own key. However, the trusted online nodes may
suffer from a single point of failure. In addition, the
requirement of central online nodes makes this approach
inappropriate for distributed sensor data storage.

In various key pre-distribution schemes, most related to
our proposal are the works of [14] and [20]. Compared to
the scheme in [14], our scheme uses NC to reduce the ex-
pected transmission number by 25% in the key dissemina-
tion. Unlike the scheme in [20], our scheme utilizes matrix
decomposition to enable a shared key to be calculated
from two vectors, one of which is protected and dissemi-
nated using NC. The robustness of our scheme is thus en-
hanced by matrix decomposition and NC. Moreover, our
key pre-distribution scheme does not need any central on-
line nodes and location information, making our proposal
more scalable than [20]. In summary, the proposed scheme
is scalable, robust, efficient, and location-knowledge-free.
3. System model and preliminaries

3.1. System model

We consider the typical wireless data storage networks
consisting of a large number of sensors, which are de-
ployed in area of interest. From Fig. 1, some nodes sense
the environments, occasionally generate data, and then
distribute them to the neighbors called storage nodes
within one-hop distance through unreliable channels de-
picted in real lines. Moreover, communications between
remote sensors are through multi-hop transmissions
shown in dashed lines. Without loss of generality, we as-
sume that sensors are equipped with sufficient memory
to store the sensed data and some related key information.
However, sensors have limited power supply and con-
strained computational capability, and they do not have
GPS modules and tamper-proof hardware. Finally, nodes
are pre-installed with some key information by an offline
server before deployment, which is an indispensable pro-
cedure of key pre-distribution schemes. However, it is
Fig. 1. The system model of sensor data storage.
noteworthy that there are no trusted online nodes in
sensor data storage networks to help sensors negotiate
pairwise keys after deployment.

3.2. Threat model

Generally, the possible threats come from Byzantine fail-
ures and malicious attacks (e.g., node-compromised attacks
and collusion attacks) in sensor data storage networks. For
Byzantine failures, some nodes may malfunction randomly
during the whole lifetime, which should not interfere with
others’ key negotiations. For various attacks, the main goal
of malicious attackers is to destroy the key pre-distribution
scheme. They attempt to compromise as many storage
nodes as possible to obtain the confidential key information.
If a node is under the control of attackers, adversaries can
read its memory and monitor all the incoming and outgoing
communications. Attackers can also collaborate to launch
collusion attacks, making the key pre-distribution scheme
easy to be destroyed.

3.3. Design goal

The overall design goal is to enable any pair of nodes to
efficiently and robustly negotiate a pairwise key in sensor
data storage networks. Specifically, we want to achieve the
followings: (1) Robustness: Since sensor data storage net-
works are hostile, the key pre-distribution scheme should
be more resilient against node-compromised attacks and
collusions than previous schemes. In other words, captur-
ing several keys by malicious nodes may not lead to the
derivation of other keys or the disruption of entire net-
works; (2) Efficiency: The scheme should be communica-
tion-efficient, meaning that the expected transmission
number should not be high for sensor data storage. More-
over, the local connectivity must be guaranteed as well to
ensure that any two neighbors can always establish a
shared key; and (3) Scalability: The scheme should be de-
ployed in a distributed manner without any location infor-
mation and central online infrastructure.

3.4. Preliminaries

Network coding: Network coding first proposed by
Ahlswede et al. [28] provides an efficient communication
paradigm which allows intermediate nodes to mix the in-
put messages and make the output messages be the mix-
ture of the input ones, as shown in Fig. 2. This novel
technique can improve the communication efficiency
[24,27] and enhance the network security [25,26]. Among
various encoding algorithms, random linear network cod-
ing (RLNC) and XOR network coding are widely applied
in the recent years. In RLNC, the message y(e) 2 GF(q)
Fig. 2. Network coding.
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carried on the outgoing edge e of node v can be computed
as a linear combination of the message y(e0) on the incom-
ing edge e0, i.e., yðeÞ ¼

P
e0be0yðe0Þ. Similarly, the intermedi-

ate node v performs the XOR operations on the input
messages to generate the message
yðeÞ ¼ a1yðe01Þ � � � � � amyðe0mÞ; am 2 f0;1g for the outgoing
edge e in XOR network coding. When a node collects en-
ough encoded messages, it can easily recover the original
symbols.

Matrix decomposition: LU matrix decomposition is the
process of decomposing a symmetric matrix M of size k � k
into two matrices, i.e.,

M ¼ LU ¼

l11 0
l21 l22

..

. . .
.

lk1 . . . lkk

0BBBB@
1CCCCA

u11 u12 . . . u1k

u22 . . . u2k

. .
. ..

.

0 ukk

0BBBB@
1CCCCA;
ð1Þ

where L is a lower triangular matrix, and U is an upper tri-
angular matrix. The decomposition algorithms include the
Doolittle algorithm, the Crout algorithm, etc. Refer to [29]
for details.
4. The proposed scheme

The proposed key pre-distribution scheme consists of
two components: (1) link layer key (LLK) establishment:
the key establishment between neighbors within one-hop
distance; and (2) transport layer key (TLK) establishment:
the key establishment between nodes with multi-hop
distance.

4.1. Link layer key establishment

Based on RLNC and LU matrix decomposition, the LLK
establishment scheme is composed of two phases: the
key pre-distribution phase and the key agreement phase.
Each node is identified by a unique global ID ranging from
1 to N, where N is the number of nodes in the networks.

� Key pre-distribution phase
Step 1 (Generating matrices): We first randomly gen-

erates n symmetrical matrices Mi, i = 1, . . . ,n of
size k � k, which satisfy MT

i ¼ Mi. Note that the
element of Mi is randomly picked from a finite
field GF(q), where q is a prime number large
enough for a cryptographic key.

Step 2 (Decomposing matrices): The LU matrix decom-
position technique in [29] is applied to each sym-
metric Mi to have Mi = Li�Ui, where Li is a lower
triangular matrix and Ui is the corresponding
upper triangular matrix.

Step 3 (Pre-distributing keys): Let Ri(j) represent the
jth row of Li and Ci(j) represent the jth column
of Ui. For each node, we perform the following
operations: (1) s matrices are randomly chosen
from {M1, . . . ,Mn} to constitute the set S1; (2)
For each matrix Mi 2 S1, we choose a random
row Ri(k) from Li and its corresponding column
Ci(k) from Ui and store s four-tuples
hi, k, Ri(k), Ci(k)i at the sensor node for its future
key negotiation; (3) We also randomly choose
another r matrices from the remaining matrices
{M1, . . . ,Mn}nS1 to constitute the set S2; and (4)
For the matrix Uj of Mj 2 S2, we compute
bCjðkÞ ¼ ajk � CjðkÞ þ bjk � CðRÞ; k ¼ 1; . . . ; k ð2Þ

where ajk and bjk are two elements randomly
chosen from GF(q), and C(R) is a random vector
of size k. We store the encoded columns with
the coefficients, i.e., < j; ajk; bjk;bCjðkÞ >; k ¼ 1; . . . ; k, at the node for other nodes’
key negotiations.
Note that all the steps in the key pre-distribution phase
are performed offline before sensor deployment, thus the
computational overhead is not a concern in this phase.
Moreover, since C(R) is unknown to the storage nodes, sen-
sors can neither obtain matrix Uj nor the corresponding
matrix Mj, which efficiently enhances the robustness.
Finally, we can also pre-perform the above calculations
for additional nodes before deployment and add them to
the networks when required.

� Key agreement phase
When node A and its neighbor B want to negotiate a
shared key before delivering packets, they should per-
form the key agreement as follows:

Step 1: Node A broadcasts a key negotiation request
{NA, IndexU1, IndexC1, . . . , IndexUs, IndexCs, NB}A,
where NA and NB are the IDs of communication
nodes, IndexUi is the index of Ui decomposed from
Mi, IndexCi is the index of Ui’s column, and {}A

denotes the message sent by node A. Meanwhile,
node B broadcasts a similar request as well.

Step 2: Suppose that an intermediate node C, which is in
the neighborhood of A and B and contains col-
umns of the common matrix Ui, i.e., IndexUi 2
{IndexU1, . . . , IndexUs}A \ {IndexU1, . . . , IndexUs}B,
overhears these two requests. Let m denote node
A’s column index of the common matrix Ui and n
denote node B’s column index of Ui. The encoded
columns of m and n stored at node C are
respectively
bC iðmÞ ¼ aim � CiðmÞ þ bim � CðRÞ; ð3ÞbC iðnÞ ¼ ain � CiðnÞ þ bin � CðRÞ: ð4Þ

From Eq. (3) and (4), we can easily eliminate C(R)
and getbC i ¼ a � CiðmÞ þ b � CiðnÞ; ð5Þ

where bCi ¼ ðbin
bCiðmÞ � bim

bCiðnÞÞ=ðbinbimÞ; a ¼
aim=bim, and b = �ain/bin. Then, node C broadcasts
the three-tuple fa; b; bCigC to nodes A and B.
Step 3: After receiving the message fa; b; bC igC , node A
can derive Ci(n) by solving Eq. (5) with its own
Ci(m). Subsequently, node A computes the secret
pairwise key KAB as
KAB ¼ RiðmÞ � CiðnÞ: ð6Þ
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Similarly, node B can get KBA as well. Since all the matrices
are symmetric, we have KAB = KBA. So far, a secret pairwise
key is generated for nodes A and B.

4.2. Transport layer key establishment

Two remote nodes should negotiate a TLK before they
prepare to communicate. For the TLK establishment, our
primary idea is to combine RLNC with the traditional mul-
ti-path transmissions over edge-disjoint channels. Suppose
that two nodes S and D need to establish a TLK, and there
exist l edge-disjoint paths P1, . . . ,Pl constructed by the tech-
nique in [2]. Node S first chooses h (1 < h < l) random num-
ber K1, K2, . . . ,Kh and then computes

eK 1

..

.

eK l

0BB@
1CCA ¼

a11 . . . a1h

..

. . .
. ..

.

al1 � � � alh

0BB@
1CCA

K1

..

.

Kl

0BB@
1CCA ð7Þ

where aij (1 6 i 6 l, 1 6 j 6 h) is the coefficient randomly
picked from GF(q). Then, node S sends messages
fai1; . . . ; aih; eK ig ði ¼ 1; . . . ; lÞ to node D through these l
edge-disjoint channels. After obtaining enough messages,
node D can recover the original keys K1, . . . ,Kh by solving
Eq. (7) using Gaussian eliminations, which is demonstrated
to be feasible in sensor data storage [1]. Then, node D com-
putes the TLK as KSD = h(K1, . . . ,Kh), where h(�) is a public
hash function known to all the sensors. It is noteworthy
that the robustness of TLK establishment is guaranteed
by RLNC, since any single sensor along the path cannot
get the secret TLK.

When l edge-disjoint paths do not exist between a pair
of remote nodes in some special scenarios, we propose an-
other approach extended from our LLK scheme. Nodes S
and D separately broadcast their key establishment re-
quests. For intermediate nodes: (1) if they do not have
any matrix required by the messages, they just forward
the requests; (2) if they have the matrices indexed by
any requests, they store the requests for an interval which
is determined by the communication bandwidth and the
size of WSNs; (3) if they receive two related requests and
have the common matrix indexed by the requests, they
compute bCi as Eq. (5) and then deliver the message
fa; b; bCig to nodes S and D. After obtaining such response,
nodes S and D generate a secret pairwise key as Eq. (6).

We note that although TLK establishment schemes have
been proposed in a few previous work, we effectively en-
hance the robustness of TLK establishment by combining
RLNC with the traditional TLK scheme or extending the
proposed LLK scheme.
Fig. 3. Node authentication.
5. The features and extensions

5.1. Node authentication

An extension of our approach is the node authentication
protocol used to validate the authenticity of sensor nodes.
The procedure of node authentication is detailed as
follows:
Step 1: The verifier V broadcasts an authentication request
{IndexU1, IndexC1, . . . , IndexUs, IndexCs, NV}, where
IndexUi and IndexCi are respectively the indexes
of Ui and Ui’s column associated with S1.

Step 2: The neighbors, who have the matrices required by
the authentication request, respond to the verifier
V. They individually compute a linear combination
of the columns by eliminating C(R), i.e.,
bC ¼ a1Cx1ðdx1Þ þ � � � þ ajCxjðdxjÞ; ð8Þ

encrypt the corresponding matrix indexes with the
first element of bC , i.e., E ¼ EnbC 1

ðIndexUx1k � � � kIndexUxjÞ, and send {Nx, Index-
Ux1, . . . , IndexUxj, a1, . . . ,aj, E}x back to the verifier V.
Step 3: After receiving the acknowledgments, the verifier
V checks the authenticity by decrypting E and
comparing it with the matrix indexes.

In Fig. 3, we present an instance for a node to check the
legitimacy of its neighbors. The verifier V first sends an
authentication request to inform its neighbors that it con-
tains columns {C1(1), C3(4), C4(1)}. After obtaining the
authentication request, nodes A, B and C respectively re-
spond to node V. For node A containing encoded matrices
fbU3; bU4g, it computes bC ¼ C3ð4Þ þ C4ð1Þ, encrypts the cor-
responding matrix indexes with bC ’s first element bC1, i.e.,
E ¼ EnbC 1

ð3k4Þ, and sends {A,3,4,1,1,E}A back to node V.
Node V checks whether the equation of E is satisfied. If
the equation holds, then node A is proved to be authentic.
For nodes B and C, the response and verification procedures
are similar. It should be noted that an attacker can success-
fully pass the authentication procedure if it compromises a
sensor and gets all the data from the compromised node.

5.2. A simplified LLK establishment

Though our scheme can be easily implemented with
linear operations in sensors, the proposed LLK establish-
ment scheme can still be simplified for the scenarios with
computationally-weak nodes. In Step 3 of the key pre-dis-
tribution phase, we can protect Uj using Vernam cipher and
compute bCjðkÞ asbCjðkÞ ¼ CjðkÞ � CðRÞ; k ¼ 1; . . . ; k: ð9Þ
When an intermediate node overhears two related re-
quests, it performs only the XOR operations on two en-
coded columns and getbCi ¼ CiðmÞ � CiðnÞ: ð10Þ
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Similarly, the communication node can also derive other
nodes’ column by performing the XOR operations on bCi

with its own column. Then, a secure pairwise key can be
established according to Eq. (6). The detailed procedure is
illustrated in Fig. 4. It should be mentioned that XOR net-
work coding based on the operations over GF(2) can also
be extended to the TLK establishment and node authenti-
cation procedure to reduce the computation cost. The
reduction of computation cost is achieved by sacrificing
partial security, which is demonstrated to be acceptable
in some special scenarios [20].

6. Security analysis

In this section, we analyze the robustness of the pro-
posed scheme from three aspects: (1) the security impact
of compromising a node; (2) the reliability against compro-
mising a certain matrix; and (3) the resilience against col-
lusion attacks. We also compare our scheme with other
counterparts.

6.1. Security impact of compromising a node

Unlike the previous assumption that sensors are tam-
per-proof, our assumption is that sensors are prone to node
compromising and collusions, both of which may incur the
leakage of confidential key information. When a node is
captured, the attacker can obtain two types of secrets: vec-
tors of Li and Ui for its own key establishment and RLNC-
encoded matrix bUj for other nodes’ key negotiations. For
the former type of information, since each sensor stores
one vector of Li and the corresponding vector Ui for each
Mi 2 S1, attackers could easily derive Mi after compromis-
ing sufficient nodes, which is a universal problem of key
pre-distribution schemes. In the following subsection, we
will discuss the resilience of the proposed scheme in this
scenario. For the latter type of confidential information,
each node stores the entire RLNC-encoded matrix bUj, the
information-theoretical security of which is shown in the
following theorem:

Theorem 1. For the matrix Mj, the elements are randomly
selected from GF(q). Let H(�) denote the entropy function of
information theory, and then we have HðCjðkÞÞ ¼
HðCjðkÞjbCjð1Þ; . . . ; bCjðkÞÞ.

Theorem 1 shows that the probability of guessing a gi-
ven column is unaltered with some additional RLNC-
encoded information. In other words, it is difficult to
discover the matrix Uj given the RLNC-encoded matrixbUj. Thus, storing the RLNC-encoded matrices at sensor
nodes will not impair the security of the proposed scheme.
Even though attackers can get the matrix Uj, they are also
required to have the corresponding matrix Lj to compute
Mj, which is also a difficult task.

6.2. The reliability against compromising a certain matrix

Though it is impossible that compromising one node
will destroy our scheme, malicious nodes can still obtain
all the keys with small probability after compromising a
large number of sensors. In this subsection, we analyze
the reliability in terms of the average number of compro-
mised nodes required to obtain a certain matrix and have
the following theorem:

Theorem 2. The average number of nodes required to obtain
a given matrix is EðNthÞ ¼ kð2�pÞHk

nð1�pÞ2
, where Hk is the harmonic

number and p ¼ n�1
n .
Proof. To get the matrix Mi, E(Nth) sensors on average
should cover the entire vectors of Li and Ui decomposed
from Mi. In our scheme, each node randomly selects s
matrices and then stores one vector of Li and the corre-
sponding vector of Ui for each matrix. Thus, we can con-
sider the whole procedure as two independent steps, i.e.,
the random selection of matrices and vectors, so that we
have

EðNthÞ ¼ EðNvÞ � EðNmÞ; ð11Þ
where E(Nv) is the average number of nodes required to
cover all the vectors of Li and Ui for the matrix Mi if sensors
contain the vectors of Li and Ui, and E(Nm) denotes the aver-
age number of selected sensors, among which there must
be a sensor containing the information related to Mi.

The computation of E(Nv) is very similar to the classic
coupon collector problem which describes the ‘‘collect all
coupons and win’’ contest. The problem can be represented
as follows. For a matrix, there exist k different vectors, from
which vectors are collected with replacement. Each sensor
node randomly chooses a vector with probability 1

k. Then,
the average number of trials required to collect all the
vectors is

EðNvÞ ¼
k
k
þ k

k� 1
þ � � � þ k

1
¼ kHk; ð12Þ

where Hk is called the harmonic number.
The E(Nm) can be calculated as follows. From n different

matrices, each sensor randomly chooses a matrix with
probability of uniform distribution. Then, the average
number of trials required to collect a given matrix Mi is

EðNmÞ ¼
X1
k¼1

k
n� 1

n

� �k�1 1
n
: ð13Þ

It also can be represented as
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nEðNmÞ ¼ p0 þ 2p1 þ 3p2 þ � � � ; ð14Þ

where p ¼ n�1
n . Furthermore, we can get E(Nm) by subtract-

ing npE(Nm) from nE(Nm). Thus, E(Nm) can be denoted as

EðNmÞ ¼
2� p

nð1� pÞ2
: ð15Þ

Finally, according to Eq. (12) and (15), we have

EðNthÞ ¼
kð2� pÞHk

nð1� pÞ2
; ð16Þ

where Hk is the harmonic number and p ¼ n�1
n . h
0 500 1000 1500 2000x

Fig. 5. The resilience against collusion attacks.
6.3. The resilience against collusion attacks

When the number of compromised nodes exceeds the
threshold, i.e., Nx P E(Nth), some additional keys between
uncompromised sensors might be exposed, and the robust-
ness of the scheme diminishes. In this subsection, we ana-
lyze the resilience of the proposed scheme against
collusion attacks in terms of the additional key exposure
probability and have the following theorem:

Theorem 3. Let the number of compromised nodes be Nx,
Nx P E(Nth), then the probability of additional keys being
exposed among uncompromised nodes satisfies Pr ¼

Px
j¼k

Cj
xh

jð1� hÞx�jð1� njÞk, where h ¼ s
n and n ¼ k�1

k .
Proof. Let Sx be the event that x nodes are compromised,
Mi be the event that the matrix Mi is obtained by attackers,
and Ai be the event that the key is calculated from the
compromised matrix Mi. Then, the resilience against collu-
sion attacks, i.e., the probability of obtaining a shared key
between uncompromised nodes, can be expressed as

Pr ¼ PrðA1 [A2 [ � � � [AnjSxÞ: ð17Þ

According to the definition of independent events, Pr can
also be denoted as

Pr ¼
Xn

i¼1

PrðAijSxÞ ¼ n � 1
n

PrðMijSxÞ; ð18Þ

where PrðMijSxÞ is the probability that Mi is obtained by
attackers when x nodes are compromised. Since each node
randomly selects s matrices to constitute the set S1 and
stores one vector of Li and the corresponding vector of Ui

for each matrix in S1, a given matrix Mi is chosen with
probability h ¼ s

n, and j, j P k sensors containing the infor-
mation related to Mi can cover the entire vectors of Li

and Ui with probability (1 � nj)k, where n ¼ k�1
k . Thus, we

have

PrðMijSxÞ ¼
Xx

j¼k

Cj
xh

jð1� hÞx�jð1� njÞk: ð19Þ

From Eq. (18) and (19), we have

Pr ¼
Xx

j¼k

Cj
xh

jð1� hÞx�jð1� njÞk; ð20Þ

where h ¼ s
n and n ¼ k�1

k . h
Compared with our scheme, Eschenauer et al.’s scheme
[7] has the additional key exposure probability

Pr1 ¼ 1� 1� s
S

� �x
; ð21Þ

where s denotes the number of keys that each node selects
from a global key set of size S, and x is the number of com-
promised nodes. Du et al.’s scheme [2] and Dai et al.’s
scheme [14] have the same additional key exposure prob-
ability when x sensors have been compromised. This prob-
ability can be denoted as

Pr2 ¼
Xx

j¼kþ1

Cj
x

s
n

� �j
1� s

n

� �x�j
: ð22Þ

Hypercube-2D [30] adopts t-degree bivariate polynomials
to achieve the key agreement. In this scheme, the probabil-
ity of exposing a polynomial is given by

Pr3 ¼
XA

j¼tþ1

Cj
ACx�j

NA

Cx
N

; ð23Þ

where A is the number of nodes sharing a t-degree bivari-
ate polynomial, and N is the total number of nodes.

Fig. 5 shows the numerical results of different impres-
sive work with the following settings: s = 10, S = 100,
n = 100, k = 15, t = 10, A = 100, and N = 2000. It can be seen
that the schemes in [2,7,14] have high key exposure prob-
ability, and Hypercube-2D [30] improves the results. The
additional key exposure probability of our scheme be-
comes much lower than that of other schemes with the
increasing number of compromised nodes. The numerical
results demonstrate that the proposed scheme signifi-
cantly outperforms the others in terms of the resilience
against collusions.
7. Performance evaluation

In this section, we evaluate the performance in terms of
the local connectivity, communication overhead, memory
usage, node authentication probability, energy consump-
tion, and computation cost, all of which are significant
for the key pre-distribution in sensor data storage.
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7.1. Local connectivity

Local connectivity is defined as the probability that a
node can establish a LLK with its neighbors. Let the trans-
mission range of sensor be r and the average distance be-
tween two neighbors A and B be d, i.e., jABj = d. We
assume that all the sensors are uniformly distributed into
a region of area A, thus the density of sensor is denoted
as q ¼ N

A. According to the communication model in [2],
we can express the intersected area S as

S ¼ 2
pr2

2p
h� 1

2
� 1
2

d1

� �
; ð24Þ

where d1 ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2 � ð1=2Þ2

q
and h = 2arccos (d/2r). Then, the

number of nodes in the intersected region can be denoted
as NS = qS.

During LLK establishment, nodes A and B separately
send the key negotiation request containing s matrix in-
dexes and vector indexes. The probability that two neigh-
bors have the common matrix and the average number
of common matrix are respectively

PC ¼
Xs

i¼1

Ci
sCs�i

n�s
Cs

n

¼ 1� Cs
n�s

Cs
n

; ð25Þ

EðNcÞ ¼
Xs

i¼1

i
Ci

sCs�i
n�s

Cs
n

: ð26Þ

Since iCi
s ¼ sCi�1

s�1, Eq. (26) can also be denoted as

EðNcÞ ¼
s

Cs
n

Xs

i¼1

Ci�1
s�1Cs�i

n�s ¼
sCs�1

n�1

n
: ð27Þ

As previously mentioned, NS nodes exist in the intersected
region, and each node contains r matrices for others’ key
negotiations; thus, the probability of establishing a secret
key between nodes A and B can be denoted as

PK ¼
1� Cc

n�r
Cc

n

� �NS
if cþ r 6 n;

1 otherwise;

8<: ð28Þ

where c = bE(Nc)c. Note that Eq. (28) also indicates the rela-
tion between n and N.

If c + r > n is satisfied, two neighbors can always estab-
lish a shared key. According to Eq. (28) and (27), we can
have

s2 þ rn� n2 > 0; ð29Þ

which is the condition that any two neighbors can estab-
lish a shared key with probability one.

In Table 1, we present the local connectivity of our
scheme. It can be seen that the local connectivity is in-
Table 1
Local connectivity.

s 5 6

d = 18 0.927 0.927
Our Scheme d = 17 0.992 0.992

d = 16 0.999 0.999
Reference [2] n = 20 0.806 0.923

Note: numerical results derived from Eq. (28) with the following param
creased with the decrease of distance d, and it is also a
monotonic increasing function of s. Another impressive re-
sult is that the local connectivity almost approaches one
although Eq. (29) is not satisfied, indicating that Eq. (29)
is a sufficient but not necessary condition of PK = 1.

Compared with our scheme, Du et al.’s scheme [2] has
the local connectivity PK1 ¼ 1� Cs

nCs
n�s=ðC

s
nÞ

2, the numeri-
cal results of which are also presented in Table 1. The local
connectivity of Du et al.’s scheme is a little smaller than
that of our scheme with comparable parameters. The
improvement of our scheme is achieved by sacrificing the
memory usage, which is acceptable for sensor data storage.
Moreover, it should be noted that the local connectivity of
our scheme is mainly determined by two parameters: s
and r, while the local connectivity of Du et al.’s scheme
is decided by the parameter s. We can adapt our scheme
to various situations by adjusting two parameters s and
r, which enhances the scalability and feasibility of the pro-
posed scheme.

In addition, both of the local connectivity in [8] and [20]
are one due to the central mobile node and location knowl-
edge, respectively. Without the prior location information,
our scheme can also achieve the same performance.
7.2. Communication overhead

The contribution of RLNC in our scheme is that it can
effectively improve the communication efficiency which
is a primary concern for sensor data storage. In Fig. 6, we
present an example to demonstrate that our scheme out-
performs others in terms of the expected transmission
number. In Du et al.’s and Dai et al.’s schemes, two neigh-
bors are required to exchange their key information after
sending the requests, and this procedure needs four trans-
missions in total. In our scheme, we only need three trans-
missions via an intermediate node. Compared to Dai et al.’s
scheme [14], our scheme roughly reduces the communica-
tion overhead by 25%. We also present another instance to
further demonstrate the communication efficiency in
Fig. 7. In Du et al.’s and Dai et al.’s schemes, they both re-
quire eight transmissions for two pairs of neighbors to
negotiate communication keys. In our scheme, if both
nodes A and B have CM � CN and both nodes M and N con-
tain CA � CB, the intermediate node S requires sending mes-
sage CA � CB � CM � CN in one transmission instead of four
transmissions. Thus, the expected transmission number is
significantly reduced. Additionally, the more such cases
exist in our scheme, the less communication resources
are required. In conclusion, the proposed scheme is
communication-efficient.
7 8 9 10

0.996 1.000 1.000 1.000
1.000 1.000 1.000 1.000
1.000 1.000 1.000 1.000
0.978 0.996 1.000 1.000

eters: n = 20, r = 10, r = 4 and q = 1.



Fig. 6. Key information exchange: (a) Du et al.’s and Dai et al.’s schemes (b) our scheme.

Fig. 7. Efficient LLK agreement using XOR NC.
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In the following, we present the upper bound of com-
munication overhead in our scheme. Since the nodes’ ID
and index are denoted in binary, we can have size-
of(ID) = log2N, sizeof(IndexUi) = log2n, and sizeof(IndexCi) =
log2k. During the key establishment, two neighbors are re-
quired to broadcast their requests, and an intermediate
node responsible for their key negotiation responds to
the requests. The communication overheads in these two
steps are respectively 2(log2N + s(log2n + log2k)) and
(k + 2)j, where j is the size of Mi’s element picked from
GF(q). Since the former part is so small that it can be omit-
ted, the overall communication overhead is about (k + 2)j
for each shared key. In sensor data storage with N nodes,
each sensor has qpr2 neighbors, and the number of LLKs
is Nqpr2/2 in the entire networks. Thus, the upper bound
of communication overhead in our scheme can be approx-
imately denoted as (Nqpr2j (k + 2))/2.
7.3. Memory Usage

In our scheme, each sensor is required to store two
types of vectors, among which some are related to set S1

for its own key establishment and others are related to
set S2 for others’ key negotiations. For each matrix Mi 2 S1,
each sensor is required to store a row of Li and the corre-
sponding column of Ui; thus, the memory usage for its
own key establishment is 2ksj. In addition, a node is re-
quired to store k columns and 2k coefficients for each ma-
trix in S2. The memory usage for these data can be
expressed as (rk2 + 2kr)j. Thus, the overall memory usage
of each sensor is k(2sj + rkj + 2r), which can be further
optimized with the technique in [14].

We present an instance to demonstrate the feasibility of
our scheme in terms of memory usage. Let k = 15, which is
extremely large for most of applications, j = 1 byte, s = 7,
and r = 4. The overall memory usage is about 1K, which
is acceptable for sensors. In addition, the local connectivity
in the setting approximately approaches one according to
Table 1. Consequently, our scheme is feasible for sensor
data storage from the aspect of memory usage.

7.4. Node authentication probability

In this subsection, we present the performance of node
authentication and have the following theorem:

Theorem 4. In the node authentication, a node can be
verified by its neighbors with the probability

PNA ¼ 1� 1�
Xminfs;rg

i¼2

Ci
sCr�i

n�s
Cr

n

 !NS

:

Proof. The probability of a node being authenticated by a

given neighbor can be denoted as PAu ¼
Pm

i¼2
Ci
sCr�i

n�s
Cr

n
, where

m = min{s,r}, and the probability that a node cannot be
verified by any neighbors is PNA ¼ ð1� PAuÞNS ; thus, Theo-
rem 4 holds. h
7.5. Energy consumption

Energy consumption is the function of the expected
transmission number and data length in each transmis-
sion. As mentioned above, the communication overhead
for each key establishment is approximately (k + 2)j bits
in our scheme. Then, the average energy consumption is
about (k + 2)j(Entr + 2Enrec) + Encom, where Entr, Enrec, and
Encom are the average energy consumptions for transmis-
sion, reception, and computation, respectively. Since
Entr = 2Enrec and Entr� Encom according to [31], the average
consumption for each key is about 4(k + 2)jEnrec. Then, the
overall energy consumption can be approximately com-
puted as 2Nqpr2jEnrec (k + 2) for sensor data storage. In
the traditional matrix decomposition scheme [14], the
overall energy consumption is about (2(k + 2)j(Entr +
Enrec) + Encom)�(Nqp r2/2) � 3 Nqpr2(k + 2)jEnrec. Thus, we
have less energy consumptions than the traditional matrix
decomposition scheme.

7.6. Computation cost

Recall that all the calculations in the key pre-distribution
phase are performed by the offline server, and we mainly
analyze the computation cost of sensor node in the key
agreement phase. For each pairwise key, the sensor node
needs to calculate Eq. (5) and (6), which involves k additions,
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(k + 3) multiplications and 3 divisions. We can rely on look-
up tables, rather than additions, to perform the multiplica-
tion and division. Moreover, we have the simplified LLK
scheme for the scenarios with computationally-weak nodes.
Thus, our proposal is acceptable for distributed sensor data
storage in terms of computation cost.

8. Conclusions and future work

Key pre-distribution plays a key role in securing com-
munications among vulnerable nodes in distributed sensor
data storage, where the robustness, efficiency, and scalabil-
ity are critical features. In this paper, we have proposed a
novel key pre-distribution scheme based on network cod-
ing and LU matrix decomposition for distributed sensor
data storage. Compared with the previous counterparts,
our scheme is remarkably robust against node-compro-
mised attacks and much resilient against collusion attacks.
Moreover, the proposed scheme can improve the perfor-
mance such as the expected transmission number and lo-
cal connectivity. Finally, our scheme is much scalable for
distributed sensor data storage networks.

For our future work, we will extend the scheme to
group key distribution and multi-hop secret key distribu-
tion in hostile or volatile networks with limited transmis-
sion capabilities.
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