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Abstract In this paper, we introduce Systematic P2P
Aided Cache Enhancement or SPACE, a new collab-
oration scheme among clients in a computer cluster of
a high performance computing facility to share their
caches with each other. The collaboration is achieved
in a distributed manner, and is designed based on peer-
to-peer computing model. The objective is to provide
(1) a decentralized solution, and (2) a near optimal
performance with reasonably low overhead. Simulation
results are given to demonstrate the performance of
the proposed scheme. In addition, the results show that
SPACE evenly distributes work loads among partici-
pators, and entirely eliminates any requirement of a
central cache manager.

Keywords Cluster computing - Caching -
Collaborative computing - Filesystem

1 Introduction

In recent years, computer memory and mass storage

devices are becoming large and inexpensive. How-
ever, the data access time for storage devices has not
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been improved proportionally as compared with pro-
cessor and computer memory. Hence, throughput of a
data processing application is dominated by the per-
formance of the data provider, and in most of the
cases, those mass storage devices play this significant
role. Caching is commonly used to improve the per-
formance of mass storage devices by reducing access
latency [21, 28, 35]. In a network environment, a cache
eliminates frequent expensive storage device access and
increases the efficiency in terms of service time and
throughput [15]. However, to serve a pool of clients
efficiently, the cache needs to be large enough. A way
around is to distribute the cache among the clients. The
smaller client caches can now serve many data requests
locally, without involving the central file server. This
not only helps in alleviating the server load but also
reduces the network traffic.

Today’s high speed and wider bandwidth communi-
cation hardware enables transfer of high volume of data
among clients in a very short period. Due to this efflu-
ent technology, the possibility of coordination among
the client caches emerges. The coordination can serve
a requested block which is not available at the local
cache but is present in the cache of a remote client. The
collaboration mimics the integration of all the client
caches together into a large cache, and can offset the
drawback of the storage devices up to some extent.
However, coordination in a network environment is
abstruse, especially when response time is critical. Be-
sides, efficient search mechanism is required to locate
a cache block at a remote client. The simplest solution
is to have a central database of references mapping the
storage blocks to the client-side cache blocks.

In this research, we propose a distributed collabora-
tive caching scheme for clusters (or for closely coupled
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network workstations), namely SPACE (Systematic
P2P Aided Cache Enhancement). Here, the clients
create an environment which gives the perception of a
large pseudo global cache. To accomplish this goal, the
clients exchange information about their local caches
through gossip messages. The disseminated informa-
tion is used to unify the smaller client caches into the
pseudo global cache. If a request can not be served
from the local cache, it is looked up in the rest of the
pseudo global cache without involving the file server
or any central manager. When a locally unavailable
block is found in the pseudo global cache, the clients
cooperate in fetching the block. Moreover, through the
coordination, the performance of a busy cache can be
improved by properly utilizing a nearby idle cache.
Here, an idle cache not only helps the busy cache in
fetching blocks, but also preserves critical blocks to
reduce the cost of retrieval from the mass storage. In
addition, we propose that the clients introduce repli-
cas of frequently accessed blocks. Replication of such
blocks often reduces the bottleneck of the central
server, distributes the service load among clients, and
increases the chance of hits in the local as well as in the
pseudo global cache. However, when the system gets
busy, the clients coordinate in an elimination process to
remove one or more replicas, and make space for newly
introduced blocks.

Due to the collaboration, a client acts as a requester
for services from other clients and at the same time,
acts like a service point for other clients. As a result,
the load of the system is distributed among the partic-
ipators. In this scheme, the data server gets a service
request, only if the request can not be served by the
pseudo global cache, i.e., a miss happens in both the
local and the global cache. To achieve this coordination,
we introduce a peer-to-peer (P2P) client partnership to
model the collaborative cache. In this partnership, the
client-server relation becomes dubious, and coopera-
tion among peers (i.e., clients of the file server) emerges
to provide higher number of hits in the pseudo global
cache. With this approach, we obtain three additional
fundamental benefits: (1) low maintenance cost, (2)
easy integration with existing software platforms, and
(3) easy development platform. Note that, unlike the
research on distributed P2P storage systems, such as
CAN [32], in this research, we do not consider distribu-
tion of storage and concentrate on collaborated caching
system.

Beside introducing our scheme, we also compare the
proposed collaborated caching with an ideal Global
LRU policy and investigate the practicality of the ap-
proach. Our simulation results show that this proposed
scheme reasonably approximates the ideal Global LRU
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caching policy which has the instantaneous view of all
the caches in the system. The results also show that
the scheme performs better than existing centralized
solutions. Additionally, the results demonstrate that
the message communication and memory overhead for
the maintenance operations are fairly low.

The reminder of the paper is organized as follows.
In Section 2, the related works with some comparisons
with the proposed caching scheme are briefly discussed.
The system model is presented in Section 3. Each
component of SPACE is elaborated in Section 4. In
Section 5, we evaluate SPACE and explain simulation
results. Finally, in Section 6, we conclude the paper
with a discussion of possible improvements and future
works.

2 Related works

We first explicitly distinguish our work by presenting
research domains with keywords similar to those of
collaborative caching. Significant research works have
already been published on Web caching where the goal
is to gracefully handle denial of service due to the band-
width limitation between a server and a client. These
works mainly concentrate on object location deter-
mination [8, 41, 46] and efficient lookup procedure
[16, 34]. In [27], similar issue is addressed using P2P
networks. In contrary, our research explores coopera-
tion between caches along with object location deter-
mination and lookup mechanism. Research in caching
of objects to facilitate multimedia on demand has re-
ceived much attention [22]. P2P computing has also
been considered to achieve efficient and low-cost solu-
tions [12, 13]. To facilitate multimedia streaming, each
peer caches few segments around its play offset. Then,
peers collaborate to arrange themselves in a pipeline
such that cached contents of a peer are useful to the
next one. Our research is completely different where
peers do not have such a linear relation. In other
researches, distributed organization is used to enable
extraordinarily large file system [17, 23, 33, 38] that are
beyond the capacity of the most advance storage me-
dia. These researches include controlled placement of
files, efficient fetching and data consistency. Some of
these distributed file system projects exploits client
caches, but none of them are collaborative. However,
collaborative caching can increase the throughput sig-
nificantly, as shown in [25]. In [26], P2P networks are
used to locate the peer caching the smallest superset
of a database to answer a specific range query. In [39]
and [42], alternates to Distributed Hash Table (DHT)
are proposed to cache indices among a group of peers
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in a distributed manner. These techniques enable fast
and efficient query processing in structured P2P net-
works. Our target platform is a more tightly coupled
environment where a cache manages objects of same
size (of disk block) within a very limited cache space
without explicit control over placement. Moreover, the
demand of faster response time prohibits the caches to
employ an extra level of redirection through indexing
or to employ a rigorous and highly intelligent module,
as opposed to the Web and multimedia object caching.

The idea of distributing a huge server cache among
cooperative clients was first proposed in [15]. Here, the
server maintains a central database on precise informa-
tion about the cache blocks located at different clients.
A request to locate a block is forwarded to the server,
if a local miss occurs. The server, in turn, redirects the
request to the client caching the block. If such a client
does not exist, the server serves the block by reading
from the storage. A client can evict or replace a block
only after consulting the server. In this scheme, a single
copy of a block is allowed to relocate from a cache to
another at most N times, before removing it entirely
(hence, the name N-chance). In [36, 37], a hint based
cooperative caching is proposed, where each client
maintains references to special copies of all the blocks.
The algorithm works reasonably well when the com-
bined distributed cache is significantly smaller. In [14],
a cooperative caching scheme for clusters is proposed.
However, the scheme assumes that an instant view of
all the collaborative caches is available to all the cluster
members. As a result, the proposed procedures are not
applicable in practice without having a central man-
ager. In [25], a hierarchical cooperative caching scheme,
called Hierarchical GreedyDual, is proposed. In this
scheme, a coordinated placement and a replacement
algorithms are described. A network of client caches is
divided into clusters of caches. The representatives of
the clusters form a higher level clusters and so on, and
results in a hierarchical cluster tree. The representative
helps in coordinating the caches of the cluster members.
Object placement, look up and replacement take place
in hierarchical manner starting from the bottom of
the hierarchy. The proposed algorithms depends on
availability of object access frequencies. However, in
practice, this kind of information is rarely available.
As a solution, it was proposed to predict the future
access frequencies based on the past experiences. Main-
taining all the frequencies are impractical in different
situations, particularly when the number of objects are
extremely large (for example, block based file caching).
At the same time, the work load is high for a cluster
representative and is higher for the representatives as
the cluster hierarchy is climbed. Unlike the previous

works, SPACE is a completely distributed scheme.
It eliminates the need for a central database hosting
locations of cache blocks. Each peer disseminates its
local cache information using a gossip protocol. A peers
chooses a collaborator based on the local information
only.

3 System model

In this section, the system model for the proposed
scheme is described. Then two examples are presented
to illustrate the use of the scheme.

3.1 System model

The discussion on system model is divided into two
parts: (1) the hardware model, and (2) the software
model.

Hardware model Figure 1 shows the hardware part
of the system model. The model reflects the hardware
orientation of a typical computer cluster. Here, the
master and all the slave nodes are connected through a
high bandwidth, low latency network. Slave nodes may
be equipped with local storages, but they are used for
virtual memory and as storage of temporary files. Ap-
plication data are served from a high speed disk (such
as, RAID [30]), attached to the master node. Jobs are
posted in the system through either terminal or remote
log-in at the master node. It should be noted that in
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this model, one (parallel) application consists of one
or more processes running on different master / slave
nodes, and a job often consists of one or more such
applications. The Abscus system [44] at the University
of Waterloo is an excellent example of this model. It is
a recent addition to the High Performance Computing
(HPC) facilities to expedite computational chemistry.
The typical communication networks used in today’s
clusters are much (often, more than ten fold) faster than
the data access time of a storage device. This is the main
thrust behind the idea of collaborative caching—it is
considerably faster to retrieve data from the memory
at a remote machine than retrieving the data from (as
in this case, from remote) mass storage devices.

Software model We assume that a data server is exe-
cuting on the master node. This allows the data server
to access the data from the storage directly. The sole
purpose of the data server is to respond to data requests
from the clients by reading the data from the high speed
storage. A client is defined as a collection of application
processes running on a computer of the cluster. As a
result, the slave nodes as well as the master node can
act as clients.

In this model, a local cache is maintained by each of
the clients. To have a collaborative caching, the clients
at first form a peer-to-peer network. In this network, a
client acts as a peer of the other clients.! The peers form
a pseudo global cache by sharing information about
their respective caches.

3.2 Ilustrations

Consider an automated face recognition system, in-
stalled at an important facility. The system is shown
pictorially in Fig. 2. Here, the cameras supply contin-
uous or periodic images taken at different intersections
of the facility. The face recognition system identifies
persons of interest from the images. As the first step
of the process, the captured images are analyzed and
faces are detected (denoted as Face Detection in the
figure). From the detected faces, different features are
extracted (in the Feature Extraction phase). Then dif-
ferent face recognition algorithms can be applied to
compare the features of faces from the captured images
with those of the persons of interest. The information
about persons of interest along with their face attributes
are stored in the attached high speed storage device.

In the rest of the paper, we use the terms client and peer
interchangeably.
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Fig. 2 A face recognition system at an airport

Till today, there exists no perfect face recognition al-
gorithm. Hence, a consensus is made from the outputs
of all the algorithms running on the cluster, and is
presented via the monitoring device as a suggestion to
the human operator.

Another example is an On-Line Analytical Process-
ing (OLAP) application. This application provides real-
time answers to the queries made by the Decision
Support System (DSS) of an enterprize. To achieve this
goal, an OLAP application pre-computes different
multi-dimensional views of the enterprize data. Recent
research efforts demonstrate that parallel computation
of the views is the most effective solution [6, 11, 19].

During our previous researches on parallel computa-
tion for clusters [2-6], we have found that data retrieval
time is still the most critical factor for the applications
described above. The retrieval time determines how
fast the face recognition system can work or how fre-
quently the OLAP application can revise a view from
the dynamic raw data. A collaborative caching scheme
helps this kind of applications to become interactive
and to act in realtime.

4 Collaborative caching scheme

In this section, we reveal different components of the
proposed collaborative caching scheme, SPACE. To
facilitate operations of SPACE, each peers manages
several related data structures. Those data structures
encapsulate the states of the local and remote caches.
The states of remote caches are gathered from the
gossip messages broadcasted in the P2P network. Other
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maintenance operations are required to ensure consis-
tency of this data structures.

For the sake of discussion, this section is divided into
several subsections. At first, the organization of a cache
is described. Then, other essential operations of the
scheme such as cache lookup procedure, cache block
eviction procedure, cache block placement procedure
in the pseudo global cache, etc are presented. The
discussion about the management of peers in the P2P
network is out of the scope of this paper and hence is
omitted.

4.1 The cache organization

In SPACE, the pseudo global cache, formed by combin-
ing all the caches of the participating peers, is perceived
by the running applications only. In contrary, as a lower
level service provider, a peer distinguishes between the
local cache and the remote caches. A peer p maintains
a cache memory of size M, where the size of each cache
block is m. The number of cache block available at the
peer is denoted as n, = | M,/m]. The total disk size is
D where the size of each disk block is d. The number
of disk blocks available in the disk is n = | D/d]. Each
cache block can store ¢ consecutive disk blocks where ¢
is a positive integer, i.e., ¢ € Z* and ¢ x d = m.

A peer maintains a set, called Local Cache Informa-
tion (LCI), to refer to the local cache. The set LCI
includes an entry for each of the locally cached disk
blocks. An entry x of LCI (denoted as LC1(x)) consists
of the tuple < ay, clky, oby, RCB,, ptr, >. Here, a, is
the disk address that the first block LCI(x) is holding.
The clk, maintains the clock tick since the last reference
of the cache block. The ob, element is a simple flag
and indicates the originality of a cache block. When a
cache block is retrieved from the server, it is marked
as original and replicas of an original cache block
are designated as non-original. Information about re-
mote cache blocks, having the same content, are main-
tained in RC B, (detailed discussion follows). The last
tuple element ptr, holds the reference to the local
cache memory where the actual disk data is physically
cached.

Similar to LCI, another set, called Remote Cache
Information (RCI), is maintained to refer to the cache
blocks at the remote peers. An entry x of RCI (denoted
as RCI(x)) consists of the tuple < a,, clk,, RCB, >.
The a, and RCB, elements have same semantics of
similar elements in an LC/ entry. But, unlike clk, in
LCI(x), clk, in RCI(x) serves the purpose of a refer-
ence clock counter. The actual time since the last access
to a block at a remote peer is computed relative to this
counter.

RCB, (Remote Cache Block) holds a set of entries
for all peers caching the block with address a,. An entry
yin RCB, (denoted as RCB,(y)) consists of the tuple
< rclky, oby, pid, >. pid, is the identification of the
remote peer that caches the same block and 0b, indi-
cates the status of originality of that block. The element
rclk, is a relative clock tick that is used to compute
the reported last access of the remote block at the
peer pid,. The computation of the last access time of
a block at a remote peer is determined by the function
felk(relky, clky), where rclk, isin RCB,(y),and RC B,
isin either LCI(x) or RCI(x). Though fclk(rclk,, clk,)
can be implemented in different ways, a simple solution
would be as follow:

felk(relky, clky) = rclk, + clk, (1)

It should be noted that both LCI and RCI can not
have entries for the same disk blocks. Formally, if x
LCI, there must be no y € RCI such that a, and a, are
the same.

Beside maintaining cache references, a peer also
maintains some statistics about other peers (PS). An
entry z of PS (designated as PS(z)) contains: identifi-
cation of the remote peer (pid,), the maximum number
of cache blocks the peer can have (n;), the number
of original cache blocks maintained by the peer (no;),
the frequency of data read requests received by the
peer from the local processes (A;), and the local miss
rate ( f3).

A peer periodically broadcasts a digest about the
local cache with an interval of ¢. The digest contains
information about the local cache blocks along with
some other statistics. A peer uses information from
the digest to populate the PS structure. On receiving
a digest broadcast from peer p, a peer recomputes the
RCB sets. It also updates the associated peer statistics,
i.e., PS(z) where pid, = pid.

At each read request from the executing processes,
the corresponding peer decrements the clocks associ-
ated with all the LCI and RCI entries, i.e., all clk,
and clk, where x € LCI and y € RCI. If a local cache
hit takes place at x € LCI, clk, is exempted from this
decrement operation. In contrary, the clock is upgraded
with the maximum allowable value. Note that differ-
ent peers may face different rate of read requests. As
a result, the clocks at different peers count down at
different speed. To be consistent, each peer computes
the highest read request frequency among all the peers
from the locally available PS. To match with the peer
with the most frequent read requests, a peer inserts
dummy read requests between actual read requests.
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As no cache hit occurs during a dummy read, all the
clocks in the cache data structures are decremented by
one. The clock counters of RCBs are never required
to be decremented, as they are computed relative to
the corresponding LCI or RCI clocks using the fclk
function. While computing frequency of read request
at a peer, the dummy reads are excluded and only real
read operations are counted.

We denote a local cache block x € LCI to be alive,
when cl/k, counts within a system-wide allowable limit.
When the clock count goes below this limit, the block is
considered to be dead. However, a dead block is not re-
moved from the cache immediately. The detailed evic-
tion procedure will be discussed later, in Section 4.3.
For original blocks, the allowable time limit to be alive
(without any reference) is y times of the allowable
time limit of a non-original block, where y > 1. In our
scheme, all dead blocks are considered non-original
blocks, i.e., when an original block becomes dead, it
is also marked as non-original. This ensures that no

dead block gets the preference of an original block. If
necessary, those dead blocks are considered to be the
best candidate for evictions, and are never included in
the digest to broadcast.

4.2 Lookup procedure

The control flow of the lookup procedure is presented
in Algorithm 1. When a read request arrives to a peer
for the block with address da, at first, the peer searches
for that requested block in the local cache (line 1). If
the search is successful, the block is served immedi-
ately. Otherwise, the peer searches for other peers who
potentially have the requested block (line 4 — 17). A
FETCH_REQUEST message is sent to such a peer to
retrieve the block. Due to the fact that the content of
a cache may be changing at each read request, a fetch
request may not always be satisfied. Therefore, in re-
ply to a FETCH_REQUEST, a FETCH_RESPONSE
message indicates either a success along with the

Algorithm 1: Control flow of the lookup procedure

input : da is the address of a data block at storage
output: address of the data block in local memory
1 Search for an © € LCI, such that a, = da
2 if x = null then

//the block is not cached locally
3 found «— false
4 Search for an y € RCI, such that ay = da
5 if y # null then
//the block is possibly available at a remote cache
6 Z—0
7 for i — 1 ton do
8 Find peer z € RC By such that util(pid.) > util(pids) where a € RCBy — Z
9 Sent FETCH_REQUEST to pid, with a request to fetch the block
10 if FETCH_RESPONSE indicates a success then
//data is fetched from remote peer
11 data «— extract data block from FETCH_RESPONSE
12 found «— true
13 break
14 end
15 Z — ZU{z}
16 end
17 end
//data is not available in pseudo global cache -> get it from data server
18 if found = false then
19 Sent READ_REQUEST to data server with a request to fetch the block
20 data + extract data block from READ_RESPONSE
21 end
//search for an empty space to save the block locally
22 Search for an z € LCI, such that a, = null
23 if © = null then
24 | x +— Evict()
25 end
26 Store data at x
27 end

28 return pir,
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requested block or a failure. If these two steps fail, a
READ_REQUEST message is sent to the data server
to read the block from the storage device (line 18 — 21).
The server then reads the block and returns the data
within a READ_RESPONSE message.

While forwarding a block in FETCH_RESPONSE, a
peer always tags the forwarding copy with the tag of the
local copy and remarks the local copy as non-original.
So, if the local copy is an original block, forwarded
copy is tagged as original. This policy of forwarding
an original block has two positive effects. Firstly, the
original block gets a refreshed clock at the requesting
peer, and as a result, the chance that it will be in the
pseudo global cache for longer time becomes higher.
Secondly, an idle peer gets rid of the original blocks
at a faster pace which helps in having more free cache
blocks in the pseudo global cache (see Sections 4.3
and 4.4 for further discussion).

util(pid;)
= (Clkmax - Clkmin)

) In( felk(relk,, clky) —clkpi,+1)
1—- 1 2
X( i ( I0(clKmax — lhimin+ 1) @

To find the most favorable remote collaborator (at
line 8), utility of all other peers reported to store da
block is computed. The peer with the maximum utility
is considered to be the most favorable peer. For a
specific block, the utility of a peer is considered as
an increasing function of the (reported) clock count.
In other words, it is a non-increasing function of the
time elapsed since the block was referred last. As the
clock count decrements, the chance that the associated
block will be evicted (or will be dead) increases. So,
the probability of existence of a block with lower clock
count is less than a block with a fresher clock. Finally,
the utility of a peer pid., for a z € RCB,, is computed
according to Eq. 2. When a block is fetched from a
remote peer or from the server, the block is cached
locally along with a refreshed clock count of clkyy.
When the count decrements to clk,,;, an alive block be-
comes dead. Hence, (clk;0x — clkpy) is the maximum
clock ticks a fresh block would remain alive without any
reference. As (clkpax — clkpin) is larger for an original
block (indicated through ob, flag), a peer hosting an
original block gets comparatively higher preference.
Moreover, the utility function is such that it makes a
peer less appealing at a faster pace as the associated
clock count decrements linearly.

If the cache is full, one existing block is evicted to
make space for the new block (line 24). This procedure
will be discussed further in the next subsection.

4.3 Eviction procedure

The eviction procedure (the Evict operation) is illus-
trated in Algorithm 2. When eviction of a block is nec-
essary, SPACE evicts a dead block without any further
treat (line 1). Other than that, the oldest non-original
and then original block are evicted (line 3 — 5). Note
that, in practice the searches of line 1, 3 and 5 can be
performed in a single round. SPACE gives preference
towards preserving original blocks by evicting non-
original blocks. In this way, the P2P cache benefits in
two ways: (1) shortage of cache blocks is handled by
removing the duplicates, and (2) every effort is made to
keep at least one copy of a block, i.e., the original block.
The last option to make space for a new block is to evict
the oldest original block. However, before evicting such
a block, the peer marks the block as sticky and keeps it
for some more time to make further efforts to preserve
it. A series of ¢ attempts are made to mark a copy of a
sticky block at a remote peer as original (line 8 — 19). If
all the attempts fail, a final attempt is made to place the
sticky block in one of the idle caches (line 20 — 22, see
next subsection for details). Finally, the sticky block is
permanently removed from the local cache.

Like a dead block, a sticky block is not included in
the periodic digest broadcast but is used in serving read
requests. The reason behind is that a sticky block will
soon be phased out and the chance that a remote peer
will be served by this block is very narrow.

4.4 Placement in the remote cache

To move and place a sticky block at one of the remote
caches, a peer has to make careful decision, as sending
a whole block is more expensive than sending simple
request messages such as MAKE ORG_REQUEST.
The relocation operation is presented in Algorithm 3.
At first estimated number of free blocks at each peer
is computed according to Eq. 3 (line 1 — 3) and then a
placement request is sent to peer z with a probability,
proportional to the number of the estimated free blocks
(line 4 — 7).

max(0,n; — f; x A x t;) 3)

where n; is the reported number of free blocks. Pa-
rameters f;, A, and ¢, are the miss rate, average read
request arrival rate and the time epoch since pid, re-
ported its last status, respectively. All these parameters
are available through peer status records, i.e., PS(z).
After computing the potential collaborator, the peer
sends over an asynchronous STORE_REQUEST mes-
sage (line 7) and drops the sticky block immediately.
On receiving the STORE _REQUEST message, the
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Algorithm 2: The Fvict operation

output: address of a cache block is free
//search for a dead block
1 Search for an z € LCI, such that clk; < clkmin
2 if x = null then

//no dead block is found -> evict the oldest non-original block

3 Search for an © € LCI, such that clkz < clky A oby # original; where y € LCI ANz # y
4 if © = null then
//mno non-original block is found -> evict the oldest original block
5 Search for an « € LCI, such that clk, < clky; where y € LCIANx #y
6 Mark x as sticky
//try to mark another block in the pseudo global cache as original

7 marking «— false

8 7 — 0

9 for i — 1 to ¢ do
10 Find peer z € RC B, such that util(pid.) > util(pida) where a € RCBy — Z
11 Sent MARK_ORG_REQUEST to pid, with a request to mark the d, block original
12 if MARK_ORG_RESPONSE indicates a success then

//the marking attempt is a success
13 marking «— true
14 break
15 end
16 7 — Z U{z}
17 end
18 if marking = false then
//all the marking attempts failed -> try to relocate the data

19 Relocate(x)
20 end
21 Remove z from the cache
22 Move the record for x from LCT to RCT
23 end
24 end

25 return z

remote peer stores the accompanying block, if and only
if it hosts an unused or a dead block in its local cache.

4.5 Duplicate originals

It is possible for more than one peers to have original
copies of the same block. Duplicate original blocks are
not desirable, as they make it difficult to get free cache
blocks in a busy system. Having multiple original copies
of the same block does not mandate any change to
the procedure of fetching a block from a remote peer.
However, phasing out a sticky block assumes existence

Algorithm 3: The Relocate operation

input: z is the reference to local cache
foreach peer z do

| n/, «+ Expected number of free blocks at z
end

AW N

foreach peer z do
’
free n
‘ pz — b zn/
a"q

91

end

=

ree

7 Send z to a peer z with the probability p;
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of no duplicate original blocks. This observation leads
us to an elegant distributed solution to the problem.

When a peer fetches an original block from the
server, it includes that information in the next digest
broadcast. After receiving such a digest, other peers
are not going to get another original copy of the same
block, because if needed, other peers can get copies
from the peer stocking the original one. Besides, re-
trieving an original block from the server is more ex-
pensive than getting a copy from the peers.

In our duplicate resolving process, if a digest from
a preceding peer? asserts about a duplicate original
block, a peer simply marks its own original copy as non-
original. On the other hand, if the digest is received
from a non-preceding peer, the recipient updates the
clock tick of the of the local copy with the maximum
of that’s of the duplicates. We propose the following
theorem.

2Precedence is measured according to an identification which
may be the peer ID, IP address, etc.
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Theorem 1 With the proposed duplicate resolving
process all original duplicates are resolved within two
gossip cycles after the first copy is fetched.

Proof We demonstrate the proof with two peers—A
and B; the proof with more than two peers is a simple
extension. Let A < B, as A has an identification which
precedes (possibly, lexicographically or numerically)
the identification of B. Let both the peers cache original
copy of the same block. Such a scenario happens if and
only if both A and B report in their digest about not
caching a specific block and then both retrieve the block
from the data server before their next digest broadcast.
Now, one of the following situations can arise before
resolving duplicates.?

Casel g(B)+— f(B)+— g(A)+— f(A)— g(B)—
(A)
Case 2 z(B) = g(A) — f(A)— f(B)+— g(B) —~
g(A)
Case3 g(B) > g(A) — f(B)+— f(A)+— g(B)
g(A)
Case4 g(A)+— f(A)— g(B)— f(B)— g(A)

Case 5
Case 6

§(A) — g(B) = f(A) — f(B) > g(A)
8(A) > g(B) = f(B) — f(A) > g(A)

In case 1, duplicate original blocks are introduced,
if f(B) and f(A) of 2nd and 4th event fetch the same
data block. However, duplicates are resolved as both B
and A report their digest, i.e., 2nd instance of g(B) and
g(A) occur. As observed, the resolve process is limited
by g(B) — g(B) — g(B) events, i.e., two gossip cycles.
Similarly, other cases can be explained.

Hence, in all cases duplicates are resolved within two
gossip cycles. O

Corollary 1 After one gossip cycle of fetching an orig-
inal block, no other original copy of the same block is
fetched and after two gossip cycles only one copy of
an original may exist in the entire pseudo global cache
system.

4.6 Bloom filter-based software solution

A direct translation of the idea presented in the pre-
vious subsections to an implementation yield to be
efficient for a small scale cluster (refer to Section 5).
However, a solution based on Bloom filter [16] provides
scalable solution. A digest broadcast includes a Bloom
filters computed using ComputeBloom of Algorithm 4

3 g(P) and f(P) are used for gossip and fetch events at peer P,
and a — b means a happens before b.

Algorithm 4: The ComputeBloom operation

input : D is a set of block identifier or address
output: A Bloom filter representation of D

//have an empty Bloom filter
1 Let, B =bg,b1,...br, where b; =0,V:
2 foreach da € D do
//add da to B using hash hj, 1 <j <k
3 for j «— 1 to k do
//set the proper bit in the filter:
//use bitwise OR
th (da) — 1
end
end
return B

N0 Gk

with argument ({Jy,.;;{0bxllac}). Here, the logical
identification of a block is constructed by concatenat-
ing the originality information* and the address. Let,
designate a filter from peer p as Bloom,,.

To check the availability of a block the SearchBloom
operation of Algorithm 5 is used. At first, the item
is looked up as a non-original item (line 1,2) and
later as original (line 3, 4). If both the lookup fail, the
item is considered to be not available. It should be
noted that Bloom filter suffers from false hit, where the
filter gives positive conclusions about elements those
are not added to the filter. Moreover, as the cache
content changes in between two gossip broadcasts, the
proposed scheme also suffers from false hit, where the
filter gives positive conclusions about elements those
are evicted from the cache.

Algorithm 5: The SearchBloom operation
input : da is a block identifier or address and B is a
Bloom filter
output: {avail, orig} to indicate availability and
originality
//compute Bloom filter for non-original item
1 Ba < ComputeBloom({false||da})
//is da available in the filter as non-original? use bitwise
AND
2 if B, AND B = B, then return ({true, false}) //now
try for original item
3 B, « ComputeBloom({true||da})
if B, AND B = B, then return ({true, true})
5 return ({false, NULL})

'

Proposition 1 Let, for a fully occupied cache, F;\'¢ and
Ffre., be the best and worst case number of blocks, not
added to the filter, resulting in false positive availability,

respectively. F, "¢ and F, ., be the best and worst case

4The true/false status may be represented with a single bit.
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number of blocks, added the filter, resulting in false
positive availability (due to eviction), respectively. With
Arem = Min(A - tg, np) and p = n’—p, where t, is a gossip
period, in SPACE, following equalities hold for peer p.>

Flag=(n=np)- (1 -y

Nyem Rrem
F+ve — +(1- . F+ve
worst best
n—np n—np
—ve __
Fbest =0

Flre, =min((n—np) - (1—(1-

worst eik/ﬂ)l() ’ nrem)

With Bloom filter-based solution, it is not possible
to evaluate the utility of a peer for an specific block
as shown in Eq. 2. Where required (such as line 8 of
Algorithm 1), a peer is chosen randomly, instead of
raking them based on their utility. In this solution, the
RCB data structures are useless and hence omitted.
The RCI structure is modified to include only the filters
from all peers, i.e., Bloom,; Vp.

5 Simulation results

To evaluate the performance of SPACE we conducted
extensive simulations.

5.1 Simulation environment

We develop an event driven simulation tool in C++ to
investigate the performance of the collaborative cache.
The presented results are collected from the logs gen-
erated by a batch of simulation runs, taking months
of computation time of several computers. Each pre-
sented result is the average of ten simulation runs.

The chosen simulated hardware platform is due to
the Abacus system [44]. We simulate a 32 node cluster
as the underlying hardware. The physical communica-
tion medium for the cluster nodes is a Gigabit network,
where the nodes are connected to each other through
a Gigabit switch. The master node is connected with
a RAID storage device, and the device can provide
infinite parallel disk access, i.e., each request to read
from the storage can be initiated immediately. This
device should be the ideal RAID. In the simulations,
the server component does not maintain any cache.
There are two reasons for this choice. Firstly, a peer,
executing at the server node, reduces the need of an
extra level of cache. Secondly, as compared to the size

SRefer to [16] for details about the math behind Bloom filters.

@ Springer

of the global pseudo cache, the server cache would be
considerably small. As a result, even if the server had a
cache, most of the blocks would be evicted while they
are still available in the pseudo global cache.

Five different synthetic traces (designated as trace
1 ~5) of disk read requests are generated. Each trace
consists of 100 million of disk read requests. Like real
life, we assumed that the cache schemes do not have
any prior knowledge about the trace behavior. First
two synthetic traces are generated using PORS algo-
rithm [43], which relates time with the disk block access
pattern, using four parameters: p, g, r and s. The para-
meters are chosen such that the first trace shows more
burstiness than the second one, but the second trace
shows a behavior with more spatio-temporal locality.
The traces may mimic the behavior of a pipeline [31]
and a mesh [18] computation, respectively.

The remaining three traces are generated using Zipf-
like distribution [9]. The probability to access the i-th
object, Py(i), is defined as,

Q
Py(i) = - 4)

where i =1,2,... N and N is number of objects in the
system. £2 is defined as,

()

i=1

The three traces are generated with « = 0.3, 0.4 and
0.3, respectively. We assume that all objects are of the
same size and fit entirely in a disk block. In situations
where an object is larger than a block size, the object
can be divided into smaller fragments, so that each frag-
ment fits in a disk block. Zipf-like distribution does not
capture spatial locality. Due to lack of proper model,
we place object i subsequently after object (i — 1) with
probability pz;, given that the subsequent disk block
is empty. Otherwise, the object is placed randomly.
For the traces 3 and 4, pz; = 0.3, and for the trace 5,
pzi = 0.6 are used. Read requests are considered to
be exponentially distributed. Some other parameters of
our simulations are listed in Table 1.

The probability that a request for a block, not in
a filter, results in a false positive is (1 — e “/#)<. By
carefully choosing a value for g and optimal «, the false
positive probability can be diminished. For example,
for our simulated system, the probability is 0.00047.
Moreover, due to the spatio-temporal locality of data
access, most of requests are served directly from the
pseudo global cache (and more about that discussion
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Table 1 Simulation parameters

Parameter name Value

o0, 1,2,16, 10
32, 64,96, 128 MB
16,32, 48,64 kB

1,8, v, B,
Cache size per peer (M)
Cache block size (m)

Storage Size (D) 2TB

Storage block size (d) 4kB

Avg. storage access time 5 ms

Avg. local cache search time 0.05 ms

Warm-up period 64000 read requests
Digest broadcast interval (t;) 1 min

follows), i.e., most of the requests are for the objects
those are already in the cache as well as added to
the filter. From our simulations, we observe that the
original and Bloom filter-based schemes produce al-
most identical results. So, we present the results from
the Bloom filter-based scheme only, unless mentioned
explicitly.

Service Time (ms)

0 1 1
32 64 96 128
Cache Size (MB)

(a) Trace 1

Service Time (ms)

0 1 1
32 64 96 128
Cache Size (MB)
(c) Trace 3

Fig. 3 Service time for different traces (a-d)

5.2 Simulation results

We compare our proposed scheme, SPACE, with sev-
eral other algorithms. The first algorithm is an ideal
one, we call it the Global LRU algorithm (designated as
GLRU). The algorithm has instant global state infor-
mation. Though GLRU is not realizable in practice, it
gives the upper bound on the performance of any LRU
based algorithm. We also compare SPACE with N-
chance (designated as NC) and Hierarchical GreedyD-
ual (designated as HG D) schemes. To have a realistic
and practical HGD, we assume that no prior access
frequencies are available and during runtime, frequen-
cies of only those blocks that are available in the cache
are computed. We also assume one level of cluster
hierarchy consisting of only one cluster of caches. In
this setup, the head of the cluster of caches provides
a centralized solution for different cache operations. In
our simulations, we do not compare SPACE with any
of the local cache replacement algorithms. Interested

Service Time (ms)

0 1 1
32 64 96 128
Cache Size (MB)

(b) Trace 2

Service Time (ms)

0 1 1
32 64 96 128
Cache Size (MB)
(d) Trace 4
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readers can find comparisons of such algorithms with
HGD in [25].

The comparative results of service time for the traces
1 ~ 4 are presented in Fig. 3. The figure presents the
average time to serve a request for different cache sizes,
keeping a single block size fixed to 32 kBs. As expected,
in all traces, the GLRU performs the best of all. On
the other hand, NC performs the worst of all. These
results reflect the findings in a previous research [25].
For traces 1 and 2 (Fig. 3a and b), when the cache size is
smaller, performances of HGD are similar to SPACE,
but as the cache size grows, SPACE outperforms HGD.
Those two traces are burstier than the others. During
the busy time (i.e., request burst), the state of the caches
changes significantly in a very short time. Therefore, the
state information about a remote peer, available from
the last broadcast, may become inconsistent with the
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Fig. 5 Server load for trace 2 and 4 (a, b)
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current state. This inconsistency hurts the performance
of SPACE. As the cache size increases, it becomes eas-
ier to accommodate newer blocks with more replicas.
Then, the performance of SPACE becomes dominant
among the candidates (except GLRU). This domina-
tion is due to the fact that SPACE eliminates the need
for the communication with the central manager at each
collaborative cache operation.

Traces 3 and 4 have similar spatial locality, but trace
4 shows higher temporal locality. As we look through
the service times for traces 3 and 4, the performance
of SPACE follows the performance of GLRU more
closely, and outperforms both HGD and NC. With the
increment of cache size, it becomes increasingly unnec-
essary to forward requests to the server. This issue can
be easily perceived from Figs. 4 and 5. Figure 4 shows
the percentage of read requests served at the remote
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Fig. 6 Memory overhead (a—c)

peers as well as at the server (and the rest are served
from the local cache)® for traces 1 and 3. For a clearer
visualization, Fig 5 shows only the server load for the
traces 2 and 4.

The average time to serve a request is dominated by
the service time at the data server. It is evident from
the figures that as the cache size increases, the number
of service requests to the server decreases in a non-
leaner fashion and hence, service time performance
increment lags behind (i.e., the curve of Fig. 5 becomes
less steeper). The phenomenon starts earlier given that
the requests show increased locality. The users of the
cache scheme need to find a trade-off between the
performance and allocated space. However it should

%Note that total percentage of requests served at the remote
peers and at the server denotes the local cache miss ratio. The
percentage of read requests served at the server denotes the
pseudo global cache miss ratio.

be noted that if the collaboration of caches were not
present, most of the requests served by the peers would
demand services from the server. That would drastically
increase the average time to serve a single request.
The overhead of the proposed scheme is evaluated
next. At first, we look into the additional space or
memory requirements due to the additional data struc-
tures. In the original scheme additional data structures
are RCI and RCB sets. Figure 6 illustrates different
aspects of memory overhead. The average number of

Table 2 Size of data structures

Field name Size
Storage block address (SBA) 8 bytes
Peer identification (PID) 4 bytes
Clock counter (CLK) 15 bits
Flag for original block (OB) 1 bit
Pointer 4 bytes
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Fig. 7 Communication overhead of SPACE (a, b)

RCI and RCB entries maintained by each peer is
shown in Fig. 6a and b, respectively. As the cache size
increases, the number of replicas of a block in the the
pseudo global cache also increases. As a result, the
uphill curve of RCB (reference to all remote replicas)
becomes more steeper. On the other hand, the curves
for RCI flatten with the increased cache size.

To evaluate the real impact of the extra memory
requirements, we consider a practical implementation
of both of the data structures. Different fields from
the data structures are presented in Table 2. A RCI
entity is assumed to consist of one SBA, one CLK, one
OB and three pointers (two to maintain the RCI set
in a double-way linked list and the third one to point
to the associated RCB set). A RCB entity consists
of one PID, one CLK, one OB and two pointers (to
maintain the RCB set in a double-way linked list).
The total memory overhead is presented in Fig. 6¢
after normalizing with the cache size. In all the ob-
servations, the memory overhead is less than 3%. The
memory overhead for the Bloom filter-based scheme
is due to the filters. For a given cache size, the filter
size is independent of the characteristics of the traces.
Figure 6¢ also shows the overhead of the Bloom filter-
based scheme under the legend Bloom. The overhead
of this scheme is sufficiently smaller (less than 1.6%).

The second overhead of SPACE is the communica-
tion overhead and is illustrated in Fig. 7. During the
simulation, we assume 100 bytes of protocol overhead
for each message. In Fig. 7a, the average overhead
from all the digest broadcasts for one minute period is
presented. In fact, this overhead is directly proportional
to the average number of RC Bs maintained by each
peer. The cost due to the placement of blocks at remote
peers is shown in Fig. 7b. As the cache size increases,
it becomes easier to accommodate new blocks and the

@ Springer
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number of remote placement operations declines. Even
if the communication medium is considered as a bare
broadcast channel, in the worst case, the total commu-
nication overhead in the entire system is insignificant
(less than 1% and 0.1% for original and Bloom filter-
based scheme, respectively) compared with the total
bandwidth capacity of the network. In reality, the ca-
pacity of the network with a modern intelligent switch
is far higher than the broadcast channel, and hence, the
communication overhead can be ignored. It should be
noted that the gossip period (f,) determines two con-
flicting performance parameters—the communication
overhead and the worst case false positive availabilities.
However, a system designer may compute these para-
meters analytically (refer to Proposition 1) and decide
an optimum value for the application in hand.

In our simulation, we compute the number of fetch
services provided by each peer. To make a conclusion,
we normalize each data set with the average where
the average is considered to be 100. The standard
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Fig. 8 Standard deviation of service time
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Fig. 9 Impact of depth on service time

deviations of the average number of fetch requests
served by each peer are presented in Fig. 8. We observe
that the loads of the peers are reasonably equal.

Finally, we present the impact of depth (designated
as c in Section 4.1) of each cache block. We found that
the performance of SPACE is similar to the perfor-
mance of a sequential program on a single cache with
different depths [20]. The results from the simulation is
presented in Fig. 9 where the cache size is fixed to 64
megabytes. In general, a higher depth is preferable if
the requests show more spatial locality.

6 Further discussion and conclusion

In this paper, we have considered a simple LRU scheme
for local block eviction. However, the LRU-based im-
provements proposed in [24, 45] could easily be incor-
porated into our scheme. In addition, peer statistics
are considered in our research to be distributed with
the digest only. In practice, the statistics can always
be piggy-backed with other kinds of messages to dis-
seminate the most current status. Though clock based
LRU cache for storage systems is an excellent design
choice [40], the clock management can be improved us-
ing techniques discussed in [7]. Besides, at each access,
update of all the clocks can be efficiently implemented
using relative clocks, as described in [10]. Bloom filter
used in this paper can be replaced with Optimal Bloom
filter [29], which reduces memory and communication
overhead due to digest by 30.6%. Finally, we have
focused on read operations only, but a wide variety of
parallel applications require write access to the data.
Many of them may not require data consistency. The
face recognition application, described in Section 3.2,

requires only read access to the data. In contrast, the
described parallel OLAP application mandates write
access to store the computed views. Depending on the
algorithm, it may not produce multiple copies of the
same data, and no consistency issue arises. If an ap-
plication requires write access where data consistency
has to be ensured, an existing consistency mechanism
can be employed. A comprehensive study of different
consistency mechanisms can be found in [1].

In conclusion, we have proposed a collaborative
caching scheme for clusters. Our scheme is based on
peer-to-peer computing model. The peers form and
maintain a collaborative cache in a distributed way,
without a central manager. By combining individual
caches of the peers, a large pseudo global cache can
be obtained. We have demonstrated that the scheme
is very efficient and can approximate the Global LRU
scheme, yet with reasonably low communication and
memory overhead. Our ongoing research includes an
integrated cache consistency mechanism, and its suit-
able use in large LAN and WAN environments.
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