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a b s t r a c t

In this paper, we study the utility-lifetime tradeoff in wireless sensor networks (WSNs) by
optimal flow control. We consider the flow control in a more practical way by taking into
account link congestion and energy efficiency in our network model, and formulate it as a
constrained multi-objective optimization problem. Because of the variable coupling in the
objective function, auxiliary variables are introduced to decouple it. We introduce the con-
cept of inconsistent coordination price to balance the energy consumption of the sensor
nodes. Based on the congestion price and inconsistent coordination prices, a distributed
algorithm using gradient projection is proposed to solve the optimization problem. The
convergence of the algorithm is also proved. Numerical results show the convergence of
our algorithm, the tradeoff of utility and lifetime, as well as the necessity of considering
link congestion in WSNs.

Crown Copyright � 2009 Published by Elsevier B.V. All rights reserved.

1. Introduction

Flow control is to deal with designing distributed algo-
rithms to regulate traffic rate from the users in order to
maximize the total network utility. A general utility func-
tion is defined to characterize the network performance
under the Network Utility Maximization (NUM) frame-
work [2]. The objectives of the flow control is to avoid
the congestion of links, and to guarantee fairness among
users, since only maximizing the total utility of a network
may result in unfairness, starving some users all the time.
In this paper, we confine our interest to Wireless Sensor
Networks (WSNs), which are usually composed of many

battery-driven sensors. A WSN can only operate in a finite
time interval, making energy management one of the fun-
damental challenges. When addressing the flow control
problem in WSNs, it is necessary to simultaneously take
into account the energy constraint of the sensor nodes.
This makes the flow control approach for WSNs different
from those for traditional wired networks. For example,
traditional flow control mainly focuses on two components
[3,4]: a source algorithm that dynamically adjusts the node
rate in response to the congestion price defined by some
congestion metric and a link algorithm that updates the
link price, implicitly or explicitly. Transmission Control
Protocol (TCP) is mainly used for source rate control and
Active Queue Management (AQM) is adopted to deal with
link update [5]. When energy management is required, in
addition to link prices, new measures need to be intro-
duced to coordinate the energy consumption among the
sensor nodes. Thus traditional flow control mechanisms
may no longer be effective and we should resort to new ap-
proaches to effectively regulate the rates of the sensors and
prolong the network lifetime.
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When energy management is also considered with the
flow control, the problem becomes more complex. If the
rates of the network are large, the total utility achieved is
correspondingly large. However, the sensor network may
die quickly. There is a tradeoff between total utility maxi-
mization and network lifetime maximization. Therefore,
each sensor node needs to regulate its rate according to
not only the congestion condition of the links but also
the energy consumption of other sensor nodes.

In this paper, we study the utility-lifetime tradeoff in
WSNs with link capacity constraint and energy constraint
by optimal flow control and formulate it as a constrained
multi-objective optimization problem under the NUM
framework. The comprehensive formulation of the util-
ity-lifetime tradeoff in the transport layer, is particularly
important with the development and integration of video
technology WSNs, such as multimedia application in sen-
sor networks [6,7]. Most of existing works under the
NUM framework assume each source has an independent
utility function, while the adopted objective function is
generally coupled and can not be separable directly, thus
making a fully distributed algorithm extremely difficult.
To the best of our knowledge, this is the first study that
provides a practical solution to decouple the coupling in
the objective function by introducing auxiliary variables
and present a systematic distributed approach based on
inconsistent coordination price for the formulated con-
strained multi-objective optimization problem. We first
introduce two system parameters: scaled parameter x,
which is used to map the two performance metrics (utility
and lifetime) into the same order of magnitude, and weight
parameter c, which is used to combine the two objective
functions into a single one. We show that the combined
objective function is strictly concave and the global opti-
mal solution exists. c is also called a tradeoff parameter
and we can change its value to achieve different tradeoffs
between network lifetime and total utility. We adopt La-
grange duality method to decompose the problem. We
can interpret the Lagrange multipliers, k, as link congestion
price. To coordinate the energy consumption among the
sensor nodes, we also introduce Lagrange multipliers l,
which can be interpreted as the inconsistent coordination
price. Based on the link congestion price and inconsistent
coordination price, we propose a distributed algorithm to
obtain the optimal solution by using gradient projection.
We also prove the convergence of the algorithm by using
the knowledge of convex optimization. Numerical investi-
gations are conducted to demonstrate the following three
aspects: (1) the convergence of our distributed algorithm;
(2) the need for considering link congestion, which is left
aside in [8]; and (3) the affects of weight parameter c on
total utility and network lifetime.

The remainder of the paper is organized as follows. In
Section 2, we discuss the related work about flow control
and energy management. We establish our mathematical
model in Section 3, and propose a distributed algorithm
to solve the problem in Section 4, followed by the proof
of convergence in Section 5. Numerical results are given
to verify the analysis in Section 6. Finally, we conclude
our paper in Section 7.

2. Related work

Flow control is a fundamental problem in the tradi-
tional wired network and has been extensively studied
[9,10,2]. Two important aspects in flow control are con-
gestion avoidance and fairness [11], apart from the stabil-
ity of both homogeneous and heterogeneous flow control
with/without feedback delay [12,13]. Mo et al. demon-
strate the existence of fair end-to-end congestion control
protocols for packet-switched networks [14]. In [15,16],
Kelly proposes a novel way to solve the problem and con-
verts the flow control problem with fairness requirement
into a convex optimization problem. In this way, the de-
sign of flow control algorithms can be systematically
investigated. In [2], Low shows that this optimization
problem for the single-path case is strictly concave under
the assumption that the utility function is strictly concave,
thus a global optimal solution exists. Gradient projection
or subgradient projection are often adopted to design a
distributed algorithm for obtaining the optimal solution.
The congestion avoidance functionality of TCP has been
recently reverse-engineered to implicitly solve the basic
Network Utilization Maximum (NUM) problem [17]. Due
to its advantages, the methods for NUM dominate solu-
tions to the flow control problem. Current work on flow
control can be differentiated from each other in (1) the
types of networks, e.g., single or multi-path networks
[2,18]; (2) the choices of utility functions, e.g., fairness
utility function or other metrics; and (3) the approaches
to solving the problem, e.g., primal decomposition or dual
decomposition by gradient projection or penalty function-
based method [19,20]. However, most of the research on
this problem mentioned above does not take the energy
constraint into account, which is one of the fundamental
challenges in WSNs.

As mentioned above, network lifetime is a critical per-
formance metric in WSNs and should be involved when a
rate allocation scheme is designed. In [19], Srinivasan
et al. consider the optimal rate allocation with guaranteed
lifetime in multi-path networks. They incorporate the en-
ergy dissipation as a constraint. In [8], Zhu et al. study
the tradeoff between network lifetime and fair rate alloca-
tion in multi-path sensor networks. However, they do not
consider the link congestion and formulate it as an uncon-
strained multi-objective optimization problem. In [21], the
link capacity constraint is added in the cross-layer formu-
lation, and the rate allocation and energy conservation
problem is solved directly using gradient projection method.
But they do not give detailed information about how to
distributively implement the algorithm to solve the rate
allocation and energy conservation problem in each layer.
In [22], Nama et al. formulate a similar cross-layer model.
They use penalty functions to regulate the rates to con-
serve energy and do not provide the distributed solution
in each layer. To the best of our knowledge, most reported
research work have not provided a distributed algorithm in
the transport layer by transferring the coupling in the
objective function to the coupling of the constraints for
the tradeoff between total utility and network lifetime in
WSNs, which are the focus of our study.
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3. Problem statement

In this section, we model the utility-lifetime tradeoff in
WSNs as a constrained multi-objective problem and show
that the combined objective function is strictly concave,
thus having a unique global optimal solution.

Throughout the paper, we denote sets and the cardinal-
ity of sets by capital letters, variables by lowercase letters,
vectors by bold lowercase letters and matrices by bold cap-
ital letters. For a vector x, its ith component is xi, and its
transpose is xT . Let kxk1 ¼

P
ijxij; kxk2 ¼

P
ijxij2

� �1
2

and
kxk1 ¼maxijxij denote the 1-norm, 2-norm and 1-norm
of x, respectively. For matrix A, denote its ði; jÞ component
by aij, and its transpose by AT . Let kAk1; kAk2 and kAk1 de-
note the 1-norm, 2-norm and 1-norm of the correspond-
ing matrix.

We consider a WSN consisting of a set S ¼ f1;2; . . . ; Sg
of sensor nodes and N ¼ f1;2; . . . ;Ng of sink nodes. The
sensor nodes can transfer their sensing data to the sink
nodes over a set L ¼ f1;2 . . . ; Lg of links, each of which
has capacity cl; l 2 L. The single-path routing is assumed
in this paper. Each sensor node is characterized by three
parameters ðUsð�Þ;ms; �msÞ, where Us : Rþ ! R is a strictly
concave utility function related to rate allocation and
ms P 0 and �ms <1 are the required minimum and maxi-
mum transmission rates, xs, for each sensor node s, respec-
tively. The notations used in this paper has been
summarized in Table 1.

3.1. General flow control model

A general flow control problem is often concerned with
how to allocate the rates to users to maximize the total
utility of the network. Two important goals in flow control
are congestion avoidance and rate fairness. There are sev-
eral fairness definitions introduced in the literature, such
as max–min or proportional rate fairness [16], application-
oriented fairness [23] and so on. It is shown by Kelly
[15,16] that each data flow issued from sensor node s can
be associated with a utility function Usð�Þ and achieve dif-

ferent kinds of fairness by maximizing the aggregate utility
functions

P
sUsðxsÞ. The sink nodes are responsible for

receiving data from sensor nodes and they contribute
nothing to the utility of the network. We establish the
mathematical model for a general flow control problem
in WSNs as follows.

max
X
s2S

UsðxsÞ; ð1Þ

s:t

P
s2SðlÞ

xs 6 cl; l 2 L;

ms 6 xs 6 �ms;8s 2 S:

8<: ð2Þ

The feasible set of constraints in Eq. (2) is convex,P
s2SðlÞxs 6 cl; l 2 L is the constraint of link capacity, and

the objective function in Eq. (1) is strictly concave in x.
According to the convex optimization theorem [24], the
defined problem has a unique global optimal solution. La-
grange duality method is introduced to decompose the
problem into several subproblems, which can be easily
solved distributively at each individual sensor node.

3.2. Lifetime model

The energy of a sensor node is mainly used for sensing,
processing, transmitting and receiving data. It is widely
recognized that the process of transmitting and receiving
data dominates the energy consumption [25]. Similar to
[26], we only consider the energy consumption for com-
munication. Assume that the sink nodes have enough
energy.

The power depletion, pt
sl, at sensor node s for transmit-

ting unit data over link l can be stated as:

pt
sl ¼ qþ rdn

sl; ð3Þ

where q and r are constants related to the functionality of
the physical layer and the environment factors, dsl is the
length of the logic link l, and nð2 6 n 6 4) is the path loss
constant. The power consumption, pr

sl, for receiving a unit
of data from link l at a sensor node s is generally assumed
to be a constant. Then the total power dissipation, ps, at
sensor node s equals

ps ¼
X

l2LinðsÞ

X
s02SðlÞ

pr
slxs0 þ

X
l2LoutðsÞ

X
s02SðlÞ

pt
slxs0 : ð4Þ

The sensor node s is often powered with energy-con-
strained batteries and has a limited initial energy, es. Its
lifetime, Ts, is then described as

Ts ¼
es

ps
: ð5Þ

Generally, the network lifetime is defined as the lifetime of
the sensor node whose energy is first drained [27], and
maximizing network lifetime is equivalent to maximize
the minimum lifetime of the sensor nodes in the network.
let T denote the network lifetime: T ¼mins2STs. The life-
time problem can be formulated as

max T ð6Þ

It is very difficult to solve Eq. (6) in a distributed manner
because each sensor node needs to communicate with all
other sensor nodes to know their energy consumption.

Table 1
Notation definitions.

Symbol Definition

L The set of links
LðsÞ The subset of links L used by sensor node s
cl The capacity of link l
SðlÞ SðlÞ ¼ fs 2 Sjl 2 LðsÞg is the set of nodes using link l
LinðsÞ The set of incoming links of sensor node s
LoutðsÞ The outgoing link set of sensor node s
SinðsÞ The set of sensor nodes that use sensor node s as a relay
StðsÞ StðsÞ ¼ fs0 2 Sjs 2 Sinðs0Þg is the set of sensor nodes that

sensor node s uses as relays
ls The outgoing link that sensor node s uses for transmitting

its own data at rate xs

Us The utility function at sensor node s
ms The required minimum transmission rates for each sensor

node s
ms The required maximum transmission rates for each

sensor node s
ps The total power dissipation at sensor node s
Ts The lifetime of sensor node s

J. Chen et al. / Computer Networks 53 (2009) 3031–3041 3033
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There are only partial distributed algorithms for this pri-
mal problem [26]. A viable approach is to substitute the
objective function Eq. (6) with other separable objective
functions with an approximation guarantee.

An effective approximation approach to solve Eq. (6) is
proposed by in [14]. It is shown that maximizing the aggre-
gate utility can achieve max–min rate allocation for each
source when the utility functions are given by Vbð�Þ and
b!1, where Vbð�Þ is defined as follows:

VbðxÞ ¼
log x; b ¼ 1;

1
1�b x1�b; b > 1:

(
ð7Þ

Notice that in Eq. (6) we have to maximize the mini-
mum lifetime of the sensor nodes, we take the lifetime of
each sensor node as its profit, which is similar to the
max–min rate allocation problem. If we introduce new util-
ity functions, Vb

s ð�Þ, for each sensor node and maximize the
aggregate utility, the lifetime model of Eq. (6) is approxi-
mated. The problem is then transformed into

max
X
s2S

Vb
s ðTsÞ; ð8Þ

where Vb
s ðTsÞ ¼ 1

1�b T1�b
s .

To simplify the problem, let zs ¼ 1=Ts, where zs is de-
fined as the normalized power dissipation of the sensor
node s. Then Eq. (8) becomes

max
X
s2S

1
1� b

zb�1
s ; ð9Þ

s:t: ps ¼ eszs; s 2 S: ð10Þ

Eq. (9) is called the lifetime model of the WSN.

3.3. Utility-lifetime tradeoff model

Generally, unattended operation of the WSNs is often
desirable or required for area monitoring applications,
which makes the sensor nodes cannot be recharged due
to the inaccessibility of the area of interest. So there is a
need to maximize the network lifetime as long as possible
by balancing the energy consumption of each node, mean-
while maximizing the total monitoring information gained.

We consider a more practical model by considering fair-
ness and link congestion into utility-lifetime problem,
which differentiates our work from that in [8]. Eq. (1) tries
to maximize the whole utility under link capacity con-
straints and fairness guarantees. While, Eq. (9) tries to pro-
long the lifetime of the sensor network. One extreme
situation is not to let any sensor node transmit data, i.e.,
xs ¼ 0; s 2 S. Under this situation, the WSN is useless and
impractical although it may have a longer lifetime. Thus,
the utility-lifetime problem is important but the conflict-
ing network performance metrics generate tradeoff. This
is a constrained multi-objective optimization problem. To
solve the problem, we introduce two system parameters,
x, a scaled constant to transform two objective functions
into the same order of magnitude, and c, a system weight
constant to combine two objective functions into a single
one. Then, the optimal flow control problem for the util-
ity-lifetime tradeoff can be formulated as follows.

max
X

s

cUsðxsÞ � ð1� cÞ x
b� 1

zb�1
s

� �
; ð11Þ

s:t

P
s2SðlÞ

xs 6 cl; l 2 L;

ps ¼ eszs; s 2 S;

ms 6 xs 6 ms; 8s 2 S;

ps ¼
P

l2LinðsÞ

P
s02SðlÞ

pr
slxs0 þ

P
l2LoutðsÞ

P
s02SðlÞ

pt
slxs0 :

8>>>>>>>>><>>>>>>>>>:
ð12Þ

In the above formulation, the two metrics are combined
into a single one and existing optimization methods in
[24,28] can be applied to solve it. x is a mapping parame-
ter which can transform the values of the two objective
functions into the same level. This is important because if
the two metrics are not at the same level, it is hard to
get a right and clear understanding about the tradeoff
problem. c can be interpreted as a tradeoff parameter
and used to evaluate the importance of the two perfor-
mance metrics. Both x and c are application-dependent.
For example, when preferring total utility to the network
lifetime, we can have a large c and vice versa. In Eqs.
(11) and (12), zs can be expressed by x, thus they are dum-
my variables. Since the constraints for x are linear, the fea-
sible set of Eq. (12) is convex. Under the assumption that
Usð�Þ;Vb

s ð�Þ; s 2 S are strictly concave, the objective function
Eq. (11) is strictly concave in x. Thus, there exists a unique
global optimal solution for the problem Eq. (11) [28]. In the
next section we will utilize this property to design a dis-
tributed algorithm.

4. Distributed algorithm

In this section, we will adopt the gradient projection to
design a distributed algorithm to solve the problem Eq.
(11) and prove its convergence.

Notice that the objective function Eq. (11) is coupled in
x. To make the problem solvable in a distributed manner,
we solve the coupled objective function by introducing
auxiliary variables and additional equality constraints.
We can then transform the coupling in the function to
the coupling in the constraints, which can be decoupled
by Lagrangian dual decomposition [20,29]. We introduce
auxiliary variables, fyss0 gs02SinðsÞ; s 2 S, and transform Eq.
(11) into the problem P.

P : max
X

s

bUsðxs; fyss0 gs02SinðsÞÞ; ð13Þ

s:t

P
s2SðlÞ

xs 6 cl; l 2 L;

P
l2LinðsÞ

P
s02SðlÞ
ðpr

sl þ pt
slÞyss0 þ xspt

sls
¼ eszs; s 2 S;

yss0 ¼ xs0 ; s0 2 SinðsÞ;

ms 6 xs 6 �ms;

yss0 P 0; s 2 S; s0 2 SinðsÞ;

8>>>>>>>>>>>>><>>>>>>>>>>>>>:
ð14Þ

where bUsðxs; fyss0 gs02SinðsÞÞ ¼ cUsðxsÞ � ð1� cÞ x
b�1 zb�1

s .
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Define the Lagrangian as [28, Section 6]

Lðx; y; k; lÞ ¼
X
s2S

bUsðxs; fyss0 gs02SinðsÞÞ �
X
l2L

kl

X
s2SðlÞ

xs � cl

0@ 1A
þ

X
s02SinðsÞ;s2S

uss0 ðxs0 � yss0 Þ

¼
X
s2S

bUsðxs; fyss0 gs02SinðsÞÞ � xs

X
l2LðsÞ

kl

8<:
þ xs

X
s02St ðsÞ

us0s �
X

s02SinðsÞ
uss0yss0

)
þ
X
l2L

klcl: ð15Þ

With this formulation, the first term is separable in each
sensor node s. Let Bsðk; lÞ be the maximum of the following
optimization problem DPs:

max bUsðxs; fyss0 gs02SinðsÞÞ � xsðks � lsÞ �
X

s02SinðsÞ
uss0yss0 ;

ð16Þ

s:t:

P
l2LinðsÞ

P
s02SðlÞ
ðpr

sl þ pt
slÞyss0 þ xspt

sls
¼ eszs;

ms 6 xs 6 �ms;

yss0 P 0; s0 2 SinðsÞ:

8>><>>: ð17Þ

where ks ¼
P

l2LðsÞkl;ls ¼
P

s02St ðsÞls0s. Then the objective
function of the dual problem is [28, Section 6]

DP : Dðk; lÞ ¼
X
s2S

Bsðk;lÞ þ
X
l2L

klcl; ð18Þ

and the dual problem is

min
k�0;l

Dðk;lÞ: ð19Þ

The first term of the dual function, Dðk; lÞ, is decomposed
into S subproblems DPs. Notice that each sensor node s
maintains xs and fyss0 gs02SinðsÞ in its memory which facilitates
the implementation of a distributed algorithm. If we inter-
pret kl as the price per unit bandwidth at link l, then ks is
the total price per unit bandwidth for all links paid by sen-
sor node s. Different from the existing methods, we intro-
duce the auxiliary variables fyss0 gs02SinðsÞ, and the Lagrange
multipliers flss0 gs02SinðsÞ to coordinate the values of xs0 in
sensor node s0 and yss0 in sensor node s. We can interpret
lss0 as the inconsistent coordination price between xs0 and
the auxiliary variable yss0 for sensor node s, and ls as the to-
tal inconsistent coordination price of all the sensor nodes
that the sensor node s uses along its route. Since the prob-
lem P is strictly concave the dual problem DP is continu-
ously differentiable with derivatives given by [28, Section
6]

@D
@kl
ðk;lÞ ¼ cl � xl; l 2 L;

@D
@lss0
ðk;lÞ ¼ xs0 � yss0 ; s0 2 SinðsÞ; s 2 S:

(
ð20Þ

where xl ¼
P

s2SðlÞxs is the aggregate rate on link l. We adopt
the gradient projection method [28, Section 6,30] to solve
the dual problem where the link price and the inconsistent
coordination price are updated in the opposite direction to
the gradient rDðk; lÞ:

klðtþ 1Þ ¼ ½klðtÞ � dðcl � xlðtÞÞ�þ; l 2 L;

lss0 ðtþ 1Þ ¼ lss0 ðtÞ � dðxs0 ðtÞ � yss0 ðtÞÞ; s0 2 SinðsÞ; s 2 S:

(
ð21Þ

where d is a stepsize, and ½z�þ ¼maxf0; zg.
After both the link price and the inconsistent coordina-

tion price are updated, each sensor node s collects ks, and
updates its rate xs and the auxiliary variables fyss0 gs02SinðsÞ
by solving the problem DPs. We summarize the distributed
algorithm for utility-lifetime tradeoff (DAULT) as follows.

4.1. Algorithm DAULT

Link l’s Algorithm for t ¼ 1;2; . . .:

(1) Receives data at rate xsðtÞ from each sensor node
s 2 SðlÞ that uses link l and computes xlðtÞ.

(2) Computes a new price.

klðt þ 1Þ ¼ ½klðtÞ � dðcl � xlðtÞÞ�þ:

(3) Communicates the new link price klðt þ 1Þ to all sen-
sor nodes s 2 SðlÞ, which use the link l.

Sensor node s’s Algorithm for time t ¼ 1;2; . . .:

(A) Inconsistent coordination price update:
(1) Receives from the network xs0 ðtÞ; s0 2 SinðsÞ of

sensor nodes that use sensor node s in its
transport route.

(2) Updates the inconsistent coordination price
flss0 ðt þ 1Þgs02SinðsÞ according to the following
equation

lss0 ðt þ 1Þ ¼ lss0 ðtÞ � dðxs0 ðtÞ � yss0 ðtÞÞ:

(3) Communicates its inconsistent coordination
price flss0 ðtÞg; s0 2 SinðsÞ, to the sensor nodes
that use it as a relay node.

(B) Rate and auxiliary variables update:
(1) Receives from the network the link price klðtÞ

of the links l 2 LðsÞ that are used by sensor
node s and computes ksðtÞ.

(2) Receives from the network the inconsistent
coordination price ls0sðtÞ of the sensor nodes
s0 that are used as relays by node s and com-
putes lsðtÞ.

(3) Updates the internal variables in the sensor
node s; xsðt þ 1Þ; fyss0 ðt þ 1Þgs02SinðsÞ, by solving
the dual problem DPs (i.e., Eqs. (16) and (17)
) for the given ksðtÞ;lsðtÞ; flss0 ðtÞgs02SinðsÞ.

(4) Communicates new rate xsðt þ 1Þ to links that
sensor node s uses.

The following are remarks on theAlgorithm DAULT :

� Link prices kl; l 2 L, are updated by collecting the
corresponding rate information xlðtÞ; l 2 L, which
can be implemented through active queue manage-
ment (AQM). The inconsistent coordination prices

J. Chen et al. / Computer Networks 53 (2009) 3031–3041 3035
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flss0 gs02SinðsÞ; s 2 S, are updated in each sensor node s,
which can also be easily implemented. The parameters
kl; l 2 L are the measures of how the links are congested.
The larger the parameters kl; l 2 L, the more congested
the corresponding link will be. Correspondingly, param-
eters flss0 gs02SinðsÞ; s 2 S, are used to evaluate the consis-
tency between the rate variables and their auxiliary
variables.

� In each sensor node’s algorithm, sensor node s has to
solve the dual problem DPs for the given ks;ls and
flss0 gs02SinðsÞ, which can be solved in a centralized man-
ner. There are many effective algorithms such as New-
ton–Raphson method to achieve this. As the process of
transmitting and receiving data dominates the energy
consumption [25], the energy cost of computation can
be neglectable and is excluded from our energy model.

� Each sensor node, s, has to communicate with other
nodes to collect the aggregate link price ks, which is sim-
ilar to the approach in [2]. Also, each sensor node has to
exchange message packets to collect the aggregate
inconsistent coordination price ls and the rate of sensor
nodes, xs0 ; s0 2 SinðsÞ. A similar mechanism for link price
can be exploited to solve this problem. The updates
are necessary, because we have to balance the energy
consumption among sensor nodes. As shown in Algo-
rithm DAULT, each sensor node s only needs to commu-
nicate with those sensor nodes lying along its route. So
the message exchange in each iteration is tolerable,
which is very important for implementation of the
algorithm.

� There are two time scales, one for link and inconsistent
coordination price updates and the other for deciding
the rate of each sensor node by solving DPs. It is reason-
able to assume that the time scale for the rate update is
much smaller than that of link and inconsistent coordi-
nation price updates, since each sensor node s can solve
DPs in a centralized manner by using local information.

� We adopt the gradient projection method to distribu-
tively solve the optimal flow control problem, which is
a strongly convex problem as discussed in Section 3.
Hence, according to [30], the algorithm DAULT converges
geometrically.

Using the concepts of control theory, the close-loop sys-
tem framework of Algorithm DAULT is illustrated in Fig. 1.
The matrices A and H in the figure are defined in Section 5.

From the above discussion, we can conclude that Algo-
rithm DAULT can be implemented and the message ex-
changes for the global information are tolerable, which
makes DAULT a practical algorithm.

5. Convergence performance of the distributed
algorithm

In this section, we will establish the convergence of the
distributed algorithm designed in the previous section.
Some assumptions are given as follows:

� A1: The utility function Usð�Þ;Vb
s ð�Þ; s 2 S, for each sensor

node s is strictly concave and twice continuously differ-
entiable. Hence bUsð�Þ; s 2 S is strictly concave and twice
continuously differentiable.

� A2: If every sensor node s transmits its data at the min-
imum required rate ms, then the aggregate rates on link l
are less than its capacity, which makes the feasible con-
straint set Eq. (14) a nonempty set.

� A3: The curvature of bUsð�Þ is bounded away from zero in
the feasible set fðxs; yss0 Þ;ms 6 xs 6 �ms; xs0 ¼ yss0 ; :s0 2
SinðsÞg, i.e., �bU 00s ðxs; fyss0 gs02SinðsÞÞP

1
as

.

Define R ¼maxs2SjLðsÞj as the maximum number of
links that a sensor node uses. Let �a ¼maxs2Sas, the maxi-
mum of as. Let S ¼maxl2LjSðlÞj, the maximum number of
sensor nodes that use link l, and bS ¼maxf2; Sg. Define
Rin ¼maxs2SjSinðsÞj as the maximum number of sensor
nodes that the sensor node s uses as interim relays. Let
L ¼ Rþ Rin.

For the convenience of the proof, we first introduce
some vectors and matrices. Let p ¼ ðkT ; lTÞT be the vector
of Lagrangian multipliers, z ¼ ðz1; z2; . . . ; zSÞT be the vector
of power dissipation and y ¼ ðy11; . . . ; y1n1

; . . . ; ys1; . . . ;

ysn2
; . . . ; . . . ; yS1; . . . ; ySnS

ÞT be the vector of auxiliary vari-
ables. Here ys1; ys2; . . . ; ysns

are the auxiliary variables that
the sensor node s maintains in its memory, with the total
number of auxiliary variables in the sensor node s being
ns. Let v ¼ ðxT ; yTÞT . Let di be the vector whose ith compo-
nent is 1 and other components are 0. Define matrix Hs

as ns � S whose ith row is set to be ds0 , if ysi is an auxiliary
variable corresponding to xs0 . Then define
ðn1 þ n2 þ � � � þ nSÞ � S matrix H as

H ¼

H1

H2

..

.

HS

0BBBB@
1CCCCA: ð22Þ

Also we define A as L� S routing matrix, with its elements
being

als ¼
1; s 2 SðlÞ;
0; otherwise:

�
ð23Þ

With the above definition of the vectors and matrices, the
constraints given in Eq. (14) of the objective function (13)
can be transformed in matrix form asFig. 1. Close-loop system framework of algorithm DAULT.
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s:t:

Ax 6 c;
y ¼ Hx;
m 6 Ix 6 m;P
l2LinðsÞ

P
s02SðlÞ
ðpr

sl þ pt
slÞyss0 þ xset

sls
¼ eszs; s 2 S;

x � 0; y � 0;

8>>>>>>><>>>>>>>:
ð24Þ

where I is an identity matrix. Then the objective function
of Eq. (15) can be described as

Lðx; y;pÞ ¼
X

s

bUsðxs; fyss0 gs02SinðsÞÞ � p
A 0
�H I

� �
x
y

� �
þ p

c
0

� �
:

ð25Þ

In the sensor node s’s algorithm, we need to solve the prob-
lem DPs to get ðxs; fyss0 gs02SinðsÞÞ, which can be carried out by
taking the derivative again of Eq. (16)

@bU s
@xs
¼ ks � ls; s 2 S;

@bU s
@yss0
¼ lss0 ; s0 2 SinðsÞ:

8><>: ð26Þ

The relationship between xs; fyss0 gs02SinðsÞ and ks;ls and
flss0 gs02SinðsÞ is implicit. Since Eq. (16) is strictly concave
and continuously differentiable, xs and fyss0 gs02SinðsÞ are un-
iquely decided by ks;ls and flss0 gs02SinðsÞ. By taking the
derivative again of Eq. (26), we get

@2bU s
@x2

s

@xs
@kl
¼ Asl;

@2bU s
@x2

s

@xs
@lss0
¼ �Hss0 ;

@2bU s
@y2

ss0

@yss0
@kl
¼ 0; @2bU s

@y2
ss0

@yss0
@lss0
¼ 1:

8><>: ð27Þ

Let v ¼ ðx; yÞ, and nv is the number of its elements. We de-

fine hiðpÞ ¼ � 1

@2bU s
@v2

i

, if @
2bU s
@v2

i
is nonzero and the implicit solution

of Eq. (26) is within the region of the feasible set of con-
straints (17); hiðpÞ ¼ 0, otherwise. Let hðpÞ ¼ diagðhiðpÞ;
i ¼ 1;2; . . . ;nvÞ. Using this, we get the Lemmas shown
below.

Lemma 1. Under assumption A1, the Hessian of D is given by

r2DðpÞ ¼
A 0
�H I

� �
hðpÞ

A 0
�H I

� �T

: ð28Þ

Proof. From Eq. (27), we have

@v

@p
ðpÞ

� �
¼ �hðpÞ

A 0
�H I

� �T

: ð29Þ

From Eq. (25), we have

rDðpÞ ¼
c
0

� �
�

A 0
�H I

� �
v: ð30Þ

Then, the Hessian of D is given by

r2DðpÞ ¼ �
A 0
�H I

� �
@v

@p
ðpÞ

� �
; ð31Þ

¼
A 0
�H I

� �
hðpÞ

A 0
�H I

� �T

; ð32Þ

which yields the conclusion. h

Let K ¼ A 0
�H I

� �
; then DðpÞ ¼ KhðpÞKT and we have

the following Lemma.

Lemma 2. Under assumptions A1 and A2, rD is Lipschitz
with

krDðpð1ÞÞ � rDðpð2ÞÞk2 6 �aLSkpð1Þ � pð2Þk2; ð33Þ

where pð1Þ ¼ ðkð1Þ; lð1ÞÞ;pð2Þ ¼ ðkð2Þ; lð2ÞÞ and for all
kð1Þ; kð2Þ � 0.

Proof. For any given pð1Þ ¼ ðkð1Þ; lð1ÞÞ;pð2Þ ¼ ðkð2Þ; lð2ÞÞ, and
kð1Þ; kð2Þ � 0, by adopting Taylor Theorem and Lemma 1, we
have

rDðpð1ÞÞ � rDðpð2ÞÞ ¼ r2DðeÞðpð1Þ � pð2ÞÞ

¼ KhðeÞKTðpð1Þ � pð2ÞÞ;

where e ¼ tpð1Þ þ ð1� tÞpð2Þ; t 2 ½0;1�. Then

krDðpð1ÞÞ � rDðpð2ÞÞk2; ð34Þ

6 ðkKhðeÞKTk2
2kpð1Þ � pð2Þk2

2Þ
1
2;

6 ðkKhðeÞKTk1kKhðpÞKTk1Þ
1
2kpð1Þ � pð2Þk2;

¼ kKhðeÞKTk1kpð1Þ � pð2Þk2; ð35Þ

¼ kpð1Þ � pð2Þk2 max
i

X
j

jKhðeÞKT jij; ð36Þ

¼ kpð1Þ � pð2Þk2 max
i

X
j

j
X

i0
hjðeÞKijKi0 jj; ð37Þ

6 kpð1Þ � pð2Þk2L max
i

X
j

jhjðeÞKijj; ð38Þ

6 kpð1Þ � pð2Þk2L�a max
i

X
j

jKijj; ð39Þ

6 kpð1Þ � pð2Þk2L�abS: ð40Þ

The Eq. (35) is correct because of the symmetry of KhðeÞKT .
Let �k ¼ L�abS, then krDðpð1Þ � rDðpð2ÞÞÞk2 6

�kkpð1Þ � pð2Þk2,
which yields the conclusion. h

The above discussion and Lemmas establish the conver-
gence of the sequence that is generated by the Algorithm
DAULT, provided that the assumptions A1–A3 are satisfied.
We get the following result.

Theorem 1. If assumptions A1–A3 hold, and the stepsize
satisfies 0 < d < 2

�aLbS, then starting from any initial rates
m � x � m; y � 0 and link price k � 0, each limit point
ðx	; y	; k	; l	Þ of the sequence ðxðtÞ; yðtÞ; k; lÞ generated by
Algorithm DAULT is primal-dual optimal.

Proof. From the assumptions A1–A2, the dual objective
function D is continuously differentiable and lower
bounded. rD is Lipschitz from Lemmas 1 and 2. Then by
following the process of [2, p. 871] [30, pp. 213–214], when
d < 2

�aLbS, we can conclude that the algorithm is convergent.

Because the objective function (11) is strictly concave,
x	ðp	Þ is also primal optimal. h
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6. Numerical results

In this section, we use numerical results from Matlab to
evaluate the performance of Algorithm DAULT. Mainly we
show the convergence of the algorithm and how the net-
work performance depends on the system parameter c.

We use 6 sensor nodes and 1 sink node in our numerical
experiments and the positions of the nodes are randomly
generated in an area of size 50� 50, which is illustrated
in Fig. 2. Nodes 1–6 are sensor nodes and node 7 is the sink
node and there are 7 links (as shown in Fig. 2). The sensor
nodes 1–6 will transmit their sensing data to the sink
(node 7), which is only responsible for receiving data.
The functionality of the network layer is beyond the scope
of this paper, thus we just assume that there is a routing
mechanism in place to find a route for each sensor node.
We give the 6� 7 routing matrix A as below.

A ¼

1 0 1 0 1 0 0
0 1 0 0 1 0 0
0 0 0 1 0 0 1
0 0 0 0 1 0 0
0 0 0 0 0 1 1
0 0 0 0 0 0 1

0BBBBBBBB@

1CCCCCCCCA
: ð41Þ

In our experiments, we set Usð�Þ ¼ ns log xs (i.e., the utility
function is to guarantee the proportional fairness among
the sensor nodes), where n ¼ ð22;24;26;28;30;32Þ. As
illustrated in [8,26], the function

P
sV

b
s ðzsÞ can have a ratio

higher than 0.95 to approximate the original lifetime prob-
lem T (see Section 3.2) when b P 8. We use in our experi-
ment b ¼ 9. We set the capacity of links 1–7 to be
c ¼ ð150;180;150;280;330;180;330Þ (bit/s). We set
q ¼ 50 nJ=bit;r ¼ 0:0013 pJ=b=m4 and n ¼ 4 for the
parameters of the data transmitting power model, pt

sl, in
the formula (3). We set pr

sl ¼ 50 nJ=bit for the data receiv-
ing power model [8]. The initial energy of sensor nodes 1–6
are set to be e ¼ ð900;910;1100;950;950;1100Þ (J) and the
sink is assumed to have enough energy for all communica-
tions. In our numerical experiments, we set the scaled

parameter x ¼ 3:2768� 1032 and we will show the net-
work performance with different c values.

First, we show the convergence of the Algorithm DAULT.
The minimum and maximum rates of each sensor node are
set to be ms ¼ 50 and ms ¼ 250, respectively. By randomly
choosing the initial point kð0Þ;lð0Þ, we collect the rate
information in the iteration and plot them in the figure.
First, we set c ¼ 0:8 and the corresponding results are
shown in Fig. 3. The rates of all nodes change sharply at
the beginning of the iteration and then converge to the
optimal solution quickly, which shows the effectiveness
of our algorithm. From Fig. 3, we can also find something
interesting. The rates of nodes 1, 2, 3 and 5 is relatively
small and the rates of node 4 and node 6 are relatively
large. In Fig. 2 we can see that node 4 and node 6 can trans-
mit their data to the sink directly, so they transmit data in
an efficient way, i.e., do not need other sensor nodes to re-
lay their data. On the other hand, if node 1, 2, 3, 5 want to
transmit data, they need other nodes to relay its data, thus
consuming additional energy. So in the optimal rate alloca-
tion, the rates of node 4 and node 6 can be relatively large
to obtain high utility, which shows the performance of
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Fig. 2. Topology of a wireless sensor network.
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Fig. 3. The convergent performance of the Algorithm DAULT, c ¼ 0:8.
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Fig. 4. The convergent performance of the Algorithm DAULT, c ¼ 0:95.
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Algorithm DAULT is different from that of rate allocation
without consideration of the lifetime of the whole
network.

We then increase c to a high value of 0.95, in which the
network lifetime is almost out of consideration. The corre-
sponding result is shown as in Fig. 4. As we increase c to
get more utility and reduce network lifetime, all the opti-
mal rates shown in Fig. 4 are much larger than those in
Fig. 3. Notice that the rates on link 5 and link 7 are almost
equal to their capacity in this situation (the rates on link 5
and 7 are equal to xl5 ¼ x1 þ x2 þ x4 ¼ 328:3 bit/s, xl7 ¼ 330
bit/s, respectively), which is very similar to the link con-
gestion problem. Thus, our mathematical model for the
problem also covers the link congestion problem as a spe-
cial case.

Finally, we set c ¼ 0:1, a low value. In this case, we con-
cern more about the network lifetime than the utility and
the corresponding results are plotted in Fig. 5. Except for
rates of node 4 and node 6, the rates of other nodes are
very small (close to 50, which is the minimum rate that
the sensor has to transmit). In such a manner, each sensor
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Fig. 5. The convergent performance of the Algorithm DAULT, c ¼ 0:1.
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constraint.
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can conserve a lot of energy. From Figs. 3–5, it can be seen
that there is a tradeoff between the network utility and
network lifetime.

As discussed above, we show that the system parameter
c represents the tradeoff between the utility and network
lifetime. Next we give some detailed information on how
the total utility and network lifetime depend on c. We
use different c and collect the corresponding results, which
are shown in Figs. 6 and 7. From these two figures, we can
see that as c increases from 0 to 1, the whole utility of the
network also increases; meanwhile the network lifetime
decreases. There is apparently a tradeoff between utility
and network lifetime. Thus, we can decide c according to
the actual requirements and make the network behave at
a desired performance.

At last, we show the necessity of considering link con-
gestion for the utility-lifetime tradeoff. In Fig. 8, we show
the result of flow control for the utility-lifetime tradeoff
without link capacity constraint. The rates are much larger
than those by Algorithm DAULT. When c ¼ 0:8, the rates
over links 5 and 7 are xl5 ¼ 364; xl7 ¼ 424 (bit/s), and when
c ¼ 0:95; xl5 ¼ 441 bit=s; xl7 ¼ 499 ðbit=sÞ. The rates over
links 5 and 7 exceed their capacities ðc5 ¼ 330; c7 ¼ 330Þ.
Therefore, without link capacity constraint, the network
will incur congestion, thus degrading the performance of
the whole network.

7. Conclusions

In this paper, we have studied optimal flow control for
utility-lifetime tradeoff in WSNs. First we characterize
the tradeoff between utility and lifetime by introducing
the system parameters, x and c, and demonstrate that
the combined objective function is strictly concave
and the global optimal solution exists. Then we introduce
auxiliary variables to decouple the objective function,
derive a distributed algorithm DAULTand prove its conver-
gence. Further, we verify its fast convergence of DAULT as
well as the necessity of considering link congestion by
the numerical results.

Our future work will focus on cross-layer design,
including quantifying the impacts of interference between
links in the physical layer and the MAC layer, and the rout-
ing strategies in the network layer. We will also consider a
general flow control algorithm for stochastic multi-objec-
tive optimization problems (e.g., cross-layer design) in
multi-path routing.

Acknowledgement

This work is supported in part by National Science
Foundation China-Guangdong Province Joint Project under
Grant No. U0735003, National Science Foundation China
under Grant Nos. 60604029 and 60736021, 863 High-Tech
Project No. 2007AA041201.

References

[1] J. Chen, S. He, Y. Sun, P. Thulasiramanz, X. Shen, On utility-lifetime
tradeoff in wireless sensor networks by optimal flow control, in:
Proceedings of the IEEE Globecom, 2009.

[2] S.H. Low, D.E. Lapsley, Optimization flow control, I: Basic algorithm
and convergence, IEEE/ACM Transactions on Networking 6 (1999)
861–874.

[3] M. Chiang, S.W. Low, A.R. Calderbank, J.C. Doyle, Layering as
optimization decomposition: a mathematical theory of network
architectures, Proceedings of the IEEE 95 (2007) 255–312.

[4] W. Xu, Y. Wang, J. Chen, G. Baciu, Y. Sun, Dual decomposition method
for optimal and fair congestion control in ad hoc networks:
algorithm, implementation and evaluation, Journal of Parallel and
Distributed Computing 68 (2) (2008) 997C1007.

[5] L. Cai, X. Shen, J. Mark, J. Pan, QoS support for wireless/wired
networks using TCP-friendly AIMD protocol, IEEE Transactions on
Wireless Communications 5 (2) (2006) 469–480.

[6] L. Cai, X. Shen, J. Pan, J. Mark, Performance analysis of TCP-friendly
AIMD algorithms for multimedia applications, IEEE Transactions on
Multimedia 7 (2) (2005) 339–355.

[7] I.F. Akyildiz, T. Melodia, K.R. Chowdhury, Wireless multimedia
sensor networks: applications and testbeds, Proceedings of the
IEEE 96 (2008) 1588–1605.

[8] J.H. Zhu, K.L. Hung, B. Bensaou, F. Nait-Abdesselam, Rate-lifetime
tradeoff for reliable communication in wireless sensor networks,
Computer Networks 52 (2008) 25–43.

[9] L. Benmohamed, S.M. Meerkov, Feedback of control of congestion in
store-and-forward networks: the case of a single congestion node,
IEEE/ACM Transactions on Networking 1 (1993) 693–707.

[10] F. Bonomi, M. Mitra, J.B. Seery, Adaptive algorithms for feedback-
based flow control in high-speed wide-area ATM networks, IEEE
Journal on Selected Areas in Communications 13 (1995) 1267–1283.

[11] D. Bertsekas, R. Gallager, Data Networks, Prentice-Hall, Inc., 1987.
[12] L. Wang, L. Cai, X. Liu, X. Shen, Stability and TCP-friendliness and

delay performance of AIMD/RED system, Computer Networks 51
(15) (2007) 4475–4491.

[13] L. Wang, L. Cai, X. Liu, X. Shen, J. Zhang, Stability analysis of multiple-
bottleneck networks, Computer Networks 53 (3) (2009) 338–352.

[14] J. Mo, J. Walrand, Fair end-to-end window-based congestion control,
IEEE/ACM Transactions on Networking 8 (2000) 556–567.

[15] F.P. Kelly, A.K. Maulloo, D. Tan, Rate control for communication
networks: shadow prices, proportional fairness and stability, Journal
of the Operational Research Society 49 (1998) 237–252.

[16] F.P. Kelly, Charging and rate control for elastic traffic, European
Transactions on Telecommunications 8 (1997) 33–37.

[17] S.H. Low, A duality model of TCP and queue management
algorithms, IEEE/ACM Transactions on Networking 11 (2003) 525–
536.

[18] W.H. Wang, M. Palaiswami, S.H. Low, Optimal flow control and
routing in multi-path network, Journal of Performance Evaluation 52
(2003) 119–132.

[19] V. Srinivasan, C.F. Chiasserini, P.S. Nuggehalli, R.R. Rao, Optimal rate
allocation for energy-efficient multipath routing in wireless ad hoc
network, IEEE Transactions on Wireless Communications 3 (2004)
891–899.

[20] D.P. Palomar, M. Chiang, A tutorial on decomposition methods for
network utility maximization, IEEE Journal on Selected Areas in
Communications 24 (2006) 1439–1451.

[21] J.H. Zhu, S. Chen, B. Bensaou, K. Hung, Tradeoff between lifetime and
rate allocation in wireless sensor networks: a cross layer approach,
in: Proceedings of the IEEE INFOCOM, 2007, pp. 267–275.

[22] H. Nama, M. Chiang, N. Mandayam, Optimal utility-lifetime trade-off
in self-regulating wireless sensor networks: a distributed approach,
in: Proceedings of the 40th Annual Conference on Information
Sciences and Systems, 2006, pp. 789–794.

[23] W.H. Wang, M. Palaiswami, S.H. Low, Application-oriented flow
control: fundamentals, algorithms and fairness, IEEE/ACM
Transactions on Networking 14 (6) (2006).

[24] S. Boyd, L. Vandenberghe, Convex Optimization, Cambridge
University Press, 2004.

[25] W. Heinzelman, A. Chandrakasan, H. Balakrishnan, An application-
specific protocol architecture for wireless microsensor networks,
IEEE Transactions on Wireless Communications 1 (4) (2002) 660–
670.

[26] J.H. Zhu, K.L. Hung, B. Bensaou, Tradeoff between network lifetime
and fair rate allocation in wireless sensor networks with multi-path
routing, in: ACM Proceedings of the Modeling Analysis and
Simulation of Wireless and Mobile Systems, (Torromolinos,Spain),
2006, pp. 301–308.

[27] R. Madan, Z.Q. Luo, S. Lall, A distributed algorithm with linear
convergence for maximum lifetime routing in wireless sensor
network, in: Proceedings of the Allerton Conference on
Communication, Control and Computing, 2005.

3040 J. Chen et al. / Computer Networks 53 (2009) 3031–3041



Author's personal copy

[28] S.B. Mokhtar, C.M. Shetty, Nonlinear Programming: Theory and
Algorithm, John Wiley & Sons, Inc., 1979.

[29] D.P. Palomar, M. Chiang, Alternative distributed algorithm for
network utility maximization: framework and applications, IEEE
Transactions on Automatic Control 52 (2007) 2254–2269.

[30] D.P. Bertsekas, J.N. Tsitsiklis, Parallel and Distributed Computation:
Numerical Methods, Prentice-Hall, Inc., 1989.

Jiming Chen received the B.Sc. (2000) in
Electrical Engineering and Ph.D. degrees
(2005) in Control Science and Engineering
from Zhejiang University. He was a visiting
scholar at University of Waterloo, INRIA, NUS,
Simula Research Lab. He is currently an asso-
ciate Professor, with Institute of Industrial
Process Control, State Key lab of Industrial
Control Technology, Zhejiang University,
China. He leads a group of Networked Sensing
and Control, Zhejiang University. He has
published over 50 papers, and edited one

book on RFID and Sensor Network. He currently serves associate editors
of International Journal of Communication System (Wiley), Ad Hoc &
Sensor Wireless Networks, an International Journal, Journal of Computer,
etc. and guest editor of Wireless communication and mobile computing
(Wiley). He has serves a Co-chair of IWCMC 2009 general Symposia,
WiCON 2010 MAC track co-chair, Chinacom 2010 publicity Chair. He
served in over 40 program committee members since 2005, including
IEEE PIMRC 2008, IEEE ICC 2010, Globecom 2008, 2009, 2010. His
research interests are estimation and control in sensor networks, sensor
and actuator networks, Target detection and tracking in sensor networks,
optimization in mobile sensor networks.

Shibo He received his B.S. from Daqing
Petroleum Institute in 2006, and M.S. degree
form Zhejiang University in 2008, both in
mathematics. And now he is a Ph.D candidate
in Dept. of Control Science and Engineering,
Zhejiang University. He is a member of the
Group of Networked Sensing and Control
(IIPC-nesC) in State Key Laboratory of Indus-
trial Control Technology, China. His research
interests are coverage, cross-layer optimiza-
tion and distributed algorithm design in
Wireless Sensor Network.

Youxian Sun received the Diploma from the
Department of Chemical Engineering, Zhe-
jiang University, China, in 1964. He joined the
Department of Chemical Engineering, Zhe-
jiang University, in 1964. From1984 to1987,
he was an Alexander Von Humboldt Research
Fellow, and Visiting Associate Professor at
University of Stuttgart, Germany. He has been
a full-time professor at Zhejiang University
since 1988. In 1995, he was elevated to an
Academician of Chinese Academy of Engi-
neering. His current research interests include

modeling, control and optimization of complex systems, robust control
design and its application. He is author and co-author of 450 journal and

conference papers. He is currently the director of institute of industrial
process control and national engineering research center of industrial
automation, Zhejiang University. He is the President of Chinese Associa-
tion of Automation, also served as Vice-Chairman of IFAC Pulp and Paper
Committee, and Vice-President of China Instrument and Control Society.

Preetha Thulasiraman is a research assistant
and currently working towards her Ph.D.
degree at the Department of Electrical and
Computer Engineering, University of Water-
loo, Canada. She received the B.Sc. degree in
Electrical Engineering from the University of
Illinois, Urbana-Champaign, USA in 2004 and
the M.Sc. degree in Computer Engineering
from the University of Arizona, USA in 2006.
Her research interests include network layer
design of resource allocation algorithms,
wireless routing and fault tolerance, wireless

mesh and relay networks, combinatorial optimization, and general
applications of graph theory.

Xuemin (Sherman) Shen received the B.Sc.
(1982) degree from Dalian Maritime Univer-
sity (China) and the M.Sc. (1987) and Ph.D.
degrees (1990) from Rutgers University, New
Jersey (USA), all in electrical engineering. He is
a Professor and the Associate Chair for Grad-
uate Studies, Department of Electrical and
Computer Engineering, University of Water-
loo, Canada. His research focuses on mobility
and resource management in interconnected
wireless/wired networks, UWB wireless
communications systems, wireless security,

and ad hoc and sensor networks. He is a co-author of three books, and has
published more than 300 papers and book chapters in wireless commu-
nications and networks, control and filtering. Dr. Shen serves as the
Technical Program Committee Chair for IEEE Globecom’07, General Co-
Chair for Chinacom’07 and QShine’06, the Founding Chair for IEEE Com-
munications Society Technical Committee on P2P Communications and
Networking. He also serves as a Founding Area Editor for IEEE Transac-
tions on Wireless Communications; Associate Editor for IEEE Transactions
on Vehicular Technology; KICS/IEEE Journal of Communications and
Networks; Computer Networks (Elsevier); ACM/Wireless Networks; and
Wireless Communications and Mobile Computing (John Wiley), etc. He
has also served as Guest Editor for IEEE JSAC, IEEE Wireless Communi-
cations, and IEEE Communications Magazine. Dr. Shen received the
Excellent Graduate Supervision Award in 2006, and the Outstanding
Performance Award in 2004 from the University of Waterloo, the Pre-
mier’s Research Excellence Award in 2003 from the Province of Ontario,
Canada, and the Distinguished Performance Award in 2002 from the
Faculty of Engineering, University of Waterloo. Dr. Shen is a registered
Professional Engineer of Ontario, Canada.

J. Chen et al. / Computer Networks 53 (2009) 3031–3041 3041


