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Abstract—Ultra-wideband (UWB) is expected to be the trans-
mission technology of future wireless personal area networks
(WPANs), carrying various multimedia streams. Recently, the
WiMedia Alliance has launched its standard for UWB WPANs,
where the prioritized channel access (PCA) protocol is specified to
provide differentiated medium access control (MAC) in a distrib-
uted manner. For time-sensitive multimedia traffic, the total delay,
including the frame service time and the frame waiting time, is an
important metric for quality-of-service (QoS) provisioning. This
paper presents a performance analysis for the PCA protocol, con-
sidering the bursty nature of multimedia traffic. The mean frame
service time and the mean waiting time of frames belonging to
different traffic classes are obtained. Simulation results are given
to verify the analytical results and demonstrate that the effect
of the traffic differentiation mechanism in PCA is magnified when
the interarrivals are highly bursty and correlated. In addition,
the characteristics of multimedia traffic have a significant impact
on the mean frame waiting time. Finally, our analytical model is
applied to delay-sensitive traffic for QoS provisioning.

Index Terms—Markov Modulated Poisson Process (MMPP),
multimedia traffic, prioritized channel access (PCA), queueing
analysis, ultra-wideband (UWB), wireless personal area networks
(WPANs).

I. INTRODUCTION

R ECENT advances in semiconductor technology have
made ultra-wideband (UWB) technology ready for com-

mercial applications [1], [2]. Consumer UWB products and
prototypes that deliver high-data-rate (> 100 Mb/s) multimedia
traffic over a short distance (≤ 10 m) with very low power
consumption have been emerging. In future wireless personal
area networks (WPANs) or broadband home networks, multiple
UWB devices can exchange high-volume multimedia traffic or
deliver high-volume data to/from the Internet [3].

To support high-data-rate multimedia applications in a
personal/home network, the WiMedia Alliance recently
launched its physical (PHY) layer and medium access control
(MAC) protocol specifications [4] based on the UWB orthog-
onal frequency-division multiplexing (OFDM) technology for
emerging high-rate WPANs. In WiMedia MAC, a fixed-length
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superframe structure, consisting of a beacon period (BP) and a
data transfer period (DTP), is defined to maintain coordination
among communication devices and allow an efficient power-
saving mode. Each device will first listen to at least one beacon
frame, if available, which contains information for synchroniza-
tion, device discovery, sleep-mode operation, and reservation
announcement. Without a centralized controller, each device
needs to broadcast its beacon frame in BP and observes its own
BP length. Detailed discussions of the operation of BP are given
in [4] and [5]. Transmissions in the DTP can use a contention-
based channel access mechanism called prioritized channel
access (PCA) or a contention-free channel access called the
distributed reservation protocol (DRP). The basic principle
of DRP is similar to time-division multiple access, which is
suitable for real-time traffic with a constant bit rate. On the
other hand, the PCA is based on carrier-sense multiple access
with collision avoidance (CSMA/CA) and employs different
contention parameters to support both non-realtime and real-
time data transfer. Most of the previous work on the CSMA/CA
protocol and its variants assumes saturation stations and inde-
pendent interarrivals. Multimedia applications, however, gener-
ally exhibit strong burstiness/correlations between interarrivals
that violate the above assumptions.

In UWB WPAN, various multimedia applications may be
carried in the network. The traffic arrivals of multimedia ap-
plication are generally bursty and correlated. Therefore, the
resulting arrival process significantly deviates from the renewal
process, where the arrivals in consecutive slots are indepen-
dently and identically distributed (i.i.d.), e.g., the Bernoulli and
Poisson processes. The nonrenewal arrival process resulting
from multimedia traffic has a profound impact on the queueing
statistics, as has been confirmed by many studies (see [6]
and the references therein). While modeling the multimedia
traffic as nonrenewal processes is preferable to capturing the
real characteristic of multimedia applications than the renewal
counterpart, the exact queueing analysis is quite difficult and
generally incurs a high computational burden. An alternative
is to seek some acceptable approximations with close enough
performance characteristics to those of the original system.

In this paper, we study the performance of the PCA protocol
in which the arrival process is bursty/correlated. The user traffic
is classified into two classes, whereby multimedia traffic, such
as voice and video streaming, has higher priority to access the
channel than the data traffic such as file transfer has lower
priority. We model the backoff and channel access behavior
of a tagged station in each class and obtain the probability
generating function (PGF) of the MAC service time distribu-
tion. The arrival process is described by a Markov Modulated
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Fig. 1. PCA for different ACs.

Poisson Process (MMPP) for its versatility of modeling various
traffic sources and the capability of capturing the burstiness
and correlation in the arrival stream. The mean waiting time is
obtained by three approximation approaches, and their accuracy
is comprehensively studied.

The remainder of this paper is organized as follows. The PCA
protocol and related work are briefly reviewed in Section II.
The traffic and network models are described in Section III. The
analysis of service time is presented in Section IV, followed by
that of waiting time in Section V. Numerical results are given
in Section VI. Section VII gives the concluding remarks.

II. PCA PROTOCOL AND RELATED WORK

A. PCA Protocol

In PCA, the user traffic is differentiated into different access
categories (ACs), such as voice, video, best effort, and back-
ground [4]. Each station regulates its frame transmission using
the contention parameters associated with each AC. When a
station has a frame at the MAC sublayer buffer, it will first sense
the channel. If the channel is busy, it performs the backoff pro-
cedure by first setting the backoff counter to an integer sampled
from the minimum contention window (CW) size. Therefore,
the first differentiation mechanism is the assignment of higher
priority ACs with a smaller value of minimum CW size such
that the higher priority ACs statistically spend less time on
backoff. After the channel becomes idle for an arbitrary inter-
frame space (AIFS),1 the station can count down the backoff
counter at the beginning of each idle slot and the first slot of a
channel busy period. Since the higher priority ACs are assigned
with shorter AIFS, they obtain higher chances to access the
channel than low-priority ACs. Fig. 1 shows an example of
four ACs, where AC1 has the highest priority. To illustrate the
effect of different AIFS lengths, the time between two busy
periods, except AIFS1, is divided into four contention zones,
Zi, i = 1, 2, 3, 4. In Z1, only the AC1 stations are allowed to
contend for channel access, whereas in Z2, the competitions
are between AC1 and AC2, i.e., contentions in Zi involve ACj ,
j ≤ i. Consequently, each AC encounters different contentions
in its allowable contention zones. After one station succeeds
in contending for channel access, it can transmit for a duration
up to the transmission opportunity (TXOP). Different TXOP
durations can be assigned to different ACs to further differenti-
ate the service.

1In [4], the length of AIFS is determined by AIFS = SIFS + AIFSN × σ,
where SIFS = 10 µs is the short interframe spacing, AIFSN is an integer
between [1, 7], and σ = 9 µs is the slot time duration.

B. Related Work

The PCA defined in the WiMedia specification is a CSMA/
CA-based MAC protocol with traffic prioritization. There has
been a tremendous amount of research studying the perfor-
mance of CSMA/CA protocols and its variants, such as the
distributed coordination function (DCF) in IEEE 802.11 and the
enhanced distributed channel access (EDCA) in IEEE 802.11e.
Two major approaches have been employed in deriving the
average MAC service time, namely the discrete Markov mod-
eling [7]–[12] and the mean value analysis [13], [14]. Most
of the work is concerned with the asymptotic performance,
where each station in the network is saturated with traffic
arrivals; thereby, the mean service time can be found equal
to the reciprocal of the throughput. In practice, however, the
station queues may not always be full; thus, the inverse relation
between the average service time and throughput does not exist.
Another approach has been proposed in [14], where the mean
service time for both saturated and unsaturated stations can be
successfully captured based on renewal theory.

Recently, the emergence of multimedia applications in the
wireless domain has drawn much attention on studying the
quality-of-service (QoS) provisioning for delay-sensitive traf-
fic. In addition to the service time, the waiting time (i.e., queue-
ing time) of a MAC frame has a significant impact on the delay
performance, which is not only dependent on its service time
that the network provides but is also affected by the incoming
traffic characteristics. Several works on queueing analysis for
DCF and EDCA have appeared, where the arrival process is
always assumed uncorrelated [12], [15]. For multimedia traffic,
however, the packet interarrivals are typically correlated and
bursty in nature. In [16], a nonrenewal MMPP arrival process is
considered, resulting in the use of MMPP/G/1/K modeling.
These studies obtain the collision probability as a function of
the station idle probability (i.e., when the MAC buffer at the
tagged station is empty), which is dependent on both the service
time distribution and the characteristics of arrival process. Thus,
the studies rely on certain recursive algorithms to find the
collision probability, and the resultant computation is normally
high. In addition, the impacts of burstiness and correlation in
interarrival streams have not been explored; thus, their results
may not be so useful for assessing the delay performance of
multimedia traffic with bursty/correlated arrivals.

III. TRAFFIC AND NETWORK MODELS

A. Incoming Traffic Model

Multimedia streams usually possess correlated and bursty
characteristics that can significantly affect system performance
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(e.g., delay outage probability and throughput) [17], [18].
By burstiness, it is meant that one can observe the clustering
phenomenon of arrivals on the time line [19]. A highly bursty
arrival process tends to have a higher variance-to-mean ratio
of the interarrival time. Letting X denote the interarrival
time process, burstiness can be characterized by the squared
coefficient of variation of the interarrival time [20], i.e.,

c2 =
Var(X)
E2(X)

(1)

where E(X) and Var(X) are the mean and variance of the
random variable X . The other important feature of multimedia
traffic, particularly the variable bit rate streams, is the high
correlation between interarrival times that produces long-range
dependence into the arrival process and, hence, cumulative
effect on the queueing system. The degree of correlation
between interarrival times is typically measured by the
correlation coefficient of X .

In this paper, the arrival process of multimedia traffic is
represented by an MMPP. The reason for using MMPP is two-
fold. First, many studies have shown that MMPP has enough
flexibility to describe a wide variety of traffic with correlated
and bursty arrival processes, such as voice, video, and data [21].
Second, the queueing-related results of MMPP have been well
studied [22]–[24]. Therefore, the use of MMPP offers versa-
tility in the modeling environment and allows the achievement
of analytical tractability while preserving the actual traffic
characteristics [6].

The MMPP model is a nonrenewal doubly stochastic pro-
cess where the rate process is determined by the state of a
continuous-time Markov chain. An m-state MMPP is character-
ized by the following two elements: the infinitesimal generator
Q given by

Q =



−σ1 σ12 · · · σ1m

σ21 −σ2 · · · σ2m
...

...
. . .

...
σm1 σm2 · · · −σm


 (2)

where σi =
∑m

j=1,j �=i σij , and σij governs the transition rate
from state i to state j; and the Poisson arrival rate matrix Λ
given by

Λ = diag(λ1, λ2, . . . , λm) (3)

where λi is the rate of a Poisson arrival process at state i of
the Markov chain. The steady-state probability vector Π of the
Markov chain can be determined using the relations

ΠQ =Π (4)
Πe = 1 (5)

where e = (1, 1, . . . , 1)T .

B. Network Model

We consider a network with two classes of stations (Ni

stations in ACi, i = 1, 2). Without loss of generality, let the
AC1 stations have high priority and the AC2 stations have
low priority in accessing the channel. The operation of the

beacon group specified in PCA ensures that there are no hidden
terminals in the network [4]. Time is discretized into generic
slots denoted as φ, which may have different lengths ∆, Ts, and
Tc, which correspond to the different channel status of idle, suc-
cessful transmission, and collision, respectively. In addition, all
the stations are synchronized, and they can correctly sense the
channel status at the beginning of the slots. An ideal wireless
channel without transmission error is assumed so that all the
transmitted frames may be lost only due to collisions caused by
simultaneous transmissions from multiple stations. The effect
of imperfect channels can be embedded in our analysis follow-
ing the approach presented in [25]. For simplicity, all the MAC
frames are assumed to have the same fixed length. The case of
different frame lengths (and thus the analysis of TXOP) can be
incorporated in our model following the work in [26].

IV. MAC SERVICE TIME ANALYSIS

This section derives the probability distribution of the MAC
service time, and the result will be used in Section V for waiting
time analysis. The modeling of MAC performance heavily
relies on two key probabilities, i.e., the station transmitting
probability and the frame collision probability, conditioned on
there being at least one frame in the station’s buffer to be
served. For an ACi station, the former is denoted by τi, and the
latter is denoted by pi. Considering a lossless queueing system,
the probability of a nonempty buffer is given by the server
utilization factor ρ = λa · Z, where λa is the mean frame arrival
rate, and Z is the mean frame service time. The probability
that an unsaturated ACi station transmits in a randomly chosen
generic slot is thus τiρi, ρi ∈ (0, 1]. We follow the approach
proposed in [14] to obtain pi and τi. With the probabilities τi

and pi, we then proceed to derive the PGF (equivalently, the
Z-transform) of the MAC service time for both classes. By
numerical inversion of the Z-transform, the probability mass
function (PMF) and the corresponding moments can then be
obtained.

A. Transmission and Collision Probabilities

We assume that the probability of a station to initiate a
transmission in a given backoff slot is constant in all its backoff
slots [8], [11]. Since the channel access procedure of the
tagged station regenerates itself for each new MAC frame,
the complete service periods for MAC frames form renewal
cycles in the renewal process. The average length of the renewal
cycle is thus the average frame service time [14]. According
to the renewal reward theorem, in a randomly chosen slot, the
transmitting probability τi of an ACi station can be obtained as
the average reward during the renewal cycle, i.e.,

τi =
E[Ri]

E[Ri] + E[Bi]
(6)

where E[Ri] is the expected number of transmission trials for
a frame, and E[Bi] is the expected number of total backoff
slots experienced by the frame. Assuming an average collision

Authorized licensed use limited to: University of Waterloo. Downloaded on October 6, 2008 at 15:0 from IEEE Xplore.  Restrictions apply.



LIU et al.: PERFORMANCE ANALYSIS OF MAC IN UWB WPAN WITH BURSTY MULTIMEDIA TRAFFIC 2465

probability of pi for the frames of ACi stations, Ri follows a
truncated geometric distribution, and E[Ri] is given by

E[Ri] =
m−1∑
j=0

(pi)j . (7)

Similarly, E[Bi] can be obtained as

E[Bi] =
m−1∑
j=0

bj(pi)j (8)

where bj = CWj/2 is the average number of backoff slots in
the backoff stage j, j = 0, . . . , m, and m is the retry limit, as
stated earlier. Notice that the class-dependent CW parameters
have been included in the analysis. The collision probability of
AC2 can be obtained by

p2 = 1 − (1 − ρ1τ1)N1(1 − ρ2τ2)N2−1 (9)

considering that the AC2 station can only transmit in zone 2
with possible collisions with one or more of the other stations
from any class. The computation of the collision probability
of AC1 is more involved, as its transmissions may take place
in either zone 1 or zone 2 with collision probabilities p1,1 and
p1,2, respectively, where

p1,1 = 1 − (1 − ρ1τ1)N1−1 (10)

p1,2 = 1 − (1 − ρ1τ1)N1−1(1 − ρ2τ2)N2 . (11)

Supposing that zone 1 contains M slots (the difference between
AIFSN1 and AIFSN2), the frame transmission may take place
in zone 2 if neither itself nor any of the other AC1 stations
transmit in zone 1 with probability denoted by θ2, i.e.,

θ2 =
(
(1 − τ1ρ1)N1−1(1 − τ1)

)M
. (12)

Otherwise, the transmission occurs in zone 1 with probability
θ1 = 1 − θ2. The average collision probability of an AC1 sta-
tion can thus be given by

p1 = θ1p1,1 + θ2p1,2. (13)

By jointly solving (6), (9), and (13), we can obtain
(τ1, τ2, p1, p2).

B. PGF of Frame Service Time

Now we proceed to derive the PGF of the frame service time.
Similar to [27], we work on a discrete-time system where the
time interval in our analysis is approximated as multiples of a
common quantity, representing the smallest granularity that can
be observed by our model. Thus, the frame service time is a dis-
crete random variable and leads to a Z-transform-based analy-
sis. For a tagged station of ACi, it spends an amount of time
Zi =Bi+Ri to successfully transmit a frame, where Bi(Ri) is
the random variable representing the amount of time attributed
to backoff (transmission trials). Moreover, the introduction of
AIFS causes further delay to AC2 stations, as explained in
Section II. This additional amount of time is referred to as

a “pre-backoff waiting” period [14], which is denoted as Z ′.
Therefore, the PGF of the frame service time can be written as

GZ1(z) =GB1(z)GR1(z)

GZ2(z) =GB2(z)GR2(z)GZ′(z). (14)

In the following, we derive each component in GZi
(z), where

the subscript i will be omitted for notation brevity.
1) Gφ(z): The time unit is measured in a generic slot φ,

as defined in Section III-B. For a randomly chosen slot, the
channel status may be in one of the following three mutually
exclusive events: being idle (I); having a successful transmis-
sion (S); or having a collision (C). The length of a generic slot
φ can be expressed as

φ = ΩIσ + ΩSTs + ΩCTc (15)

where Ωe is a binary variable that takes the value of 1 if the
event e ∈ {I, S, C} occurs, and zero otherwise. Thus, the PGF
of φ takes the form

Gφ(z) = pIz
σpSGTs

(z)pCGTc
(z) (16)

where pI , pS , and pC are class-dependent, as given by

pI,1 = (1 − ρ1τ1)N1 (17)

pI,2 = (1 − ρ1τ1)N1(1 − ρ2τ2)N2 (18)

pS,1 = N1ρ1τ1(1 − ρ1τ1)N1−1 (19)

pS,2 = N1ρ1τ1(1 − ρ1τ1)N1−1(1 − ρ2τ2)N2 (20)

+ N2ρ2τ2(1 − ρ2τ2)N2−1(1 − ρ1τ1)N1 (21)

pC,i = 1 − pI,i − pS,i, i = 1, 2. (22)

2) Backoff Period GB(z): Between two successful trans-
missions, the time contributed by backoff is

B =
NC∑
j=1

φj (23)

where NC is the overall number of generic slots between
two successful transmissions, given that a frame transmission
undergoes C trials (C ∈ {1, 2, . . . ,m}) before success, and φj

is the length of the jth generic slot (we assume φ is an i.i.d.
random variable). Using the conditional expectation, the PGF
of B can be written as

GB(z)=E

[
z

∑NC

j=1
φj

]
=

m∑
c=1

E

[
z

∑Nc

j=1
φj

]
P [C =c]. (24)

Similar to the argument of Ri in (7), C is a geometric random
variable with successful probability 1 − p, i.e., P[C = c] =
pc−1(1 − p). For the first term in (24), the sum of a random
number NC of i.i.d. random variables φ, SNC

=
∑NC

j=1 φj has
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the property GSNC
(z) = GNC

(Gφ(z)). Consequently, we can
obtain GB(z) as

GB(z) = (1 − p)
m∑

c=1

pc−1GNC
(Gφ(z), c) (25)

where we use the notation GNC
(Gφ(z), c) to indicate that it is

a function of c, which can be derived according to [27]. Let
xj be the number of generic slots contained in backoff stage j,
j = 0, . . . , C − 1. According to the exponential binary backoff,
xj is uniformly distributed over [0, CWj − 1], where CWj =
min{2jCW0, 2m′

CW0}, with m′ being the maximum backoff
stage. The PGF of xj can be derived as

Gxj
(z) =

CWj−1∑
k=0

zk

CWj
=

1 − zCWj

(1 − z)CWj
. (26)

The random variable NC can be expressed as

NC =
C−1∑
j=0

xj (27)

such that the corresponding PGF is given by

GNC
(z, c) =

1
(1 − z)c+1

c−1∏
j=0

1 − zCWj

CWj
. (28)

3) Retry Period GR(z): Given that there are C transmission
trials encountered before a successful frame transmission, the
random variable R representing the total time contributed by
transmission trials can be written as

R =
C∑

j=1

φj . (29)

Therefore, the PGF of R is given by

GR(z) = GC (Gφ(z)) . (30)

According to the fact that C follows a truncated geometric
distribution, its PGF is derived as

GC(z) =
m∑

k=1

zk
P[C = k] + pmzm

= (1 − p)
m∑

k=1

zkpk−1 + (pz)m. (31)

4) Pre-Backoff Period GU (z): For AC2, it undergoes pre-
backoffs that introduce further waiting time U . Using a similar
argument, we can derive GU (z) as (see Appendix)

GU (z)=(1−p)
m∑

c=1

pc−1GNU (c)(Gη(z))+(pz)mz∆. (32)

Thus far, we have derived the PGF of the frame service
time for each priority class. However, it is often very difficult,
or even impossible, to analytically invert the Z-transform of

a discrete probability distribution. Several numerical inversion
algorithms have been proposed to address this difficulty. Next,
we employ the approach in [28] and [29] to obtain the nth
moment of a discrete random variable from its PGF.

C. Numerical Evaluation of the Frame Service Time

The PMF of the frame service time Zi, i = 1, 2, which
was derived in the previous subsection, can be obtained by the
numerical algorithm reported in [29]

Zi(k) =
1

2klrk

[
β0(k, l, r) + (−1)kβk(k, l, r)

+ 2
k−1∑
j=1

(−1)jRe
(
βj(k, l, r)

)]
(33)

where βj(k, l, r)=
∑l−1

j1=0 e−πij1/lZ(reπj(j1+lj2)/lk), j =
√
−1,

1 ≤ j2 ≤ k for real r and integer l. As suggested in [29], the
algorithm can achieve a low error estimate (less than 10−8)
by setting l = 1 and r = 10−4/k, reducing to the simplified
formula

Zi(k) =
1

2krk

[
Zi(r) + (−1)kZ(reπi)

+ 2
k−1∑
j=1

(−1)jRe
(
Z(reπij/k)

) ]
. (34)

The nth moment µn is obtained by numerically inverting Z(z′),
z′ = ez [28], i.e.,

µn =
n!

2nlrn
n

{
Z(rn) + (−1)nZ(−rn)

+ 2
nl−1∑
j=1

Re
[
Z(rneπij/nl)eπij/l

] }
− ē. (35)

V. MEAN WAITING TIME ANALYSIS

Our mean waiting time analysis is obtained by modeling each
station as a G/G/1 queue. It is well known that there is no exact
expression for the mean waiting time of the G/G/1 queue. In
what follows, we consider three approximate queueing systems
and summarize them in Table I.

A. MMPP/G/1

The MMPP/G/1 model is parameterized by the service
time distribution and its Laplace–Stieltjes transform h̃(s). The
arrival process is parameterized by Q and Λ (see Section III-A).
The mean waiting time W can be found as [30, Sec. 3.1.4.1]

W =
1
ρ

[
1

2(1−ρ)

[
2ρ+λah(2)−2h(1)

(
(1−ρ)g+h(1)ΠΛ

)

× (Q + eΠ)−1λ

]
− 1

2
λah(2)

]
(36)
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TABLE I
CONSIDERED QUEUEING SYSTEMS

where g is a vector that can be obtained by the iterative
algorithm provided in [30, Sec. III-B].

We consider two approximations for the service time, i.e.,
the exponential and gamma distributions. They are considered
because the Laplace transform of either has a closed-form
expression, which is required in computing the vector g in (36).
In addition, these two distributions are representative in the
sense that they rely on different orders of moments to model the
distribution, that is, the exponential distribution can be modeled
just by the first-order statistics, whereas the gamma distribution
needs the first two moments to describe its distribution. Thus,
we have two queueing systems, i.e., the MMPP arrival process
with gamma service time, which is denoted as QΓ

MMPP, and the
MMPP arrival process with exponential service time, denoted
as QM

MMPP. Their distributions and corresponding Laplace
transforms are listed in Table I, where m1 and m2 represent
the first two moments of the service time obtained from (35),
α = m2

1/(m2 − m2
1), and β = m1/(m2 − m2

1).

B. Heavy Traffic Approximation

For the heavy traffic case (or saturated stations), i.e., ρ → 1,
W can be approximated by [31]

W ≈ ρ

1 − ρ

h(1)
(
c2
X + c2

Y

)
2

(37)

where cX = λXσX and cY = λY σY denote the coefficients of
variation of the interarrival time and service time, respectively.
Combining with the exponential service time approximation,
we obtain the queueing systems QM

heavy. Likewise, QΓ
heavy rep-

resents the heavy traffic approximation with gamma-distributed
service time.

C. PMRQ Approximation

The exact analysis of the queueing system with autocor-
related arrival processes (thus nonrenewal) is generally hard
and incurs a high computational burden. Approximating the
nonrenewal arrival process by a renewal counterpart is a
commonly used approach to deal with the complex queueing
system. Recently, Jagerman et al. [6] proposed a renewal
approximation to analyze delay systems with autocorrelated
arrival processes. The property of the correlated interarrival
time is first captured by the peakedness function, as defined
in [32]. By mapping a G/G/1 queue to an approximating

GI/G/1 queue called the Peakedness Matched Renewal Queue
(PMRQ), which preserves the peakedness of the original arrival
process and its arrival rate, it is shown that the approximate
GI/G/1 queue achieves close enough performance measures
to those of the original system. In this paper, we adopt the
peakedness matching technique proposed in [6] to estimate
the mean waiting time in our system, leading to the QΓ

PMRQ

approximation with gamma service time distribution and the
QM

PMRQ with exponential service time distribution. Note that
the PMRQ approximation has also been applied to a recent
work [33], studying the impact of correlated wireless channel
variations to queueing systems. In the following, we give the
gist of the PMRQ approximation relevant to our study.

The object of the PMRQ approximation is to approximate a
general arrival process X by a renewal process X ′, considering
the fact that X ′ is generally analytically simpler than X . The
approximation is achieved by matching the peakedness function
of X , which is denoted as zX(s), to that of X ′, which is denoted
as zX′(s). It has been shown that the Laplace transform of X ′

takes the form of

ãX′(s)=
λXαE +(λX +AEαE)s

λEαE +(λE +αE +AEαE)s+s2
, s ≥ 0 (38)

where λX is the average arrival rate of X , and AE and αE

are estimated from zX(s). To obtain the mean waiting time,
first consider the complementary stationary distribution of the
waiting time W that is asymptotically approximated as

P[W > t] ≈ ΓW e−θW t, t ≥ 0 (39)

where ΓW is referred to as the asymptotic coefficient, and θW is
called the critical decrement. The corresponding mean waiting
time can be approximated by

W ≈ ΓW

θW
. (40)

Given the Laplace transform of the approximate renewal
process ãX′(s) and that of the service time distribution h̃(s),
one can compute θW as the smallest positive root of

ãX′(θ)b̃(−θ) = 1, θ > 0. (41)
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On the other hand, the asymptotic coefficient ΓW can be
found from

ΓW = 2
k̃+(0) − k̃+(θW )

k̃+(−θW ) − k̃+(θW )
(42)

where k̃+ can be obtained by decomposing the kernel transform

k̃(s) = ãX′(−s)h̃(s) (43)

into k̃(s) = k̃−(s) + k̃+(s). By inserting ãX′(s) and h̃(s) into
(43) and using the partial fraction decomposition technique, one
can obtain the decomposition of k̃(s) as

k̃+(s) = k̃(s) − k̃−(s) (44)

k̃−(s) =
λXαE − (λX + AEαE)r1

r1 − r2
· h̃(r1)
s − r1

+
λXαE − (λX + AEαE)r2

r2 − r1
· h̃(r2)
s − r2

(45)

where (r1, r2) are the roots of the quadratic function λXαE −
(λX +αE +AEαE)s+s2 =0. Notice that a typo in [6, eq. (9.5)]
has been fixed here.

VI. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we first validate the efficacy of our analyt-
ical results through simulations. We then study the effects of
traffic characteristics, namely the burstiness and correlations,
to the MAC layer performance. We focus on the temporal
performance metrics, i.e., frame service time and waiting time,
whereas other metrics, such as throughput and efficiency, can be
readily obtained but are omitted here due to space limitation.

The traffic arrival process is modeled by a two-state MMPP,
which has been widely used as a building block for the con-
struction of various multimedia sources such as voice, video,
and Internet traffic [34], [35, Sec. IV-A]. The use of the two-
state MMPP model also enables simple and explicit forms of
important parameters that facilitate our demonstration. A two-
state MMPP is characterized by the infinitesimal generator
Q = [qij ] given by

Q =
[
−σ1 σ1

σ2 −σ2

]
, (46)

a diagonal matrix Λ of the Poisson arrival rates given by

Λ =
[

λ1 0
0 λ2

]
(47)

and the initial probability vector

π0 =
1

λ1σ2 + λ2σ1
[λ1σ2 λ2σ1]. (48)

The steady-state probability vector Π is given by

Π = (π1, π2) =
1

σ1 + σ2
(σ2, σ1). (49)

TABLE II
PARAMETERS USED IN THE PERFORMANCE EVALUATION

The mean arrival rate λa is given as

λa =
σ1λ2 + σ2λ1

σ1 + σ2
. (50)

In addition, two parameters are used to describe the burstiness
and the correlation of the arrival process. The burstiness is
characterized by the squared coefficient of variation of the
interarrival time c2, as defined in (1), and has the form [36]

c2 = 1 +
2σ1σ2(λ1 − λ2)2

(σ1 + σ2)2(λ1λ2 + λ1σ2 + λ2σ1)
. (51)

The one-step correlation coefficient r1 is used to describe the
correlation between interarrival times, as given by [36]

r1 =
E [(tn−1 − E[Xt−1]) (tn − E[tn])]

Var[tn]

=
λ1λ2(λ1 − λ2)2σ1σ2

c2(σ1 + σ2)2(λ1λ2 + λ1σ2 + λ2σ2)2
(52)

where tn denotes the nth interarrival time. Based on the interre-
lation between c2 and r1, we can generate the arrival processes
with the same mean arrival rate but different bursty/correlation
characteristics, as suggested in [36]. In our experiments, we fix
λ1 = 1 and find the corresponding MMPP parameters (σ1, σ2)
as a function of λ2 from (50) and (51). Subsequently, the
relation between r1 and λ2 can be obtained by (52). The value
of c2 is chosen from {2, 10, 20}, which represents different
degrees of burstiness. It is reported in [37] that c2 = 18.1 is
very large compared to that of a Poisson process, which has a c2

value of 1.0. The corresponding correlation r1 is then obtained
as long as the inequality λi < σi is satisfied.

The PCA protocol in [4] is simulated using our event-driven
simulator. All the numerical results reported here are obtained
based on the PHY and MAC parameters listed in Table II. Both
RTS/CTS handshake and the contention-free burst functionality
[4] are disabled. Because of space limitation, we fix the mini-
mum CW size for all ACs and only report the results relevant
to the impact of AIFS. In all the experiments, we consider
the following setting: The number of stations N1 = N2 = 5;
each AC1 station carries a traffic flow driven by the two-state
MMPP with the same parameters r1 and c2; and AC2 stations
are saturated such that there are always frames in their MAC
buffers. Such a setting mimics the scenario where the station
carrying multimedia traffic has a higher priority, and the traffic
delivered by other stations is considered as the background
traffic with low priority. We are interested in the mean waiting
time and mean service time of the high-priority multimedia
traffic.
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Fig. 2. Comparisons of mean waiting time obtained from simulations and
from the approximated queueing systems (listed in Table I) in different degrees
of burstiness, with λa = 0.6, and M = 2. (a) Low bursty traffic c2 = 2.
(b) High bursty traffic c2 = 10.

A. Model Validation

To verify the efficacy of our analysis, we compare the mean
waiting time obtained from simulations and those obtained
from the aforementioned approximation methods, as summa-
rized in Table I. We fix the mean arrival rate of λa =0.6
and consider two burstiness levels, i.e., c2 =2 and c2 =10.
Fig. 2(a) displays the result of a low bursty case with c2 =2.
The simulation results show that the mean waiting time tends
to increase as the one-step correlation increases, and a rapid
increase can be found for r1 > 0.2. It can be seen that QΓ

MMPP

and QM
MMPP can reasonably capture this increasing trend,

whereas QΓ
MMPP slightly outperforms QM

MMPP. QM
PMRQ per-

forms similar to the previous two approximations for low and
medium correlation r1 and loses its accuracy for a high cor-
relation range. The heavy traffic approximation performs close
to the simulation results for low and medium r1, but the flat
curve indicates that this approximation cannot properly reflect

the impact of correlation (here the server utilization factor ρ
is about 0.7). Fig. 2(b) displays the results of higher bursty
traffic with c2 = 10. Similar to the low bursty case, QΓ

MMPP

and QM
MMPP well approach the simulated mean waiting time

curve for all ranges of the correlation r1. QM
PMRQ performs

very close to the previous two approximations in this setting.
Again, the heavy approximation does not effectively reflect the
impact of correlation in interarrival times. The above results
suggest that QΓ

MMPP and QM
MMPP can capture the impact of

traffic characteristics to the mean waiting time with reasonable
accuracy. In particular, the former performs slightly better than
the latter. For brevity, in what follows, we will only report the
results for the gamma approximation.
1) Remark on the QM

PMRQ: It can be found that QM
PMRQ is

also effective in responding to the effect of bursty/correlation
in the arrival process. Although QM

PMRQ tends to underestimate
the mean waiting time for low and medium levels of correla-
tion, the use of GI arrival approximation helps to reduce the
computational burden. Its inaccuracy should be due to the
peakedness function obtained from the exponential service time
approximation.

B. Burstiness/Correlation Versus Mean Waiting Time

To further explore this performance characteristic, we present
the results of different traffic densities, i.e., λa = 0.3 in
Fig. 3(a) and λa = 0.6 in Fig. 3(b), respectively. Comparing the
effects of burstiness c2 and correlation r1, both figures show
that, for low and medium correlation r1, the traffic burstiness
dominates the mean waiting time. For highly correlated traffic,
the mean waiting time exponentially grows, which implies that
the correlation r1 between interarrival times has stronger effects
on the mean waiting time. These results confirm the impor-
tance of taking into account the second-order statistics (e.g.,
burstiness/correlation) of the multimedia traffic in estimating
the mean waiting time. On the other hand, according to our
simulation results, the mean service time is not sensitive to
the burstiness/correlation properties of interarrivals. Hence, the
assumption of a Poisson arrival process, which has r1 = 0 and
c2 = 1, is reasonably valid to obtain the mean service time es-
timation. However, this assumption greatly underestimates the
mean waiting time of the incoming traffic with bursty/correlated
arrivals and, thus, compromises its usage in evaluating the
multimedia traffic performance. For instance, the video traffic
generally has a strict delay bound, where a video frame may
become useless if it cannot arrive at the decoding buffer in time.
Proactively dropping the video frame that has a high probability
of exceeding the deadline has been an effective approach to
improve the video quality and bandwidth utilization in wireless
transmissions [38]. In this context, an accurate estimate about
the mean frame waiting time can assist in designing an effective
transmission policy.

C. Impact of AIFS

The impact of AIFS on the mean waiting time is investigated,
and the results are shown in Fig. 4(a) and (b) for λa = 0.3
and λa = 0.6, respectively. The label of the horizontal axis
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Fig. 3. Impact of burstiness and correlation in interarrival times to the mean
waiting time of AC1 in different traffic loads, with M = 2. (a) Low traffic load
λa = 0.3. (b) High traffic load λa = 0.6.

M represents the difference between AIFS1 and AIFS2, and
a larger M provides more protection to AC1 transmissions.
We compare the mean waiting time W1 of AC1 resulting
from two scenarios, i.e., low correlated/bursty interarrivals (i.e.,
r1 = 0.12, c2 = 2) and high correlated/bursty interarrivals (i.e.,
r1 = 0.24, c2 = 10). We also report the mean service time Z1

of AC1, obtained from simulations, to demonstrate the effect of
AIFS differentiation.

We have the following observations. 1) The descending trend
in both figures shows that, although setting a larger M can
help to reduce the mean waiting time of AC1, the achieved
gain is most significant when M is increased from 1 to 2,
and its strength is reduced for a larger M . On the other hand,
the results in [14] have shown that increasing M could re-
markably degrade the throughput of low-priority AC2 stations,
whereas the increase of AC1’s throughput is minor. Hence,
this gross observation suggests that a conservative setting of
AIFS should be considered in differentiating the TXOP of high-

Fig. 4. Impact of AIFS on mean waiting time with N1 = N2 = 5, where
M = AIFSN2 − AIFSN1. (a) Low traffic load λ = 0.3. (b) High traffic load
λ = 0.6.

priority traffic from low-priority traffic. 2) A traffic with higher
bursty/correlation levels is more sensitive to AIFS differentia-
tion. Take the low traffic load case in Fig. 4(a), for example.
W1 drops by about 87% from M = 1 to M = 5 for the high
correlated/bursty scenario, whereas the reduction is by about
78% for the low correlated/bursty scenario. 3) The effect of
AIFS is magnified for a higher traffic load. Consider the highly
correlated/bursty interarrivals case for instance. Increasing M
from 1 to 2 yields about a 52% decrease in mean waiting
time W1 for λa = 0.3 [Fig. 4(a)], whereas it is about 78%
for λa = 0.6 [Fig. 4(b)]. The above observations indicate that
dynamically changing the contention parameters should be
beneficial to improving the QoS provisioning for multimedia
traffic using the PCA protocol.

D. Potential Application

Finally, we present a potential application of our analysis.
For a multimedia traffic sensitive to delay, the deadline missing
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Fig. 5. Dead line rate (DMR) versus one-step correlation (r1) for different
degrees of burstiness, with N1 = N2 = 5, M = 2, and λa = 0.6. (a) Low
bursty traffic c2 = 2. (b) High bursty traffic c2 = 10.

ratio (DMR) is a useful temporal metric in characterizing the
QoS provisioning. DMR is defined as the probability that the
frame waiting time in the MAC buffer exceeds a predefined
deadline, i.e., P[W > D]. A direct computation of this tail
probability is generally difficult since the exact waiting time
distribution may not exist in explicit form. Alternatively, we
can adopt the approximation of (39), as suggested in [6], to
obtain the analytical value of DMR, by taking advantage of its
adequate accuracy in most cases, as we have discussed above.
Here, we fix M = 2 and λa = 0.6, and vary the degrees of
burstiness and correlation.

The results are shown in Fig. 5(a) and (b) for c2 = 2 and
c2 = 10, respectively. For the low bursty traffic c2 = 2, we can
see that the DMR quickly drops for D less than 10 ms, and the
tail becomes quite flat for larger D, since the correlation r1 has
a minor impact on the mean waiting time when the traffic load is
light. For a highly bursty traffic, as shown in Fig. 5(b), not only
the DMR is higher compared to that of a low correlated one,
but the correlation r1 also has a dramatic impact on the DMR.
Furthermore, if we compare the DMR curve for r1 = 0 in both
figures, we can find that they are nearly the same. However,

as the correlation r1 increases, the DMR surface of the high-
burstiness traffic (c2 = 10) is clearly different from that of
low-burstiness traffic (c2 = 2). For the high-burstiness traffic, a
deadline (say D = 10), which is sufficient to ensure low DMR
for the low correlated interarrivals, is not applicable to the high
correlated interarrivals, where additional protections, such as
smaller minimum CW and longer TXOP, may be cooperatively
used with AIFS to ensure a desired low DMR.

VII. CONCLUSION

We have presented a simple yet accurate model for the
performance study of the distributed PCA protocol in the
WiMedia MAC specification. We have focused on the inter-
relation between the AIFS mechanism specified in PCA and
the burstiness/correlation properties in the multimedia traffic.
While the burstiness/correlation in the interarrivals has been
neglected in most studies, we have shown their significant
impact on the mean frame waiting time. We derive the PGF of
service time distribution and model the multimedia traffic as an
MMPP process, which is able to capture the bursty/correlated
characteristics of interarrivals. The mean frame waiting time
is obtained using queueing analysis, where we consider sev-
eral approximate systems, including the exact MMPP arrival
process and its GI counterpart, combined with the exponential
and Gamma service time approximations. The asymptotically
heavy traffic approximation is also considered.

Although none of these methods is clearly the best in
all cases, the QΓ

MMPP and QM
MMPP approximations provide

reasonable accuracy and adequately reflect the impact of
burstiness/correlation in interarrivals. QM

PMRQ achieves an ac-
curacy similar those of the other two methods (QΓ

MMPP and
QM

MMPP) in certain cases, and its notable benefit in easing the
computational burden deserves further study.

It is demonstrated that the effect of AIFS tends to be mag-
nified when the traffic load is high or the interarrivals are
highly bursty and correlated. The burstiness has a significant
impact on the queueing performance, and the correlation has a
stronger impact on highly bursty traffic. We have also presented
a potential application of our analysis in QoS provisioning for
real-time traffic. Our analysis has suggested that dynamically
adjusting the contention parameters in response to the traffic
characteristics and the network condition may need to be
considered to support multimedia traffic with a stringent delay
requirement.

APPENDIX

DERIVATION OF GU (z)

To derive the PGF of the pre-backoff period GU (z), con-
sider the fact that when the tagged AC2 station is backoff
in zone 2, the backoff procedure is interrupted if any other
stations transmit, which occurs with probability 1 − γ, where
γ = (1 − τ1)N1(1 − τ2)N2−1. Hence, when the tagged station
experiences xi backoffs in stage i, there are (1 − γ)

∑C−1
i=1 xi

interruptions or segments, providing a total of C transmission
trials before one successful transmission. In each segment,
the backoff counter can be decremented only when zone 1 is
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idle with probability θ2. With probability 1 − θ2, one or more
AC1 stations may transmit in any of the slots in zone 1, and
the current uncompleted zone 1 is immediately ended due to
this transmission. Therefore, for each backoff segment of the
tagged AC2 station, there are a number of “pre-backoff waiting”
periods, which are denoted Q, preceding the “pure” backoff
stage. While Q itself is a geometric random variable with
parameter θ2, to simplify the analysis, we let Q = 1/θ2. As a
result, the overall number of pre-backoff waiting periods, which
is denoted NU (C), is equal to NU (C) = (1 − γ)/θ2

∑C−1
i=1 xi,

and its PGF is given by

GNU (C)(z)=E

[
z

1−γ
θ2

∑C−1

j=0
xj

]
=

C−1∏
j=0

Gxj

(
z(1−γ)/θ2

)
. (53)

To compute the length of a pre-backoff waiting period, we use
an argument similar to computing the length of a generic slot.
Define η as an i.i.d. random variable representing the length of
the pre-backoff waiting period. If the first interrupted slot in
zone 1 is the Ñ th slot, the length of the pre-backoff waiting
period equals η = (Ñ − 1)∆ + Ts. Therefore

Gη(z) = GÑ (z∆)z−∆GTs
(z) (54)

where

GÑ (z)=
M∑

k=1

zÑP [Ñ =k]=(1−pI,1)
M∑

k=1

zk(pI,1)k−1 (55)

and pI,1 is given by (17). The total pre-backoff period

U =
∑NU (C)

i=1 ηi has the PGF given by

GU (z) =(1−p)
m∑

c=1

pc−1
E

[
z
∑NU (c)

i=1
ηi

]
+pmzm∆

=(1−p)
m∑

c=1

pc−1GNU (c) (Gη(z))+(pz)mz∆. (56)
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