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Abstract— In this paper, designing an effective user relaying
algorithm, in terms of relay node selection and power allocation,
is discussed for amplify-and-forward wireless relay networks. The
objective is to simplify the application of user relaying in practical
wireless communication networks so that the system capacity
can be improved with low computational complexity and system
overhead. Beginning with the derivation of a tight threshold-
based sufficient condition on the feasibility of a relay node, i.e.,
ensuring that user relaying via the node can achieve a larger
channel capacity than direct transmission, a semi-distributed
user relaying algorithm is proposed. In the proposed algorithm,
each relay node can make decision on its feasibility individually,
and the ultimate decision on the relay node selection among
multiple feasible ones is made in a centralized manner. Since
there is no need on exchanging channel state information among
different network nodes, the proposed algorithm is simple for
implementation and suitable for practical applications, which
have stringent constraints on system overhead. By comparing
with the centralized user relaying algorithm, which requires
global channel state information of the whole network, the
proposed semi-distributed algorithm can provide comparable
system capacity, but has significantly reduced computational
complexity.

Index Terms— User relaying, amplify-and-forward, power al-
location, scheduling, wireless relay networks.

I. INTRODUCTION

W ITH the development of advanced wireless commu-
nication technologies, wireless networks have been

widely accepted as an inexpensive solution to provide last-
mile access to the Internet [1]. The concept of wireless
backbone networks has appeared in the current standards,
such as IEEE 802.16 or WiMAX (worldwide interoperability
for microwave access). Different from wireline networks,
broadcast is an inherent property of wireless transmission, i.e.,
the information transmitted from a source node can be received
by not only the destination node, but also the neighboring
nodes surrounding the source. In traditional wireless networks,
such signals received by the neighboring nodes are treated
as interference and many communication techniques (such as
equalization) have been developed to alleviate their impact.
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However, such signals actually contain the same information
as that received by the destination node. Therefore, if they
can be properly forwarded to the destination, the reception
performance may be improved. This motivates the application
of a new technology, called user relaying.

User relaying is an emerging technology to achieve virtual
spatial diversity in wireless communication networks [2]. The
basic idea is that some nodes in the network overhear the
information transmitted from the source node and relay what
is received to the destination. Since the same information
is obtained at the destination node from different spatially
located nodes, a kind of spatial diversity, called cooperative
diversity, is achieved. Compared with multi-antenna tech-
nique, a traditional way to achieve spatial diversity, user
relaying can provide spatial diversity gain without requiring
the establishment of multiple antennas on the source node,
which ordinarily has very limited space. Recently, cooperative
diversity has been considered as a promising technique for
ad hoc, sensor, and mesh networks, and has been expected
to be involved in the standards, such as IEEE 802.11, IEEE
802.15.4a, and IEEE 802.16 [3]–[5].

User relaying could be implemented using amplify-and-
forward [6] or decode-and-forward approach [6], [7]. In
amplify-and-forward, the relay node simply amplifies and for-
wards what is received from the source node, while in decode-
and-forward, the relay node will first verify the correctness
of the message from the source node by decoding, and then
forwards the re-encoded signal to the destination. Each of
the two approaches has its advantages and disadvantages for
communications in wireless environments. In this paper, the
discussion will focus on amplify-and-forward relay networks
only since it has advantages in simple implementation and low
computation load on relay nodes, .

The effectiveness of the user relaying on network per-
formance improvement has been demonstrated in [6], [8]–
[11]. However, analytical results also indicate that such per-
formance improvement heavily depends on selecting suitable
relay nodes and allocating proper power among the source and
the relay nodes [6]. Otherwise, applying user relaying may
not achieve performance improvement, or may even worsen
the performance, compared to direct transmission without
relaying. Therefore, designing effective relay node selection
and power allocation algorithms becomes critical in wireless
relay networks. However, the design is challenging in practical
scenarios, which have limitations on the availability of channel
state information and the system complexity. Recent research
work in the literature can be classified into two groups. One
group focuses on designing distributed space-time coding al-
gorithms [12]. While fully distributed relay node selection can
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be achieved, such coding schemes require complete channel
state information between any pair of nodes, which is ordi-
narily infeasible in practical networks. In addition, encoding
and decoding may result in high computational overhead. The
other group designs explicit relay node selection and power
allocation algorithms, such as [6], [13]–[17]. Relay node se-
lection, referred to as partner matching, is studied in [18]. Both
centralized [6], [13], [14] and distributed algorithms [15]–
[17] have been proposed. The centralized algorithms focus
on solving complicated optimization problems by assuming
complete channel state information, which makes the cen-
tralized algorithms impractical to implement. The distributed
algorithms are based on opportunistic cooperation, which may
induce high system overhead due to contention. In addition,
few works [19] consider the application of user relaying from
the whole network point of view. Therefore, it is still an
important and open topic to design a practically implementable
user relaying algorithm for wireless communication networks.

In this paper, designing effective user relaying algorithms by
jointly optimizing relay node selection and power allocation is
proposed for wireless relay networks. A simple relay network,
which consists of one source and destination pair, is first stud-
ied. A joint optimization problem, which integrates relay node
selection and power allocation to maximize network capacity
in terms of achievable mutual information, is formulated and
the optimal solutions are obtained by completely searching
all available relay nodes. In order to reduce the computa-
tional complexity, the original joint optimization problem is
decoupled into two subproblems, which include best relay
node searching with uniform power distribution between the
source node and the relay node, and the optimal power
allocation based on the given relay node. Under uniform power
allocation, both sufficient and necessary conditions are derived
for determining the feasibility of the relay nodes, i.e., applying
user relaying through these relay nodes will provide better
capacity than direct transmission. Two thresholds are provided
to the sufficient and necessary conditions, which significantly
simplifies the search for the best relay node. Then, a closed-
form optimal power allocation scheme is developed given the
relay node selection. The obtained results are then applied
to a more general relay network with multiple source and
destination pairs, and a semi-distributed user relaying algo-
rithm is proposed. By “semi-distributed” it is meant that each
relay node can individually decide on its feasibility, while
the final decision on the relay node selection is still carried
out in a centralized manner. Since there is no requirement on
exchanging channel state information, the proposed algorithm
is simple for implementation and suitable for practical wireless
communication networks, which have stringent constraints
on system overhead. By comparing with the optimal case,
where complete channel state information is available, the
proposed semi-distributed algorithm can provide comparable
capacity performance with significantly reduced computational
complexity, measured in terms of average search time.

The remainder of this paper is organized as follows. In
Section II, the system model of the wireless relay network
under consideration is defined and the system capacity in terms
of achievable maximum average mutual information is formu-
lated. User relaying algorithms for the network with a single
source and destination pair are discussed in Section III, where
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Fig. 1. System model of the wireless relay network.

sufficient and necessary conditions for relay node selection and
closed-form power allocation are derived. Section IV presents
the proposed semi-distributed user relaying algorithm for the
network with multiple source and destination pairs. In Section
V, the performance of the proposed user relaying algorithms
is evaluated by computer simulation. Conclusions of this work
are given in Section VI.

II. SYSTEM MODEL

Fig. 1 shows the system model of the wireless relay network
under consideration, which consists of N source (S) nodes, N ′

available relay (R) nodes, and a single destination (D) node.
One interpretation of such model is the IEEE 802.16 point-
to-multiple-point (PMP) network, where the source nodes
represent the end users with packets waiting for transmission,
and the destination node represents the access point (AP).
Nonetheless, most results derived in this paper are generally
applicable to networks with multiple destination nodes. In
this study, the inter-user interference is omitted by allocating
orthogonal channels for different source nodes, e.g., using
orthogonal frequency division multiple access (OFDMA).
How to combat the inter-user interference is beyond the
scope of this paper and will be considered in the future.
For each source node, except for the direct connection to
the destination node, one of the available relay nodes can be
chosen to construct a relay path. By appropriately selecting
a suitable relay node and distributing transmission power,
effective cooperative diversity gain can be achieved to improve
the system capacity. The number of relay nodes selected for
each source node is limited to no more than 1. Although
employing multiple relay nodes at the same time may further
improve the cooperative diversity gain, the resultant lower
spectrum efficiency and high computational complexity may
lead to beneficial performance-complexity tradeoff [6]. Each
relay node works under the amplify-and-forward mode, i.e.,
the relay node simply amplifies the received signal from the
source node and then forwards it to the destination.

The transmission in the time domain is on a frame-by-frame
basis. Each frame consists of two consecutive time slots. The
first time slot is used for the transmissions of the source nodes
and the second one is used for either relay nodes or source
nodes depending on whether user relaying is applied. Such
transmission pattern reflects the half-duplex requirement of
the practical equipment, which ordinarily cannot transmit and
receive at the same time.
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Each pair of nodes, i and j, experiences a flat fading channel
with channel gain αij [6]. The channel gain may integrate
the effects from both propagation path loss and fading, and
is slowly time-variant so that it is approximately unchanged
during each frame interval. Since this paper focuses on de-
signing relay node selection and power allocation algorithms,
we omit the discussion on channel estimation and assume the
availability of perfect channel state information. For channel
estimation methods, the reader is referred to works available
in the literature, e.g., [20], for channel estimation in OFDM
systems.

Consider a transmission consisting of a source node s, a
relay node i and a destination node d. Let a frame begin at
time slot n. Then, at the end of the slot, the received signals
at relay node i and destination node d are respectively given
by

ysi[n] = αsixs[n] + Zi[n], (1)

ysd[n] = αsdxs[n] + Zd[n] (2)

where αsi and αsd denote the channel gains from the source
node to the relay node and from the source node to the
destination node, respectively. xs[n] denotes the information
signal transmitted from the source node at time slot n. Zi[n]
and Zd[n] denote the background noise at relay node i and
destination node d, respectively, which are independent iden-
tically distributed (i.i.d.) complex Gaussian random variables
with a common variance σ2

n.
At the end of time slot n + 1, the received signal at

destination node d from relay node i is given by

yid[n + 1] = αidλiysi[n] + Zd[n + 1]
= αidλiαsixs[n] + αidλiZi[n] + Zd[n + 1] (3)

where αid is the channel gain between the relay node and
the destination node. λi is an amplification factor, which is
used to guarantee the transmission power of the relay node
and satisfies

λ2
i (|αsi|2Ps + σ2

n) = Pi

⇒ λ2
i =

Pi

|αsi|2Ps + σ2
n

(4)

where Ps and Pi denote the transmission power of the source
node and the relay node, respectively.

Equations (1), (2), and (3) can be combined into a more
compact form as

Y = Axs[n] + BZ (5)

where

Y = [ysd[n], yid[n + 1]]T

A = [αsd, αidλiαsi]T

B =
[

0 1 0
αidλi 0 1

]

Z = [Zi[n], Zd[n], Zd[n + 1]]T

and the superscript “T ” denotes matrix transpose.
Channel capacity in bits per unit bandwidth is defined as

the average mutual information maximized over all choices of
the marginal probabilities, while the actual capacity is given
by the product of maximum average mutual information and

the system bandwidth. If the entire system capacity can be
utilized to delivery messages, then throughput is identical to
system capacity.

If αsi, αid and αsd are known, the channel combining
both the direct path and the relay path can be modelled as
an equivalent one-input, two-output complex Gaussian noise
channel, which has the maximum average mutual information
Ii
AF given by [6]

Ii
AF =

1
2

log det(I + (PsAAH)(BE[ZZH ]BH)−1) (6)

where E[·] denotes the mean of the random variable, det(·)
outputs the determinant of the matrix, I is an identity matrix,
and the superscript “H” represents the complex conjugate
transposition. Let βsi = |αsi|2, βsd = |αsd|2, and βid =
|αid|2. We have

Ii
AF =

1
2

log(1 +
Ps

σ2
n

(βsd +
βsiβidPi

βsiPs + βidPi + σ2
n

)). (7)

Note that λi in (7) has been replaced by (4).
If no relaying is applied and both time slots in one frame

contribute to the source node’s transmissions, the achievable
average mutual information for the direct transmission can be
calculated as

ID = 2 × 1
2

log(1 +
βsdPs

σ2
n

)

=
1
2

log(1 +
βsdPs

σ2
n

)2. (8)

Combining (7) and (8), the maximum average mutual
information (or capacity) for a pair of cooperating users is
equal to

C = max{ID,max
i

(Ii
AF )}. (9)

Obviously, the achievable maximum average mutual informa-
tion depends on the transmission power of the source node
(Ps), the transmission power of the relay node (Pi), and the
channel gains (βid and βsd). Therefore, in order to achieve
maximum capacity, all parameters should be appropriately
considered.

III. RELAY NETWORK WITH SINGLE SOURCE NODE

In this section, we consider a relay network, which consists
of one single source node.

A. Optimization Problem Formulation

Our objective is to maximize the capacity of the relay
network by designing suitable values of Ps and Pi, and
selecting a relay node with appropriate channel gains βsi and
βid. The constraint is that the total transmission power, Ps+Pi,
is upper bounded by Pmax. Such constraint is the common
requirement in practical systems where the transmission power
should be properly distributed to lengthen the network lifetime
by avoiding power exhaustion on only some of the nodes.
According to (7) and (8), the optimization problem should
address the following questions:

1) Does the user relaying outperform the direct transmis-
sion?

2) Which relay node should be selected to achieve maxi-
mum capacity?
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3) How is the total transmission power distributed between
the source node and the relay node?

By taking all these aspects into account, the optimization
problem in terms of relay node selection and power allocation
can be formulated as⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

max{ID,maxεi,Ps,Pi
{∑i∈Γa

εiI
i
AF }}

subject to

Ps +
∑

i∈Γa
εiPi ≤ Pmax, (condition I)

∑
i∈Γa

εi ≤ 1, (condition II)

Ps, Pi ≥ 0, ∀i ∈ Γa

(10)
where Γa denotes the set of all available relay nodes. εi is an
indicator function of relay node selection, which takes a value
of either 0 or 1. εi = 1 means that relay node i is selected
for the given source-destination pair and εi = 0 otherwise.
In (10), condition I is the constraint on the total transmission
power and condition II means that at most one relay node can
be selected. If

∑
i εi = 0, both time slots are used for the

transmissions of the source node, i.e., direct transmission.
Since the size of Γa is ordinarily limited in practice, i.e.,

|Γa| = N ′ < ∞, the optimal solution of (10) can be obtained
by completely searching all available relay nodes and then
choosing the one which can provide the maximum capacity
with optimal power allocation. We call such an algorithm
the complete searching algorithm. Obviously, the complexity
of the complete searching algorithm equals N ′ times of the
computational efforts required to solve the optimal power
allocation problem for each relay node. Thus, if the number of
available relay nodes is large, the computational complexity of
the complete searching algorithm may introduce heavy burden
on the destination node’s operation, especially for a battery-
powered node. The situation becomes worse in a network
consisting of N (N >> 1) source nodes. In other words,
we need to solve N ′ ×N optimal power allocation problems
before obtaining the optimal solution for (10). In order to
reduce the computational complexity, in the following, we
decouple the original joint optimization problem in (10) into
two subproblems. One is to search the best relay node based
on a uniform power distribution between the source and the
relay node, and the other is to optimize power distribution
given that one relay node has been selected. Simulation results
in Section V show that such decoupling does not degrade
much the capacity performance compared to the complete
searching algorithm but provides significant deduction on the
computational complexity.

B. Relay Node Selection

In this subsection, the conditions for selecting a feasible
relay node are derived under the assumption that the transmis-
sion power is uniformly distributed between the source node
and the relay node. A relay node is feasible if user relaying
via it can provide better capacity performance than direct
transmission. The assumption of uniform power distribution

is reasonable since uniform power distribution is optimal in
practical systems if power allocation is not applicable or
channel state information is unknown.

Since the average mutual information Ii
AF is an increasing

function of both Ps and Pi as shown in (7), the maximum
capacity can be achieved when equality is held in condition
II of (10). Therefore, for uniform power distribution,

Ps = Pi = Pmax/2 � P. (11)

Substituting (11) into (7) and (8), we have

Ii
AF =

1
2

log(1 + SNR(βsd +
βsiβidSNR

(βsi + βid)SNR + 1
)) (12)

ID =
1
2

log(1 + βsdSNR)2 (13)

where SNR = P/σ2
n is the signal-to-noise ratio at the

transmitting node.
If relay node i is feasible, then

Ii
AF > ID

⇒1 + SNR(βsd +
βsiβidSNR

(βsi + βid)SNR + 1
) > (1 + βsdSNR)2

⇒ βsiβidSNR

(βsi + βid)SNR + 1
> βsd(1 + βsdSNR). (14)

For the given source and destination pair, the right-hand side
of the inequality is a constant. Let

Cn = βsd(1 + βsdSNR). (15)

Then, (14) becomes

βsiβidSNR/Cn − (βsi + βid)SNR − 1 > 0. (16)

Equation (16) can also be written as

βsi(βidSNR/Cn − SNR) − (βidSNR + 1) > 0. (17)

Since all βsi, βid, and SNR are larger than 0, the necessary
condition that the inequality holds is that

βidSNR/Cn − SNR > 0
⇒βid > Cn. (18)

Similarly, we have
βsi > Cn. (19)

Define Γf as the set of feasible relay nodes. Combining
(18) and (19) leads to the following Lamma.
Lamma 1
The necessary condition that a relay node i belongs to the
feasible set is

βsi > Cn and βid > Cn, ∀i ∈ Γf .

From (16) and Lamma 1, some important observations can
be obtained as follows.

1) βsi and βid play the same role for better capacity.
Therefore, it is expected that the relay node, which has
one channel gain dominating the other (i.e., βsi >> βid

or βsi << βid), may not be the optimal solution for
maximizing capacity even if it were feasible.

2) Only the relay nodes which satisfy the necessary condi-
tion in Lamma 1 can be used to achieve better perfor-
mance in terms of capacity over direct transmission. It
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Fig. 2. Range of channel gains for the feasibility of relay nodes.

matches the general observation in the literature that the
relay node should be carefully selected for performance
improvement.

3) The necessary condition significantly reduces the search-
ing space and, in turn, the searching time for the best
relay node. As a result, the computational complexity
can be effectively reduced.

4) The threshold Cn is an increasing function of βsd.
Therefore, if the channel condition between the source
node and the destination node is good enough, user
relaying cannot provide performance improvement. This
observation matches the conclusions in [6]. Moreover,
the threshold Cn is also an increasing function of
SNR. Therefore, if the system has no power limitation,
applying user relaying cannot offer capacity gain.

5) If the channel gain is dominated by the propagation path
loss, the necessary condition is equivalent to limiting
the relay nodes to locate within two circles, with the
same radius Cn and centered at the source node and the
destination node, respectively. In this case, the feasible
relay nodes will locate in the intersection of the two
circles.

Fig. 2 shows the feasible range of βsi and βid based on (16)
and the definition of Cn in (15). Obviously, since Lamma
1 only defines the necessary condition for the feasibility
of relay nodes, there exist relay nodes which satisfy the
necessary condition but are not feasible. By observing Fig.
2 and considering the equal effect of the two channel gains,
we define a new threshold Cs to further reduce the searching
time. Cs can be obtained by solving the following equation,⎧⎪⎨

⎪⎩
βsiβidSNR/Cs − (βsi + βid)SNR − 1 > 0

βsi = βid.

(20)

It can be shown that

Cs =
(

1 +
√

1 +
1

SNR · Cn

)
Cn. (21)

By applying Cs as the threshold, the relay nodes satisfying
βsi > Cs and βid > Cs must achieve a better capacity than
direct transmission or be feasible. Only the relay nodes, which
are logically very close to the source node (βsi >> βid) or the
destination node (βsi << βid), are omitted for consideration.
By considering the equal effects of βsi and βid on the capacity,
we can expect that omitting such nodes will not significantly
affect the ultimate performance. A sufficient condition for
relay node feasibility is summarized as follows.

Lamma 2
The sufficient condition that any relay node i belongs to the
feasible set is

βsi > Cs and βid > Cs, ∀i ∈ Γf . (22)

Define Γn and Γs as the sets of relay nodes satisfying the
necessary condition and the sufficient condition, respectively.
Then,

Γs ⊂ Γf ⊂ Γn. (23)

We summarize the searching algorithm based on the suffi-
cient condition for the best relay node to achieve the maximum
capacity as follows.

• If Γs is not empty, then the best relay node is the one
such that

i = arg max
j∈Γs

{
βsjβjdSNR

(βsj + βjd)SNR + 1

}
; (24)

• Otherwise, the best choice is to apply direct transmission
for both time slots in the frame.

C. Power Allocation

After selecting the best relay node, power allocation can be
applied to further improve the capacity performance. Let

f(Ps, Pi) � Ps

σ2
n

(βsd +
βsiβidPi

βsiPs + βidPi + σ2
n

). (25)

According to (10), the optimal power allocation can be for-
mulated as ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

maxPs,Pi
f(Ps, Pi)

subject to

Ps + Pi = Pmax

Ps, Pi > 0.

(26)

If optimal solutions exist, they can be obtained by solving
the equation

df(Ps, Pmax − Ps)
dPs

= 0. (27)

A long tedious computation shows that there exist two
closed-form solutions for the optimization problem in (26).
The two solutions correspond to allocating more power to the
source node or to the relay node. In practice, one of them can
be selected by considering the remaining battery lifetime of
the source or the relay node.

IV. RELAY NETWORKS WITH MULTIPLE SOURCE NODES

In this section, we apply the results obtained in the previous
section to design a semi-distributed user relaying algorithm
for a more general relay network, which consists of mul-
tiple source nodes. For description simplicity, we omit the
consideration of power allocation and assume uniform power
distribution between any pair of source and relay nodes.

All the nodes in the network are partitioned into two
groups. One group consists of source nodes, which have
packets waiting for transmission to the destination, and the
other includes nodes with relay function only. Let N and N ′



CAI et al.: SEMI-DISTRIBUTED USER RELAYING ALGORITHM FOR AMPLIFY-AND-FORWARD WIRELESS RELAY NETWORKS 1353

D

R

R

S

S

S

S

S

S

R R

R
R

RR

I
II

III
IV

Fig. 3. Clustering method for simplifying exclusive searching algorithm.

represent the numbers of source nodes and relay nodes in the
network, respectively. Note that there is no limitation on the
value of N or N ′, i.e., N may be larger than, equal to, or less
than N ′. How to allocate N ′ relay nodes to N source nodes
is the major problem we will discuss in this Section.

If complete channel state information is available at the
destination node, we can formulate an optimization problem
to maximize the network capacity as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑N
k=1 max{maxAk,i

{Ak,i · Ii
AF,k}, ID,k}

subject to

∑N
k=1 Ak,i ≤ 1, (condition I)

∑N ′

i=1 Ak,i ≤ 1, (condition II)

Ak,i ∈ {0, 1}

(28)

where the subscripts k and i denote the index of the source
node and the relay node, respectively. Ak,i is an indicator
function. Ak,i = 1 means that relay node i is allocated to relay
information for the source node k and Ak,i = 0, otherwise.
Condition I in (28) means that at most one relay node can
be allocated to a given source node and condition II means
that each relay node can only relay information for one source
node.

Since N and N ′ are limited, the optimal solution can be
obtained through the following exclusive searching algorithm.
Specifically, the destination node

• generates an N × N ′ matrix, X, which consists of
elements xk,i = max{Ii

AF,k, ID,k}, k = 1, . . . , N and
i = 1, . . . , N ′;

• searches for xk∗,i∗ = max{k,i} xk,i and allocates relay
node i∗ to source node k∗;

• deletes the k∗th row and the i∗th column from the matrix
X, and repeats the previous step until X = 0, where 0
denotes an all zero matrix;

• broadcasts or unicasts the allocation results to all relay
nodes and notifies the source nodes to initiate transmis-
sions.

Obviously, exclusive searching is a centralized allocation
algorithm, which needs to collect all N × N ′ channel state
information and carry out min{N,N ′} comparisons.

If channel gains are dominated by propagation path loss,
clustering source and relay nodes into groups can reduce the
computational complexity of the exclusive searching algo-
rithm. The basic idea comes from the fact that the relay node,
which locates far from the source node or the destination node,
can hardly provide performance improvement by relaying.
Therefore, it can be expected that the source nodes and
their potential relay nodes may cluster together. One possible
clustering algorithm is to divide the whole coverage area into
slices, as shown in Fig. 3, where the number of slices equals
4. After clustering, for uniformly distributed source and relay
nodes, only one quarter of the source and relay nodes are
involved in each slice on average. Therefore, only 1

4N × N ′

of the channel state information and matrices of 1
16N × N ′

size are needed.
Even though clustering can reduce the computational com-

plexity, the searching algorithm still requires to collect 1
4N ×

N ′ channel states, which may be impractical in some cases and
may induce large system overhead for information exchange.
For practical implementation, in the following, an alloca-
tion algorithm, which contains some distributive property, is
proposed. The algorithm consists of two parts: feasible set
generation and relay node allocation.

• Feasible set generation:
Before a source node initiates packet transmission to
the destination, some hand-shaking signals have to be
exchanged, such as request to send (RTS) and clear to
send (CTS) in ad hoc networks. In the following, for
explanation purpose, we borrow the names RTS and
CTS to represent the hand-shaking signals before data
transmissions. Upon hearing these hand-shaking signals,
each relay node can estimate the channel gains from both
the source and the destination nodes. According to the
sufficient condition derived in the previous section, each
relay node can make decision on its feasibility for a given
source node by comparing its estimates of channel gains
with the threshold. Such decision-making procedure is
distributed and no extra information exchange is required.
After that, all feasible relay nodes will report their node
indices to the destination node, which can generate a
feasible set for each source node.

• Relay node allocation:
For networks with multiple source nodes, the source
node with bad channel condition experiences low mu-
tual information compared to those with good channel
conditions. Therefore, to provide some fairness among
different source nodes, higher priority should be given
to the source nodes with bad channel conditions. This is
equivalent to the criterion that maximizes the minimum
capacity experienced by all the source nodes. Given the
allocation priority among the source nodes, we can sort
them and do the allocation one by one. Since there is
no channel gain information at the destination for each
source node, one of relay node is randomly selected from
its feasible set.

Combining these two parts together, we can summarize the
proposed user relaying algorithm as follows.

• When a source node has packets waiting for transmission,
it sends an RTS to the destination node. This RTS can be
heard by the destination node as well as all relay nodes
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in the source’s transmission range. Each relay node can
estimate the channel gain, βsi, from the source node.

• After receiving the RTS, the destination node estimates
the channel gain, βsd, from the source node and calculates
the threshold Cs based on the estimation. The destination
then feeds back an CTS as an acknowledgement, which
includes the information on the threshold Cs. The relay
nodes located in the transmission range of the destination
node can receive this CTS and estimate the channel
gain, βid. Note that each relay node does not hold the
information about the channel gains associated with other
relay nodes.

• The relay nodes, who received both RTS and CTS, com-
pare the channel gains with the threshold to determine
its feasibility. The feasible relay nodes will notify the
destination node of their existence.

• After receiving all notifications from the feasible relay
nodes, the destination node generates a feasible set for
each source node.

• The destination node sorts the source nodes in ascending
order based on the estimates of βsd and the relay node
allocation is carried out for each source node.

• For a given source node, one of the relay nodes from its
feasible set will be randomly chosen.

• The destination removes the selected source node’s fea-
sible set and removes the selected relay node from all
feasible sets.

• The destination repeats the previous steps until there is
no non-zero feasible set.

• The destination broadcasts the relay node allocation to
all relay nodes and notify the source nodes to initiate
transmissions.

In this algorithm, each relay node determines its participa-
tion individually and there is no need for the destination node
to collect the information of channel gains. It can significantly
reduce the system overhead resulting from the information
exchange. However, since the final allocation decision is made
by the destination node, this is the rationale for the term “semi-
distributed”.

V. SIMULATION RESULTS

In this section, simulation results are presented to demon-
strate the effectiveness of the proposed user relaying algo-
rithms. The system performance evaluation focuses on the
achievable average mutual information and computational
complexity, measured as the average search time. We define
the search time as the number of nodes searched during one
execution of the search algorithm.

A. Simulation Parameters

Consider a single-destination relay network, which covers
a circle area with a radius of 50 meters. The destination node
is located at the center of the circle, while all other nodes are
uniformly distributed in the covered area. Networks with both
single source node and multiple source nodes are simulated.

The channel between any pair of nodes (i.e., source-relay,
relay-destination, source-destination) introduces propagation
path loss and fading. The propagation path loss is defined as
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Fig. 4. Effects of the number of available relay nodes at SNR = 30dB.

the power law of the distance between the transmitting node
and the receiving node, i.e.,

Lij = d−γ
ij (29)

where Lij and dij denote the propagation path loss and the
distance between transmitting node i and receiving node j,
respectively; and γ is the path loss exponent, which equals 2
in our simulation. The fading, χij , is an i.i.d. Rayleigh random
variable with a unit variance. Combining both the propagation
path loss and fading, the channel gain between nodes i and j
is given by

βij = |αij |2 = d−γ
ij |χij |2. (30)

All channel gains vary slowly in time. The background noise is
an i.i.d. complex Gaussian random variable. The transmission
power is represented through SNR at the transmitter end,
which is normalized by the variance of the background noise.

B. Simulation Results and Discussions

We first evaluate the performance of a relay network in
the single-source case. The source node is assumed to be
located at the edge of the coverage area. It is the worst
scenario since the source node has the maximum distance to
the destination so that it has the largest propagation path loss
and may have a maximum potential set of relay nodes based on
either the necessary condition (Γn) or the sufficient condition
(Γs). Optimal power allocation between the source node and
the relay node is omitted first for simplicity, i.e., the total
transmission power is assumed uniformly distributed.

Fig. 4 shows the effects of the number of available relay
nodes on the system in terms of achievable average mutual
information at SNR = 30dB. It can be seen that the achiev-
able average mutual information increases as the number of
available relay nodes or the relay node density increases. The
performance improvement results from the fact that, with a
higher probability, there exists one relay node at the best
relay location when the relay node density increases. When
the number of available relay nodes is sufficiently large, the
performance improvement diminishes. The reason for this is
that only one relay node can be selected for the given source
node. Therefore, further increasing the relay node density can
only marginally improve the presence of a best relay node.
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Fig. 5. Computational complexity of the user relaying algorithms at SNR =
30dB.

Fig. 4 also demonstrates that the user relaying algorithm
based on the sufficient condition provides similar performance
as that with the necessary condition. Throughput degradation
is less than 0.016. It indicates that the feasible relay nodes
omitted by the sufficient condition have negligible effects on
the system performance.

Moreover, significant performance improvement is observed
in Fig. 4 with user relaying over direct transmission. For
instance, with 100 available relay nodes, the achievable av-
erage mutual information through user relaying is over 1.64
times more than that of direct transmission. Since the actual
capacity equals the product of the maximum average mutual
information and the system bandwidth, such performance
improvement is significant for wideband communication net-
works.

Fig. 5 shows the computational complexity of two different
user relaying algorithms in terms of the average search time re-
quired to find the best relay node. From the figure, a significant
computational complexity reduction can be observed for the
algorithm based on the sufficient condition. In our simulation,
even for the maximum number of available relay nodes (i.e.,
140), the average search time based on the sufficient condition
is no more than 24 nodes, while the algorithm based on
the necessary condition requires the search of more than 51
nodes. In addition, by comparing with the complete searching
algorithm, which tests all available relay nodes, more than
83% of computational complexity can be saved by applying
the sufficient condition. Since our simulation corresponds to
the worst scenario, we can expect that the computational
complexity can be further reduced for a situation where the
source node is located inside the coverage area.

Fig. 6 shows the capacity performance improvement of the
user relaying algorithms over the direct transmission with
respect to different values of SNR. The total number of
available relay nodes is set to 50. It can be observed that
the performance improvement from the user relaying increases
first and then decreases with the increase in SNR. It is because
when SNR becomes very small, user relaying can only provide
very limited cooperative diversity gain, as shown in (7). On the
other hand, larger SNR results in higher thresholds of Cn and
Cs, which reduce the size of the feasible relay node set. When
SNR becomes sufficiently large, direct transmission becomes
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Fig. 6. Throughput difference between the user relaying algorithms and the
direct transmission.
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Fig. 7. Computational complexity of the user relaying algorithms with
difference SNR.

the best choice to maximize system capacity. The simulation
results also demonstrate that the user relaying algorithm based
on the sufficient condition can provide similar performance as
the one based on the necessary condition.

Fig. 7 shows the average search time of two user relaying
algorithms as a function of SNR. For the algorithm based on
the necessary condition, the average search time decrease as
the SNR increases. The reason for this behaviour is because
the threshold Cn is an increasing function of SNR. For
the sufficient condition, the curve becomes concave with a
maximum value less than 8 at SNR = 30dB. When SNR is
very small, applying user relaying can only provide marginal
capacity improvement over direct transmission, as shown in
(7). Therefore, it is reasonable to shrink the size of Γs to
only include the best relay nodes. On the other hand, when
SNR becomes very large, direct transmission is the best so
that the size of Γs tends to zero. Fig. 7 also demonstrates that
the sufficient condition exhibits better average search time than
that of the necessary condition. For instance, at SNR = 30dB,
the average search time using the sufficient condition is nearly
one third of those using the necessary condition.

Table I summarizes the effects of optimal power allocation
on the performance improvement. In our simulation, the max-
imum performance improvement for the necessary condition
and the sufficient condition is around 0.0858 and 0.0551,
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TABLE I

AVERAGE MUTUAL INFORMATION W/ AND W/O POWER ALLOCATION

NC w/ PA NC w/o PA SC w/ PA SC w/o PA
SNR=0dB 0.0013 0.0013 0.0012 0.0012

10dB 0.0187 0.0162 0.0128 0.0128
20dB 0.2284 0.1922 0.1817 0.1745
30dB 1.2318 1.1460 1.1867 1.1316
40dB 3.1829 3.1258 3.1535 3.1153
50dB 5.8917 5.8709 5.8796 5.8661
60dB 9.0198 9.0130 9.0169 9.0119

NC: necessary condition; SC: sufficient condition; PA: power allocation.
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Fig. 8. Performance improvement from optimal power allocation.

respectively. Applying power allocation also introduces higher
computational complexity. In practice, the tradeoff between
the performance improvement and computational complexity
should be balanced.

Fig. 8 shows the effectiveness of the decoupling introduced
in Section III. The performance of the decoupling (i.e., power
allocation + relay node selection based on the necessary
condition or power allocation + relay node selection based on
the sufficient condition) is compared with that of the complete
searching algorithm. The figure shows that the three curves
almost overlap with each other. It indicates that decoupling
reduces the computational complexity, but only introduces
negligible degradation on the overall capacity performance.

The performance of the relay network with multiple source
nodes is shown in Fig. 9. The total number of nodes in the
network is set to 101, which includes one destination node.
One half of the 100 nodes are randomly chosen as the source
nodes and the other half are considered as the relay nodes. It is
observed from the figure that the performance is significantly
improved by user relaying. The total capacity improvement
over direct transmission is 13.4132 and 7.3283 for the exclu-
sive searching algorithm and the semi-distributed algorithm,
respectively. Since one relay node is randomly chosen from
each source node’s feasible set, the semi-distributed algorithm
provides nearly one half of the performance gain achieved
with the optimal exclusive searching algorithm.

VI. CONCLUSIONS

In this paper, user relaying algorithms, in terms of relay
node selection and power allocation, are proposed for wire-
less relay networks. Threshold-based necessary and sufficient
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Fig. 9. Performance improvement from user relaying in the multiple-source
network.

conditions have been derived for determining the feasibility of
relay nodes. Based on the derived conditions, both centralized
and semi-distributed user relaying algorithms have been pro-
posed, which can provide nearly optimal capacity performance
with significantly reduced computational complexity. The sim-
ulation results presented in Section V adequately demonstrate
the effectiveness and efficiency of the proposed user relaying
algorithms.
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