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Abstract In this paper, we propose an unstructured
platform, namely Inexpensive Peer-to-Peer Subsystem
(IPPS), for wireless mobile peer-to-peer networks.
The platform addresses the constraints of expensive
bandwidth of wireless medium, and limited mem-
ory and computing power of mobile devices. It
uses a computationally-, memory requirement- and
communication- wise inexpensive gossip protocol as
the main maintenance operation, and exploits location
information of the wireless nodes to minimize the num-
ber of link-level messages for communication between
peers. As a result, the platform is not only lightweight
by itself, but also provides a low cost framework for
different peer-to-peer applications. In addition, further
enhancements are introduced to enrich the platform
with robustness and tolerance to failures without incur-
ring any additional computational and memory com-
plexity, and communication between peers. In specific,
we propose schemes for a peer (1) to chose a partner
for a gossip iteration, (2) to maintain the neighbors,
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and (3) to leave the peer-to-peer network. Simulation
results are given to demonstrate the performance of the
platform.
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1 Introduction

Peer-to-peer (P2P) networks have received consider-
able attention because of their broad applications such
as file sharing [26], access of medical reports of patients
among health service providers [15], faster access to hot
on-line objects [35], and robust media streaming [25,
39], etc. P2P network is a distributed application layer
network. Unlike traditional client-server based appli-
cations, peers1 in P2P network collaborate to achieve
a certain goal. Design of a good P2P network requires
a well thought logical structure among the participating
peers. Structure-wise, P2P networks can be divided into
three categories: (1) centralized, (2) decentralized but
structured and (3) decentralized and unstructured [22].
In a centralized network, peers rely on a central host for
a few services. As a result, the central host is subject to a
single point of failure. The decentralized but structured
network has been well studied and is still a very active
area of research. The topology of the members in such
a network is ruled by several constraints. Contents
are distributed among the members using either some
hints [5] or the topology of the members [30, 31]. The

1In this paper, we use the terms peer, user, node or member of a
P2P network interchangeably.



76 Peer-to-Peer Netw Appl (2008) 1:75–90

distributed and unstructured network has neither any
central host to provide some crucial services nor any
precise control over resource distribution. The topol-
ogy may be constructed using some knowledge about
the physical or logical properties of the underlying
physical network but, unlike the structured network,
it puts no constraint on content distribution. A well-
known example of such a network is Gnutella [12].

With the deployment of high bandwidth 3G (and
expected deployment of 3.5G and 4G) cellular net-
works and wireless LANs, there is an increasing interest
in wireless P2P networks. However, results obtained
for the wired networks can not be directly deployed
in the wireless P2P networks due to the limitations
of the wireless medium, expensive bandwidth, and the
limitations of the mobile devices due to small mem-
ory and limited computation power. Therefore, like
any application for wireless mobile networks, a P2P
network should be computationally efficient, modest
in memory requirement, and economical in bandwidth
uses. Significant research efforts have been put recently
to use P2P networks in wireless environment to tackle
management problems such as, routing [10, 20], cluster-
ing [29], service discovery [4, 34], and applications such
as, multimedia distribution [11, 43], game development
[41, 42], file sharing [23], etc.

In this paper, we propose Inexpensive Peer-to-Peer
Subsystem (IPPS) [24], a location aware P2P network
platform for dense wireless mobile networks. IPPS is
unstructured in nature. It reduces the number of link-
level message flows in the network, and consumes less
energy. IPPS employs a gossip protocol to maintain the
P2P network and uses information about the locations
of the neighbors to minimize the number of hops be-
tween peers. At each gossip iteration, a peer builds up
neighborhood relation with nearer peers and discards
the peers at distant. Furthermore, the proposed plat-
form is computationally and memory requirement-wise
cheap. Given the limitations of wireless medium and
wireless devices, IPPS provides a low cost and practi-
cal platform for real wireless mobile P2P applications.
IPPS identifies impoverished gossip cycles and system-
atically utilizes them to make the platform robust. At
the same time, IPPS parameters provide the platform
with soft constraints which make it flexible for the users
and tolerant to the dynamics of a distributed envi-
ronment. A wide variety of applications, ranging from
caching [1] to streaming multicast [17], can easily be de-
veloped on top of the proposed platform. In addition, to
assist the development process, we describe a minimal
interface exposed by the platform to the applications of
interest. Extensive simulations have been performed to
evaluate the proposed platform.

The remainder of the paper is organized as follows.
Section 2 discusses some of the related works and
the motivation behind this work. The basics of our
proposed platform are presented in Section 3. En-
hancements to the proposed platform are introduced in
Section 4. Section 5 discusses some of the performance
measurements from our simulations. Finally, the paper
is closed with a follow-up discussion and conclusion in
Sections 6 and 7, respectively.

2 Preliminaries

A wireless mobile network is a cooperative network
where each node requires to collaborate with each
other to forward packets from a source to a destination.
In such a network, the entire available channel capacity
may not be available to an wireless application, and the
actual throughput is also determined by the forwarding
load generated by other wireless nodes. Besides, mo-
bile devices are battery operated. Unlike electronics,
advances in battery technology still lag behind. Mini-
mizing the number of link-level wireless hops helps in
increasing the capacity available to the applications.
Reduced number of link-level hops also means less
number of transmission and less power consumption
for a mobile node. Along with being thrifty about
bandwidth consumption, a suitable application for mo-
bile devices is required be computationally inexpen-
sive to ensure prolonged battery life, and memory
requirement-wise economical to confirm accommoda-
tion in the small system memory.

In spite of the limitations of wireless mobile net-
works, P2P over high capacity cellular networks and
wireless LANs can provide a wide range of services
such as sharing files [23]. In scenarios where accessing
a commercial network is expensive, members of a P2P
network can share downloaded objects with each other
or even can collaborate to download a large popular
object. This not only provides a cheaper way of sharing
resources, but also enables low latency access to remote
objects. Dissemination of rescue or strategic informa-
tion in a disaster or war zone can be accomplished using
mobile wireless P2P network. Short message broadcast,
multimedia broadcast, text, audio and / or video based
conference are some other examples.

Recently, large number of research articles on P2P
networks have been appeared in the literature. At the
same time, several implementations of different P2P
networks became available for the users. Some of the
highly structured P2P networks are CAN [30], Chord
[36], Past [8, 31], SCRIBE [3, 32] and Tapestry [44].
Those networks employ specific resource placement
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algorithms which are tightly coupled with the P2P
topology. To retrieve or query for a resource, they
use topology specific (in turn, resource distribution
specific) routing mechanism. As a result, a search can
be performed very efficiently in this type of networks.
However, if the identification of a resource is partially
available (i.e., not all properties of the meta data are
available), a search fails. Moreover, due to this imprac-
tical assumption about the resource distribution poli-
cies, those networks have not been widely deployed.
Freenet [5] and Tarzan [9] are examples of loosely
coupled distributed P2P networks. Some of those net-
works use a centralized directory which is not robust.
Others use hint-based resource distribution which can
not support searching of objects whose information
are partially available. Besides simple resource sharing,
some of the loosely coupled P2P networks have con-
sidered issues like trust and security. Some researches
propose to use existing or modified structured networks
in wireless and ad-hoc networks. For example, XScribe
[27] is modified from SCRIBE [3] to suite in ad-hoc
networks. A comprehensive study of similar researches
can be found in [2].

In general, structured P2P networks mandate that all
the peers in the network fully conform with the system
requirements. To satisfy that condition, all the peers
must abide by the rules set by the administrative body.
However, it is very difficult to achieve such a goal in a
highly distributed environment. As a result, structured
P2P networks are not able to gain popularity for re-
source sharing in an environment without any central
administrative control such as, the Internet. However,
success has been reported in developing large scale dis-
tributed storage system [8], scalable publish/subscribe
system [32], and application level multicast or broad-
cast protocols [3]. On the other hand, a structured
P2P network faces a high cost of maintenance of the
network and the ability of this type networks to work
in extremely unreliable environments has not yet been
investigated. On the contrary, an unstructured P2P
network is a low cost network which can sustain any
extreme environment [35]. Although such a benefit
is achieved at the expense of higher search cost, the
network assumptions and the overall gain have made
this kind of P2P networks so attractive that several
unstructured P2P networks have been deployed and are
being used by a huge user communities. For instance,
an unstructured P2P network, named PROOFS [35],
has been proposed to share hot Web content. The heart
of PROOFS is a periodic gossip protocol, called shuffle,
where two random neighboring peers rearrange their
P2P neighbor sets through an exchange of randomly
selected neighboring peers. Though the shuffle opera-

tion is simple and inexpensive, query success rate for
popular objects is excellent (more than 95%). With a
strong theoretical background, PROOFS is an excellent
unstructured P2P network for wired systems where
computing power and network bandwidth are ample,
and changes to the membership of the P2P network are
rare. With the limitations of wireless medium and mo-
bile devices, and dynamic join and leave of the mobile
peers in the P2P networks, the benefit of randomness
in PROOFS diminishes. As we will compare IPPS with
PROOFS in the later discussion, it becomes evident
that deployment of PROOFS in wireless mobile net-
works does not yield in a well performing P2P network.

In a wired network, due to the abundance of re-
sources, performance metrics of many applications are
abstract. However, P2P networks in wireless mobile
environment should be very economic about the re-
sources of the wireless medium and devices. In this
paper, we take first step towards a low cost P2P net-
work over wireless mobile environment. Our goal is
to propose an inexpensive and well performing P2P
platform on which different P2P applications can be
developed. To achieve the goal, an unstructured P2P
network, exploiting location information, is examined.
While designing the platform, careful choices are made
to make it flexible, robust and fault tolerant. Note that
those aspects are expected properties of an application,
running on a highly dynamic environment, such as a
wireless mobile network.

3 The basics of the proposed platform

In this section, we describe the basics of our proposed
platform. In Sub-section 3.1, we describe the system
model we consider in the reminder of the paper. In Sub-
section 3.2 to Sub-section 3.5, different components of
IPPS are elaborated. In Sub-section 3.6, we evaluate
the computational and required memory complexities
of the platform. Some simplified analytical properties
of the platform is showed in Sub-section 3.7. Finally,
in Sub-section 3.8, we show some initial performance
evaluation results.

3.1 System model

Our system model consists of a set of collaborative
computing nodes, each equipped with a wireless inter-
face. We assume that those nodes can form a network
on-the-fly using an ad-hoc networking technology.
In this research, we consider GeRaf [45, 46], an effi-
cient location aware transmission (MAC) and forward-
ing (routing) scheme, to manage the network. Though
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Fig. 1 A P2P network

search for hardware technologies to engineer ad-hoc
networks are still an active area of research, several of
them have already been implemented in WLAN [14]
and are intended to be implemented in future cellular
networks [18, 19, 21].

In our model, for each node, participation in the
P2P network is optional. However, irrespective of its
membership in the P2P network, each node participates
in routing messages from one node to another as a low
level service. We assume that the network is equipped
with low level (lower than application level) point-to-
point unicast primitives, and each of the mobile devices
has access to some form of location service [6, 28].
Through this location service, a node in the network
can obtain the physical location of itself or other nodes.
The information from the location service is used by
the lower level network management (i.e., GeRaf) as
well as by the P2P modules (i.e., IPPS library). As a
result, either the network management modules expose
interfaces to share the location information or be com-
bined with the P2P modules as a cross-layer application.
Figure 1 shows the considered network.

3.2 Maintaining the topology

Reformation is a gossip protocol where a number of
neighbors are exchanged between peers. The concept
of exchanging neighbors follows from the shuffle oper-
ation of PROOFS [35]. However, the goals of these two
operations are exclusive. The purpose of shuffle is to
provide randomness in the network, where as, reforma-
tion makes attempts to being neighboring peers closer

to each other. As a result, the processes to exchange
peers in IPPS and PROOFS are entirely different. We
make the following claims about reformation.

Claim: It is expected that reformation reduces link
level hop count between neighboring peers.

A peer p of the network maintains a set of neigh-
boring peers, denoted as Np. In this network, q being
the neighbor of p, i.e., q ∈ Np, does not necessarily
mean that p is also a neighbor of q. In other words,
the neighborhood relation is unidirectional. Each peer
performs reformation at a regular interval. During a
reformation, p exchanges l number of neighbors with
a participating peer, where |N p| > l > 0. The neighbor-
hood relation of the participating peers is reversed after
the reformation operation. Peer p chooses the partici-
pating peer q among its own neighbors with the inten-
tion of reducing the total distance between the peers.
Distance between two peers convey the idea of physi-
cal distance between them. We expect that hop count
between two neighboring peers is proportional to the
distance between them. In fact, for our system model
the following theorem holds.

Theorem 1 The expected number of hops between any
two peers is an increasing function of the distance
between them (See [45] for the proof ).

Claim: Reformation reduces the bandwidth require-
ment to forward P2P messages.

A peer usually forwards P2P messages, such as query
messages, to its P2P neighbors only. As not all commu-
nication nodes participate in the P2P network, a P2P
level hop may consist of several link level hops. Figure 2
shows the idea pictorially. There exists one non-P2P
node between s and u (i.e., two hops), whereas there
are two non-P2P nodes between u and v (i.e., three
hops). In a random P2P network, on an average one
P2P hop consists of average link level path length of
the network. In the worst case, where two neighboring
peers are located at the extreme ends, a single P2P
hop has a link level hop count which is equivalent
to the network diameter. Having a neighbor located

Link level shortest path

P2P level shortest path
s

t

v

u

Node participated in P2P network

Node did not participate in P2P network

Legend:

Fig. 2 Shortest path in P2P and link level network
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at a nearby location results in reduction in number
of hops between the peers. This helps in reducing of
number of link level messages which helps in reduc-
ing the total bandwidth consumption to forward P2P
messages. Moreover, fewer hops mean reduced mes-
sage latency. Note that both of these properties are
very much desirable for wireless mobile applications,
as reduced number of link level messages slows down
energy consumption and boosts battery life of mobile
devices.

To have peers located at a close geographic area,
we introduce the concept of distance gain. During a
reformation procedure between peers p and q, if the
initiating peer p forwards another P2P neighbor r to
q, the distance gain is the reduction of the distances
between the pairs p and r and the second pair q and r.
Figure 3 shows a reformation step where a directed
edge from any peer x to another peer y means that y
is a neighbor of x. Now, the distance gain is formally
given by:

dp
q,r = |dist(p, r)| − |dist(q, r)| (1)

where dist(x, y) is the distance between x and y. When a
peer p wants to engage in a reformation process, it finds
the peer which results in the maximum distance gain.
To compute such a metric, for each q ∈ N p, p performs
the following computations.

1. It computes a preliminary reform-set NRp
q such

that |NRp
q |= l−1 and NRp

q ⊂ N p−{q}. The pre-
liminary reform-set must satisfy the following
condition:

dp
q,u � dp

q,v (2)

where u∈NRp
q and v∈N p−NRp

q −{q}. In other
words, NRp

q includes l − 1 number of the most
distance gain contributing neighbors of p, during a
potential reformation with q;

2. it then computes the net gain for the preliminary
reform-set as:

dp
q =

∑

r∈NRp
q

dp
q,r (3)

p

q

r

Before 

p

q

r

Afterreformation reformationa b
Fig. 3 Reformation

Finally, p chooses t ∈ N p as the participator of the
reformation process where dp

t = maxq∈N p{dp
q }. During

the reformation, p sends over a REFORM_REQUEST
message to t accompanied with the reform-set NRp

t ∪
{p}. When peer t receives the reformation request from
p, it computes the reform-set for p and then sends the
set back to p as a REFORM_RESPONSE message.
Unlike the reform-set from p, the set, computed by t,
consists of a list of l peers from N t which maximizes the
net distance gain for p. After a successful reformation
operation, both p and t perform a merge operation as
discussed in Sub-section 3.3. Detailed control flows of
a reformation initiator and a participator are given in
Algorithm 1 and 2.

3.3 The merge operation

In the above discussion, p performs a merge operation
after it gets back the reform-set from t. In contrary,
t performs the operation after it decides about the
reform-set to send out. Without lose of generality, let p
be a peer performing a merge operation. Nsend and Nrecv

are the reform-sets that are sent and received, respec-
tively. During the merge operation peer p computes
N p′

as follows:

N p′ = (Np − Nsend) ∪ Nrecv (4)

where N p′
is the new P2P neighbor set of p. Note that

it is certainly possible that (N p − Nsend) ∩ Nrecv �= ∅.
In such cases, |N p′ | < |N p|. Measures should be taken
to carefully handle such cases. This issue is further
elaborated in Sub-section 3.5.

3.4 Join and leave

When a mobile device wants to participate in the P2P
network, at first it acquires an initial neighbor set
from one or more of the known P2P peers by sending
out a SHARE_REQUEST message. After receiving a
SHARE_REQUEST message from p, a known peer re-
sponds in the similar way for a REFORM_REQUEST
message. The known peer at first computes the share-
set NS , where |NS| = l and NS maximizes the net
distance gain for p. Then, it packs the share-set with
SHARE_RESPONSE message and sends it to p. The
difference between response to REFORM_REQUEST
and SHARE_REQUEST is that the known peer does
not perform the merge operation while responding to a
SHARE_REQUEST.

Realization of the known peers is possible in sev-
eral ways. The access points of a WLAN, the Mobile
Services Switching Centers (MSC) or the Base Service
Centers (BSC) of a cellular network and the fixed mesh
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routers of a mesh network are some of the possible
locations where known peers can be implemented. A
returning peer, i.e., a peer that was a member of the
P2P network in a near past and is going to join the P2P
network again, may decide to use its previous neighbors
as known peers. However, the time duration, the peer
was absent from the P2P network, would have some im-
pact on this decision. In a critical case where no known
peer is available, a joining mobile device can initiate an
expanded ring query to discover the nearby peers, treat
the discovered peers as known peers and ask them to
provide some elements for the initial neighbor set.

On the other hand, a peer may not be a neighbor
of its own neighbor (refer to Sub-section 3.2). As there
is no direct and simplified way to find out the peers
who include the departing peer as their neighbors, we
consider that a peer can leave the network at any
time without providing any explicit notification. A peer
eventually discovers unavailable peers when it initiates
a P2P control message exchange procedure (i.e., a ping,
reformation, search query, etc.) with them. In Section 4,
we will modify this behavior for better performance.

3.5 Number of P2P neighbors

In our proposed platform, we put an upper and a lower
bounds on the size of the P2P neighbor set that a peer
can have. Those bounds are defined as Nmax and Nmin,
respectively and must satisfy the following condition.

Nmax � Nmin > l (5)

There are some situations when the neighbor set size
grows beyond the Nmax threshold (for example, when
a joining peer gathers peers from several known peers
for its initial neighbor set). In those cases, the peer will
keep Nmax number of the nearest peers and discard the
rest. Similarly, there are some scenarios where a neigh-
bor list shrinks below the Nmin threshold (for example,
when a neighboring peer fails to respond to a P2P
control message). Therefore, the peer requests for a
neighbor list either from one of the available neighbors
or from some widely known repository, following the
same procedure of a joining peer.

The upper bound Nmax puts a limit on the worst case
computational and space complexity for a peer (Sub-
section 3.6). The lower bound Nmin provides robustness
to IPPS. By tuning those parameters, the connectivity
of the network can be controlled. The gap between
Nmax and Nmin, i.e., (Nmax − Nmin), allows the platform
different levels of fault tolerance. The larger the gap,
the more a peer tolerates reduction of the size of the
neighbor set, i.e., failure of neighbors. PROOFS can be
mapped into a special scenario where Nmax and Nmin

are equal. However, this makes PROOFS unfavorable
for wireless mobile networks which suffer from tem-
poral disconnections or for P2P networks which allow
dynamic join and leave of participating peers. The rea-
son is that to maintain a specific number of neighbors,
PROOFS suffers from a huge number of initialization
operation at detection of each unavailable neighbor.

3.6 Computational complexity

The computational complexity of reformation is the
complexity faced by the reformation initiating peer.
This is due to the fact that the initiating peer incurs
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more computational complexity than the responding
or participating peer. The following is an analysis of
the complexity with simple data structures and straight
forward algorithms:

1. The complexity to find the net distance gain for a
specific neighbor is �(|N |+(l−1))=�(|N |+l)=
�(|N |);

2. For all neighbors, the complexity turns out to be
�(|N |2);

3. By tracking properly during the previous computa-
tions, the neighbor with maximum net gain can be
found in �(1) time.

Therefore, the total complexity becomes �(|N |2).
The worst case scenario arises when |N | = Nmax and
then the computational complexity becomes �(N2

max).
A peer faces the worst case memory requirement when
the neighbor list grows beyond Nmax and this require-
ment can be formally expressed as �(Nmax + l). Note
that, Nmax and l are constants for a specific network and
are small positive integers.

3.7 Simplified analytical bound

Denote the nodes in the network as v1, v2, . . ., vNtotal .
Distance between nodes vi and v j can be defined as
Dij = |dist(vi, v j)|. Let E[nij] be the expected number
of link level hops between vi and v j. From [45], it can
be shown that,

Dij/R − 1

E[ζ(Dij/R)] + 1 � E[nij] � Dij/R
E[ζ(1)] + 1 (6)

where R is the radio range of a node. E[ζ(D)] is the
expected one hop advancement towards the destination
where the distance between the current and the desti-
nation nodes is D (expressed in unit radio range). The
average link level hop count can then be defined as,

1

Ntotal(Ntotal − 1)

Ntotal∑

i=1

Ntotal∑

j=1
j�=i

E[nij] (7)

3.8 Performance evaluation

We develop an event driven simulation tool to eval-
uate the performance of our proposed platform. In
the simulation, we consider a rectangular area of size
175 × 175 square units, where 5000 mobile nodes are
randomly distributed according to a Poisson process.
Radio range of a mobile node is considered to be
5 units. For all the simulations, the random way-
point mobility model with zero pause (i.e., the stressed
mobility model) is used as the mobility pattern of

the mobile nodes. The mean speed of the nodes is
0.032 unit distance/unit time (if the given radio range
is considered to be 250 meters and 1 unit time to be
1 sec, this speed is equivalent to 5.7 km/hr). Each of
the simulation runs for 4000 unit time. The network
is given a 2000 unit time of warm-up period to reach
an equilibrium state. After that we collect different
status from the network at an interval of 10 unit time
and finally compute the average. Other parameters of
the simulations are given in Table 1. All the results
presented are the average of the ten readings (i.e. with
minimum standard deviation) out of twenty simulation
runs. Unless stated otherwise, we use the above mea-
surements for all the simulations.

To the best of our knowledge, PROOFS [35] is the
most relevant among the works related to this research.
Therefore, wherever possible, we compare IPPS with
PROOFS. Figures 4a and 4b show the average number
of link level hops per one P2P hop using the PROOFS
and IPPS, respectively. The figures also show the the-
oretical upper bound on the average number of link
level hops, considering that each node has global view
of the entire network and no existing node either leaves
the P2P network nor a new node join in. In case of
PROOFS, due to the randomness of the network, the
theoretical upper bound is fairly followed. On the other
hand, in case of IPPS, a node does not have the global
view and it may not choose the optimal neighbors with
the lowest distance between them. As can be seen in
Fig. 4b, IPPS performs slightly poorer than the optimal
upper bound. As the percentage of mobile nodes partic-
ipated in the P2P network increases, the number of link
level hops per one P2P hop decreases. In fact, as the
participation level increases, the chance to find a P2P
neighbor at a nearer location also increases. However,
if a network uses the PROOFS system (which is ran-
dom in nature), this metric remains approximately the
same, irrespective of different levels of participation.
In this case, as the neighbors of a peer are uniformly
distributed all over the network, the average link level
hop count is not affected at all by the participation
level. Actually, the simulation results presented in [40]
show that only in an ideal situation (which is a perfect
random system with no network dynamics), PROOFS

Table 1 Simulation parameters

Parameter Name Value

Nmax 30
Nmin 20
l 5
Participation level 30%∼ 80%
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Fig. 4 Number of link level hops per P2P hop

or similar systems can achieve the best performance
where the average length of a single P2P hop is equiv-
alent to the average path length of the whole network.
Comparing Figs. 4a and 4b, link level hops per P2P level
hop is significantly lower in our proposed platform. This
indicates that IPPS reduces the bandwidth requirement
and energy consumption to transmit P2P messages.

4 Performance enhancement

In this section, we further improve the performance of
IPPS by modifying the way to choose the participating
peer, then revising the merge process and reforming the
way a peer leaves the network.

4.1 Modified reformation

Based on the discussion of Sub-section 3.2, we conclude
that not all reformations result in a positive distance

gain. The reason is as follows. With time, a peer even-
tually approaches to the optimal (i.e., the minimum)
total distance from its neighbors. When a peer achieves
this, the subsequent reformation always increases the
total distance, i.e., the distance gain becomes negative.
However, the reformation can not be stopped, because
reformation is the process to keep the P2P network live.
Therefore, we choose to use the reformation cycles, in
which reformation does not help in reducing total dis-
tance, to perform some other useful tasks. We denote
such cycles as idle cycles and have the following claim.

Claim: A neighbor for long time is a possible source
of incorrect information.

As time pass by, properties of a peer may change.
For instance, a peer may decide to leave the network
or may move to a new location. To keep the platform
simple, a peer communicates with its neighbor on de-
mand basis only. As a result, an old neighbor without
any communication for long time is a possible source
of incorrect information. We improve the reformation
process by refreshing the relation of a peer with such
old neighbor during idle cycles.

We define a P2P edge from peer p to q, if q is a
P2P neighbor of p. An edge in our platform is unidi-
rectional, because a peer may not be the neighbor of
its own neighbor. As a modification of the basic refor-
mation, we introduce the concept of a clock associated
with each P2P edge. Similar concept has been adopted
in different areas of digital systems, including P2P
networks. Operating systems use clocks to assist the
page replacement module [37]. CYCLON [40], another
gossip based P2P network, applies clocks to achieve
load balancing. Our goal is to improve the reformation
process.

Each P2P edge in our platform is equipped with a
clock and is maintained by the peer from which the
edge goes out. The clock counts zero at the beginning
of the life time of an edge, i.e., when an edge is created.
A new edge is created in two ways: (1) when peer p
engages in a reformation with participator peer q, an
edge from q to p is created, (2) when p acquires a set of
peers with SHARE_RESPONSE messages, new edges
are created from p to a subset of the acquired peers,
which are going to be the neighbors of p.

With each reformation operation at p, clocks of all
the outgoing edges from p count one more than the
previous values. When p forwards r within the reform-
set to q (see Fig. 3), p also forwards the clock associated
with the p to r edge, and the new q to r edge continues
to maintain the same clock. As a result, a clock of an
edge indicates the number of reformation cycles the
edge has encountered starting from its birth. Therefore,
an edge with higher number of clock ticks (i.e., the
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edge is around for longer time) indicates existence of
possible incorrect information about the peer which it
is pointing to. As a result, edges with higher tick counts
are not desirable.

Figure 5 shows the scenario where a reformation in-
troduces an edge with zero tick by replacing an edge
with high tick count. In the figure, T p

q gives the tick
count for the edge from p to q. Thus, reformation
operation can also be used to get rid of edges with
higher tick count. To choose a participating peer, for
each q ∈ N p, p at first computes the net distance gain
for the preliminary reform-set following (3). Then, the
benefit of reformation with q is computed as follows.

benef itp
q = exp

(
dp

q

RR
− �

)
+ exp

(
T p

q

MAXT ICK

)
(8)

where RR is the radio range of a peer. The quantity dp
q

RR
gives a measurement of expected gain in link level hops
from a reformation between p and q. The parameters
� and MAXT ICK are system dependent parameters
and provide a way to assign priority to distance gain or
to clock ticks of an edge while choosing the participat-
ing peer. Values for these parameters are chosen based
on network density, frequency of joining/leaving the
P2P network and the way location service is provided.
The term benefit combines the preference of distance
gain and higher tick count into one metric. Finally, p
chooses t ∈ N p as the participator of the reformation
process where benef itp

t = maxq∈N p{benef itp
q }. Except

the way a peer chooses a participator, the rest of ref-
ormation process remains the same.

4.2 Revised merge

In the second step, we modify the semantics of the
merge operation, presented in Sub-section 3.3. After
receiving a reform-set at peer q, if (∃r)Sr ∈ Nrecv ∩ N q,
the clock tick is set to Tq′

r = min(T p
r , Tq

r ). Here, Nrecv

is the received reform-set and T p
r and Tq

r are the clock
ticks of p to r and q to r edges, respectively. Figure 6
gives a visual clarification of the concept. The idea is to

p

q

Before reformation

p

q

After reformation

T p
q > 0 T q

p = 0

Fig. 5 Towards improved reformation

p

q

r

p

q

r

Before reformation After reformation

r is in reform set

T p
r

T q
r T q'r = min(T q

r , T p
r )

Fig. 6 Improved merge after a reformation between p and q

throw away an edge with higher clock tick, where there
exists another parallel edge to the same peer with lower
tick count.

The gain of the above two modifications is threefold.
Firstly, when the distance gain becomes negligible or
negative, a peer tries to get rid of edges with high ticks
rather than concentrating on distance gain alone, i.e.,
better use of reformation cycles. The second gain is the
availability of updated information about the neighbor-
ing peers. Figure 7 shows the simulation results on num-
ber of dangling edges in the system. Dangling edges are
edges which point to mobile nodes that are not mem-
bers of the P2P system. If the rate of joining/leaving the
P2P network increases, the number of dangling pointer
increases faster with the basic IPPS. With the enhanced
IPPS, the number of dangling edges reduces more than
50% as compared to the basic one. Note that this fault
tolerant aspect is achieved without any extra communi-
cation cost. The third gain is better load balancing [40].
Since all P2P messages traverse using P2P neighbor
information, on an average a peer needs to response
to messages proportional to the number of peers from
which it has incoming edges. Hence, to balance the
load of the peers, in an ideal case, all the peers should
have equal number of incoming edges. However, due to
network dynamics and unavailability of instant global
network status snapshot, it is difficult to achieve the
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ideal situation. Figure 8 shows the distribution of nodes
based on incoming edges for a network with 2, 500
nodes. Here, 60% of the nodes participate to the P2P
network and values of Nmax and Nmin are 20 and 15,
respectively. In the figure, the basic IPPS produces
distribution with lower variance than the enhanced one.
These improvements are achieved without any increase
in asymptotic time and space complexities.

4.3 Reformed leave process

Claim: In IPPS, the chance that a peer is a neighbor of
its own peer is higher than that in the random networks.

The reformation establishes neighborhood relation
among geographically close peers. At each reforma-
tion, a peer modifies the neighbor set with the peers
that are closer than those of the previous set and the
neighbors of that peer do the same. So, if p finds q to
be at a closer location, it is likely that q also finds p
the same and includes each other in their neighbor set.
On the other hand, this situation is extremely unlikely
in a random network, i.e., PROOFS. We define the
property of a peer being the neighbor of its own peer as
dual cognizance. Figure 9 shows the percentage of peers
satisfying the dual cognizance property in PROOFS
and IPPS schemes. In both the cases, we consider a net-
work of 2500 nodes with a participation level of 60%. In
case of PROOFS, each node maintains a neighbor set of
size 25 with no join and leave. During the computation,
we count a peer n-times if it has n neighbors. Note that,
in a perfect random PROOFS network, the concerned
metric can be analytically defined as ( n

Ntotal−1 )2, where
Ntotal is the total number of peers. However, for an
optimal IPPS (where each peer has a global view of the
entire network), this metric is 1.

Based on this observation, we modify the way a
peer leaves the platform. While leaving the network,
a peer, p, may decide to notify each neighbor q ∈
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N p about its decision by sending an asynchronous
PURGE_REQUEST message. On receiving a PURGE_
REQUEST message from p, a peer q searches for
p in its neighbor set and if p is there, it is ex-
cluded. Formally, if p ∈ N q, the neighbor set of q is
updated with N q − {p}. As shown in Fig. 9, a good
number of the neighbors include the leaving peer in
their neighbor sets. So, the improved leave process
keeps the network updated with information about
the peers that are not member of the network. Note
that, the reformed leave process is considered to be
the preferred rather than a mandatory way of leaving
the network.

5 Performance metrics

In this section, we discuss different performance met-
rics of our proposed platform. We consider the value
of � and MAXT ICK to be 2 and 1.5 × Nmax, respec-
tively, and a departing peer informs its neighbors about
its decision to leave the P2P networks with a probability
of 0.5. Suppose that the underlying routing protocol can
deliver a message between two P2P neighbors using the
shortest path. This does not mean that the multi-hop
P2P shortest path between peers s and t will also be
the link level shortest path, as a P2P message is always
propagated using the P2P neighbor information, not
using the link level neighbor information (Fig. 2). In
the best scenario, those two measurements can be the
same and in the worst scenario a multi-hop P2P shortest
path can be several times the network diameter. The
measurements shown in Fig. 10 is the stretch factor of
using P2P networks. Stretch factor is defined as the
ratio of length of the shortest paths while using the P2P
network and the link level network. A lower stretch
factor is desired when control messages are flooded
throughout or part of the P2P network. Searching the
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network for an object is an example of such flood-
ing. It should be noted that a peer hardly needs to
communicate with non-neighbor peers directly. In case
that such a communication is necessary (for example,
communicating with a known peer while joining the
P2P network or responding to a query request), the
participating peers can always avoid the P2P network
and communicate directly using the underlying net-
work services. In Fig. 2, a search query may propagate
following the path s → u → v → t and if the object is
available at t, it may respond back directly to s, entirely
bypassing the P2P network.

It has already been proved that given a connected
network, no shuffle operation can make the network
disconnected [35]. However, it is possible that the P2P
network becomes disconnected as peers join and leave
the P2P network. Mobility may further deteriorate the
scenario, when the underlying network becomes phys-
ically disconnected as mobile nodes are unreachable
from one another using radio links. During the simula-
tion, the connectivity of the P2P network is computed.
If p is a neighbor of q, we consider that q knows about p
and vice versa, and are connected in both way. Our sim-
ulation results fairly support the previous claims made
in [35]. We have found that for almost all the cases
more than 90% of the peers remain connected, given
that they are also connected in their radio network.
However, we are more interested about the worst case
scenario, i.e., the minimum connectivity in the P2P net-
work. Though we compute the network statistics every
10 unit time interval after the warm-up period, those
results are reasonable approximation of the actual one,
as they are computed from a very large number of
samples. Finally, Fig. 11 shows the minimum connec-
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tivity of the network for different join/leave intervals.
The numbers of peers in the largest connected peer
graphs are computed and presented after normalizing
in 1. As expected, the minimum connectivity decreases
with decrement of participation level as well as with
the frequency of joining/leaving the P2P network. It
can seen that the worst case connectivity is higher than
70%. Hence, our proposed platform is robust.

Figure 12 shows the effect of mobility on the pro-
posed platform. We simulate the network with four
different mobility speeds: 0.032, 0.124, 0.218 and 0.32
unit distance/unit time, which are equivalent to the
range from 5.7 to 57 km/hr. Figure 12a shows the effect
on average number of link level hops per one P2P hop.
For both the join/leave rates, the target measurement
increases with the speed of the mobile nodes. However,
in both cases, the increment becomes less steeper with
the higher speed. As discussed before, while computing
the average link level hops per P2P hop, we consider
only those peers which are reachable from each other
through the P2P network. Figure 12b shows that only
a very small percentage of peers are disconnected in
the P2P network where there exist link level paths in
between them. However, with increased mobility, as
the link level dis-connectivity increases and the dis-
connectivity entirely at the P2P level (i.e., connected
in the link level network, but disconnected in the P2P
network) drops, they fairly equalize the effect of each
other. In fact, in our simulation, the minimum (Fig. 11)
and 90% connectivity suffer insignificantly due to
the mobility.

The use of lower and upper bounds on the number
of neighboring peers (i.e., Nmin and Nmax, respectively)
makes the platform more flexible. However, increasing
those limits arbitrarily also increases the computational
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cost (Section 3). Increasing Nmax in an undetermined
way is simply a waste of computing power. Figure 13a
lists the minimum connectivity for different values of
Nmax. It can be seen that there exists no significant
improvement from Nmax = 60 to Nmax = 70. Similarly,
having a larger gap between Nmax and Nmin makes the
platform robust and fault-tolerant to failed peers, but
having a too small Nmin may also result in disconnected
peers. Figure 13b shows the effect of Nmin on the mini-
mum connectivity.

N max 30 40 50 60 70
Min. Connectivity 0.736 0.752 0.761 0.764 0.765

a   For different Nmax, where Nmin = 25

N min 25 35 45 55
Min. Connectivity 0.764 0.769 0.772 0.774

b   For different Nmin, where Nmax = 60

Fig. 13 Effect of Nmax and Nmin on minimum connectivity (nor-
malized in 1), where participation level is 40%
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For the minimum connectivity metric, we considered
each edge to be undirected. The force behind the choice
is that at some point of time, each edge will change its
direction due to a shuffle/reformation [35]. So, the mini-
mum connectivity metric provides a notion of long term
robustness. It does not convey the idea of instantaneous
robustness. Consider a search protocol which can not
wait for an indefinite time to forward the query (for
an unpopular object) throughout the network. Con-
sequently, the more interesting metric would be the
average connectivity while considering the edges to be
directed. Figure 14 compares PROOFS and IPPS in this
regards. It can be seen that IPPS provides significantly
better measurements than that of PROOFS.

6 Follow-up discussion

In this section, we first discuss the possible search and
replication technique for the platform in Subsection 6.1.
We then explain the available interface of the platform
in Subsection 6.2. Finally, some example applications
for this platform are given in Subsection 6.3.

6.1 Searching the network

Since, there is no logical difference between PROOFS
and IPPS, the search and replication technique pro-
posed in PROOFS [35] are equally implementable in
IPPS. Other generic unstructured P2P network search
techniques, such as expanding ring, random walk,
k-way search, etc. can also be deployed on top of this
platform [22]. Similar claim can be made for replication
techniques in [22]. However, it should be noted that
search in P2P network is vastly application dependent,
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and therefore the decision to choose the proper search
and replication strategy should be made by the applica-
tion designer/developer.

6.2 Interface for the applications

IPPS has a simple interface for the application. The
interface provides functionalities to join and leave the
P2P network, and to communicate with the peers.
The interface primitives are briefly described below.

• Join is used to join with the given P2P network.
This primitive allocates and initializes the required
data structures and follows the description of Sub-
section 3.4.

• Leave primitive disconnects the executing peer
from the given P2P network. Opposite to Join prim-
itive, Leave frees up all allocated data structures.

• A peer can synchronously or asynchronously send
a message to a given set of peers using the Send
primitive. A call to the asynchronous send returns
a set of future [33] objects - one object for each of
the destination peers.

• The counter part of the send primitive is Receive
which can be used to receive a message from a
peer with a given identification. Note that the iden-
tification may also mean any peer. Like asynchro-
nous send, asynchronous Receive also gives a future
object.

• The Poll primitive works on a set of future objects
and checks the completion of the corresponding
asynchronous send or receive operations.

• The last primitive, GetNeighbors, returns the set of
neighbors for a given P2P network.

Though an implementation of IPPS may have a
wider set of primitives, it can be shown that the above
primitives are sufficient to develop a complex commu-
nication application [38].

6.3 Potential applications

IPPS is an inexpensive P2P platform. As a result, wire-
less applications, ranging from low to high cost, can be
developed on top of it. For instance, a P2P application
to handle flash crowd can easily be built on IPPS by
following the application structure proposed in [35].
Similarly, a file sharing application [7] and a mobile
application to collaborate Internet access [16] can be
developed. IPPS is a suitable platform where a large
number of packets are distributed among a group of
participators. Such applications are streaming multi-
cast [17], audio-video conference, etc. In [1], IPPS is
considered as a possible P2P platform for collaborative

caching. Currently, we are investigating the use of IPPS
in information dissemination in intelligent vehicular
transport system [13].

7 Conclusion

In this paper, we have proposed Inexpensive Peer-to-
Peer Subsystem (IPPS), an unstructured P2P platform
for wireless mobile networks. We have used an inex-
pensive gossip protocol to maintain the network. The
platform considers distance between neighbors as a
biasing factor and is economical in terms of commu-
nication, computation and memory requirement. The
platform is also robust, fault tolerant and flexible. Our
current work includes investigation for a integrated
technique to search for both popular and unpopular
objects in the IPPS network, and to develop several
application domains where the proposed platform can
be deployed.
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