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Abstract— An analytical model for studying the performance
of the Delayed Acknowledgement (Dly-ACK) mechanism in IEEE
802.15.3 over wireless Rayleigh fading channel is developed. A
three-state Markov chain is applied to approximate the correlated
transmission errors. Explicit mathematical expressions for the
goodput and efficiency of Dly-ACK are derived. It is found
that the correlation between consecutive transmissions errorshas
significant impact on the goodput and efficiency of the Dly-ACK
mechanism. The goodput tends to increase as the size of the Dly-
ACK burst increases; however, the amount of increase depends
on the underlying delay. Simulation results are given to validate
the analytical results.
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I. I NTRODUCTION

Wireless Personal Area Networks (WPANs) aim at pro-
viding low-power, low-cost, and short-range connectivityto
fulfill the requirement of mobile users. Many applications can
benefit from WPAN with its ability of rapidly forming ad
hoc connections and providing satisfactory quality of service
(QoS) for multimedia traffic. Bluetooth is the first enabling
technology that allows WPANs to instantly connect various
portable devices and online [1]. However, Bluetooth is not
widely deployed because of the limited data rate (raw rate
up to 1 Mbps). The IEEE 802.15.3 standard, released in
September 2003, can support high data rate WPANs (11 ∼ 55
Mbps) in the unlicensed 2.4 GHz band [2].

The IEEE 802.15.3 standard employs a semi-ad hoc con-
figuration to allow several devices autonomously forming a
piconet in which one of them is selected as the piconet
coordinator (PNC). The PNC is responsible for allocating
radio resource and maintaining network-wide synchronization
that allows time to be slotted into a superframe structure.
A superframe consists of three components: a beacon period
during which control messages are broadcasted by the PNC
periodically; a contention access period that allows devices
to send their resource demands to the PNC; and a contention
free access period for peer-to-peer data communication among
devices.

To compensate for errors or lost information transmitted
over error-prone wireless medium, error correction, combined
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with error detection and retransmission have been imple-
mented in typical wireless data networks. There are three
retransmission policies (or protocols) defined in the IEEE
802.15.3 standard: no acknowledgement (no-ACK), immediate
acknowledgement (Imm-ACK), and delayed acknowledgement
(Dly-ACK). For broadcast and multicast messages, the ACK
policy is set to no-ACK upon transmission. Imm-ACK, func-
tioning as a stop-and-wait protocol, is used for resource request
or data transmission that requires the intended recipient to send
an ACK instantly as it receives a frame1. If a communicating
pair agrees on the use of Dly-ACK, the sender can send a
group of frames where the group size is negotiated at the
beginning of this session, and then wait for the ACK. Such
strategy helps to reduce ACK overhead, and improves channel
utilization. This improvement can be significant, especially
for high data rate applications, e.g., real-time multimedia
streaming. With this salient feature of supporting high rate
traffic, the emerging IEEE 802.11e standard also proposes a
similar scheme to enhance QoS provisioning [3], [4].

If Dly-ACK is to be a significant policy for supporting
isochronous streaming, it is important to have a good under-
standing of its performance. Automatic repeat request (ARQ)
protocols such as stop-and-wait (SW), go-back-N (GBN) and
selective repeat (SR) have been extensively studied, either
in traditional data networks [5] or in emerging wireless
counterpart [6], [7]. Dly-ACK is similar to GBN and SR in
the sense that retransmissions are only for those erroneously
received frames. Unlike GBN and SR, the sender suspends its
transmissions after a group of frames have been transmitted
and waits for the corresponding acknowledgement, as in SW.
Because of this difference, the analytical approach developed
for ARQ protocols cannot be applied directly to Dly-ACK.
Only a limited amount of work on analytical modeling of
Dly-ACK is available in the literature; also, assuming a
constant packet error rate does not reflect the characteristic
of wireless transmission [4], [8]. In [4], throughput is derived
by considering the effective time used for transmitting the
payload. In [8], delay performance is analyzed by considering
various delay components. Although some interesting findings
are pointed out, the channel impairment due to fading and
the potential retransmissions of the last frame in a burst are
not considered. It is shown in [8] that Dly-ACK can greatly
improve the channel efficiency; such improvement is more
significant in higher data rates.

1The term “frame” used in this paper represents the data unit, either a
control or data message, at the MAC layer. A frame can be a portion of a
packet if fragmentation is implemented.
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In this paper, an analytical model for studying the per-
formance of IEEE 802.15.3 Dly-ACK protocol over wireless
Rayleigh fading channel is presented. To investigate the impact
of correlated packet losses due to the impairment of fading
channels, the commonly accepted Finite State Markov Channel
(FSMC) model [9] is adopted. While the binary FSMC [11],
[12] has been widely used by virtue of its simplicity, higher
accuracy of FSMC may be achieved by increasing the number
of states, especially when the underlying fading process is
fairly slow [10]. Considering both analytical feasibilityand
reasonable accuracy, a three-state Markov chain is used to
approximate the correlated packet losses. By means of the
Markovian analysis, explicit mathematical equations thatap-
proximate the performance of Dly-ACK, for given wireless
links and protocol parameters, are derived. This framework
provides a mean to assess the performance of Dly-ACK
where the throughput, efficiency, delay variation, etc. canbe
obtained. The resultant performance is beneficial for the design
of optimal transmission strategy. For instance, the reception
quality of a multimedia streaming determines the amount of
required retransmissions, where the induced cost (e.g., delay)
may not be affordable due to heavy retransmissions. Thus, it
is necessary to tune relevant protocol parameters in response
to the traffic arrival pattern so that desired reception quality
can be guaranteed.

The rest of this paper is organized as follows: Section II
describes the salient features of the Dly-ACK scheme specified
in the IEEE 802.15.3 standard. The system model is developed
in Section III, and the performance analysis is given in Section
IV. Section V presents the simulation results and concluding
remarks are given in Section VI.

II. PROTOCOLDESCRIPTION

Fig. 1 shows the transmission process of Dly-ACK as
specified in the IEEE 802.15.3 MAC standard. The Dly-ACK
protocol is composed of two phases: an initialization phase
and a data exchange phase. Prior to data transmissions, the
communicating pair negotiates the type of acknowledgement
policy to be used. The initialization procedure involves the
source node sending a single data frame with the ACK policy
field set toDly-ACK Request. If the destination accepts the
use of Dly-ACK, it responds with an acknowledgement frame
immediately. As defined in the standard, this acknowledgement
frame is used to acknowledge the received data frame and
indicate theburst size. By burst size it is meant the maximum
number of frames the sender may send before receiving the
feedback. i.e., acknowledgement frame. The value of the burst
size, which is not explicitly defined in the standard, may
be determined according to the receiver buffer requirement
and the delay tolerance of the underlying traffic. Once the
initialization is performed the data exchange phase begins. The
procedural steps of the data exchange phase are as follows:

1) The sender sends a group of frames where the number of
consecutive frames equals the burst sizeN . Thereafter,
the sender waits for the corresponding acknowledgement
from the receiver.

2) In the feedback direction, if the acknowledgement is not
received during an interval of retransmission interframe
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Fig. 1. Frame transmission process using Dly-ACK policy.

space (RIFS), the last data frame of the burst is repeated
until the acknowledgement frame is received. The re-
transmission of last frame is to signal the receiver that
the current burst has been finished, and the acknowl-
edgement frame shall be launched immediately.

3) Before a burst transmission is completed, i.e., the Dly-
ACK frame is received by the sender, the sender is not
allowed to resume transmission. In the succeeding burst,
both the erroneous and the lost frames in previous bursts
have to be retransmitted if the retry limit is not exceeded.

4) Each frame is identified by a sequence number. The
communicating pair is thus capable of determining when
a burst finishes and which frame needs to be retransmit-
ted.

5) The receiver can change the acknowledgement policy or
the burst size after each burst by altering the associated
fields in the Dly-ACK frame.

The operation of the data exchange phase is shown in Fig. 1,
where the burst size is assumed to be 5. In the first burst
(frames 1∼ 5), frames 3, 4 and 5 are detected to be erroneous.
After transmitting the last frame (i.e., frame 5), the sender
suspends its transmission and waits for the receiver’s reply.
Suppose the channel encounters a deep fade in the next few
milliseconds, frame 5 requires three attempts to be received
successfully. As frame 5 is received, the receiver indicates
those frames that are successfully received (i.e.,frames 1, 2,
and 5) by using a single ACK frame. In the next burst, the
sender retransmits those frames lost in the previous burst
(frames 3 and 4) plus new frames (frames 6, 7, and 8), as
long as the number of frames transmitted does not exceed the
negotiated burst size. The same procedure continues for the
succeeding bursts, (frames 3, 4, 6, 7, and 8) and (frames 9,
10, 11, 12, and 13).

Therefore, the number of successful transmissions during
one burst equals to the variable number of successes achieved
among the first four transmitted frames plus the last trans-
mitted frame. In addition, the last frame may be transmitted
several times, while each of the the first four frames is
transmitted by exact once. This observation facilitates the
derivation of the protocol performance metrics, as we will
demonstrate in Sec. IV.

III. SYSTEM MODELS

We focus on the peer-to-peer communication between two
devices in a WPAN where the data transmission may encounter
errors because of impairments of wireless links. The Dly-ACK
mechanism is implemented to enhance reliability. Accordingly,
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the receiver acknowledges the reception of data via a feed-
back channel. The feedback channel is assumed to be error-
free since the acknowledgement frames are much smaller in
size than the data frames and can be protected if sufficient
error-correcting codes are implemented. The consideration of
feedback errors can be easily incorporated in our analytical
model as commented in Sec. IV-B.

When a sender has data to send, it first negotiates the
acknowledgement mode with the intended receiver. This nego-
tiation procedure only takes place once as long as the commu-
nicating pair agrees on the current acknowledgement policy, so
we exclude the negotiation procedure from our consideration
and we assume the burst size is fixed. For the wireless channel,
a non-line-of-sight frequency-nonselective multipath fading
channel with frame transmission time shorter than the channel
coherence time is assumed. Such a fading channel can be
statistically described as a multiplicative complex Gaussian
process with a Rayleigh distributed envelope.

A. Wireless Rayleigh Fading Channel

For a given modulation scheme, the dynamics of the fading
channel can be characterized at the packet level. Various
statistical models have been proposed to approximate the error
process due to channel fading at the packet level [9]- [15].
One of the commonly used approaches is the Finite State
Markov Channel (FSMC) model [9]. Generally the channel
bit error rate (BER) is a function of signal-to-noise ratio
(SNR) at the receiver where SNR takes a continuous range
of values. The methodology of FSMC modeling is to partition
the received SNR inton intervals according to a certain set
of thresholds. Each of the intervals corresponds to a state
of the Markov chain, and the error probability associated
with each state can be given according to the mean received
SNR and the modulation format. Therefore, several parameters
involved in Markov channel modeling, such as the number
of states, the SNR threshold, the transition probability matrix
P = [πi] , i = 1, 2, . . . , n need to be determined. The
reader is refered to [9], [16], [17] for detailed discussions.
Throughout this paper, we usen to denote the number of
states in the FSMC model.

It has been shown that the first order FSMC model with
three states gives a good approximation of the fading process
under sufficiently slow fading (i.e., with normalized fading
rate less than 0.1) [18]. Since WPANs are mainly dedicated
to indoor applications with fairly slow mobility, the applied
statistical model has to be able to capture the characteristics
of a very slow fading process. In this paper we use a three-
state Markov chain (i.e.,n = 3 in our consideration) to model
the error process of Rayleigh fading channel considering
the tradeoff between accuracy and complexity. As far as
partitioning method is concerned, several heuristic approaches
have been proposed in [16] and further investigated in [17].In
this study, we set the SNR thresholdsΛ1 = −λ0ln(1−π1) and
Λ2 = −λ0lnπ3 such that the elements ofP areπ1 = 2

n(n+1) ,
and πi = iπ1 (i = 2, 3) [16]. Such a partitioning method
allocates more states in the range of higher error probability
to have a better tracking of the channels with poorer quality.

Once the partitioning threshold is determined, the parameters
of the Markov channel model, such asP and the crossover
probability associated with each state, can thus be obtained
either by simulation or analysis [19]. In this study, the elements
of P are estimated from empirical data.

B. Dly-ACK Protocol Model

Our analytical model is based on a fixed burst sizeN .
The sender will transmitN data frames consecutively, but the
frame sequence may be out of order due to retransmissions.
After sending the last frame in a burst, the sender suspends
from transmission process and waits for ACK. The receiver
will not launch ACK until the last frame is received success-
fully. Thus the sender will need to repeat the last frame by the
end of a timeout. Taking into account the interframe space, the
processing time, transmission time and the propagation delay,
we set the timeout to be2d, whered is the maximum one-trip
delay. According to the standard, the last frame is repeated
until it is successfully transmitted. Without specifying aretry
limit, the protocol may be unstable for extreme cases, e.g.,
the channel condition remains poor for a long time leading to
long resequencing delay at the receiving end [20]. In terms of
network throughput and efficiency, the assumption of persis-
tent retry does not compromise the objective of capturing the
interaction of the channel behavior and the protocol parameters
while resulting in slightly optimistic estimates.

Let one slot correspond to the duration of one frame
transmission, where the frame length is assumed constant. At
the beginning of each time slot at timet, let n(t) denote the
number of frames pending transmissions in a burst andc(t)
be the current channel state. The transmission of frames can
be tracked by a two-dimensional processY (t) = (n(t), c(t))
where n(t) ∈ {1, 2, . . . , N}, c(t) ∈ {1, 2, 3}, and t is
measured in slots. By samplingY (t) at the beginning of each
burst (denoted astk), we can obtain a new process{Y (tk)}
which describes the transition process burst-by-burst. The
process{Y (tk)} can be approximated by the semi-Markov
process with embedded Markov chain{Yk, k ≥ 0}, in the
state spaceWs ∈ {(i, x) : i = N,x ∈ {1, 2, 3}}, defined by
the transition probability matrixΨ whose elementψ(i,x)(j,y)

corresponds to the transition probability from state(i, x) to
state(j, y). The element of the steady-state probability matrix
Π associated with{Yk} can be computed by

∑

(i,x)∈Ws

π(i,x) = 1,

π(j,y) =
∑

(i,x)∈Ws

ψ(i,x)(j,y)π(i,x), ∀(j, y) ∈ Ws.
(1)

The process{Y (tk)} is a renewal reward process in the
sense that certain rewards (successful transmissions) arecol-
lected before the process is renewed (a new burst starts).
Note that each burst will always start with one of the states
{(N, 1), (N, 2), (N, 3)}.

IV. PERFORMANCEANALYSIS

In this section we analyze a peer-to-peer communication
system employing the Dly-ACK protocol over the Rayleigh
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fading channel in which the error process is modeled by a
three-state Markov chain. We are interested in two perfor-
mance metrics: goodput and efficiency. Goodput is defined as
the average number of successful transmissions per unit time.
The ratio of average number of successful transmissions to
the average total number of transmission attempts is defined
as the protocol efficiency. Throughout the analysis, we make
the following assumptions: 1) there is no retry limit for frame
transmissions; 2) the burst size is fixed; 3) the feedback
channel is perfect. The consideration of feedback errors can
be realized by augmenting an additional state that represents
the channel state in the feedback direction.

By counting the rewards associated with each transition
in the embedded Markov chain{Yk}, denoted by the matrix
R =

[
r(i,x)(j,y)

]
, we can track the number of successful trans-

missions. Similarly, the number of frames transmitted and the
resultant transmission time, represented byΞ =

[
ξ(i,x)(j,y)

]

and T =
[
τ(i,x)(j,y)

]
, respectively, can be obtained. The

detailed derivations are given in the following subsections.
The performance metrics of interest can be obtained as

follows. Let t0, t1 . . . be the time instants when the commu-
nicating pair finishes one burst transmission, and∆tk = tk −
tk−1, k = 1, 2, . . . be the time elapsed between the(k−1)th
and kth burst. Then∆tk forms an iid sequence since each
burst duration is independent of the previous burst durations.
DenoteS(t) the number of frames successfully transmitted
by time t andN(t) the total number of frames transmitted by
time t. S(t) can be considered as a renewal process having
interarrival times∆tk. By the renewal reward theorem [21],
the long-term average efficiencyη can be derived as

η = lim
t→∞

S(t)

N(t)
=

3∑
x=1

π(N,x)

3∑
y=1

ψ(N,x)(N,y)r(N,x)(N,y)

3∑
x=1

π(N,x)

3∑
y=1

ψ(N,x)(N,y)ξ(N,x)(N,y)

,

(2)
whereπ(N,x) is the steady-state distribution of the chain{Yk}
from (1). Similarly, the long-term average goodputλ is given
by

λ = lim
t→∞

S(t)

t
=

3∑
x=1

π(N,x)

3∑
y=1

ψ(N,x)(N,y)r(N,x)(N,y)

3∑
x=1

π(N,x)

3∑
y=1

ψ(N,x)(N,y)τ(N,x)(N,y)

. (3)

To calculate the elements of the aforementioned matrices
R, Ξ, T, and Ψ (defined in (1)), we further study the
transmission process as described in Sec. II. Given the burst
size equal toN , 1) for the firstN − 1 frames in the burst,
the number of transmitted frames is deterministic, and the
number of successfully transmitted frames is stochastic; 2)
for the N th frame (i.e., the last frame) in the burst, the
number of N th frame transmissions is stochastic, and the
number of successfully transmitted frames is one. Therefore,
it is convenient to decompose the burst transmission in two
separate phases, and combine the results to compute the
elements ofR, Ξ, T, andΨ. Phase-I covers the transmissions
of the firstN − 1 frames in the burst, and phase-II covers the

(N,1) (N-1,1) (1,1)

(N,2)

(N,3)

(N-1,2)

(N-1,3)

(1,2)

(1,3)

Phase-II of (k-1)th burst Phase-I of kth burst Phase-II of kth burst

(1,y) (N,x)

Fig. 2. State transition diagram of phase-I transmission process.N is the
burst size.

transmissions of the last frame in the burst. LetΨ
(I), R

(I),
Ξ

(I), and T
(I) denote the transition probability matrix, the

reward, the number of transmissions, and the transmission time
associated with phase-I, respectively. Similarly, denoteΨ

(II),
R

(II), Ξ
(II), and T

(II) as the transition probability matrix,
the reward, the number of transmission, and the transmission
time associated with phase-II. All matrices have the same
dimension of3N × 3N where the elements associated with
phase-II are nulls.R(II), Ξ

(II), and T
(II) have the same

structure that allows us to compute the following matrices:

Ψ = Ψ
(I)

Ψ
(II), R = R

(I) + R
(II)

Ξ = Ξ
(I) + Ξ

(II), T = T
(I) + T

(II). (4)

The derivation of each matrix is given in the sequel.

A. Phase-I

For phase-I, the transmission process can be tracked by sam-
pling the process{Y (t)} after every time slot. The resultant
random process is a discrete two-dimensional Markov chain
with state space{(i, x) : i ∈ {1, 2, . . . , N} , x ∈ {1, 2, 3}}.
The corresponding transition probability matrixW is given as

W =
[
w(i,x)(j,y)

]
=





(1 − ex)pxy, i = j + 1

expxy, i = j ≥ 2

0, otherwise,

(5)

for i, j ∈ {1, 2, . . . , N}, x, y ∈ {1, 2, 3}. Fig. 2 shows the
transition diagram that models the transmission process of
phase-I. Each one-step transition indicates the result of one
frame transmission depending on the channel quality at the
instant of sampling and the number of remaining frames in a
burst.

1) Transition Probability Matrix Ψ
(I): Denote Y (I)(tk)

the state at the beginning of phase-I in thekth burst, and
Y (II)(tk +(N −1)) the state at the beginning of phase-II. By
sampling at instantstk and tk + (N − 1) of burstk, we can
obtain

{
Y (I)(t)

}
corresponding to the transmission process of

phase-I. Given the initial state(N,x), the probability of ending
at state(j, y) can be obtained as an(N − 1)-step transition
probability of W, i.e. W

N−1 =
[
w(i,x)(j,y)(N − 1)

]
. Con-

sequently, the transition process from stateY (I)(tk) to state
Y (II)(tk +(N − 1)) has its transition probability matrixΨ(I)
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Fig. 3. State transition diagram of phase-II transmission process.
N is the burst size. Note that the transition probability fromstate
{(N, 1), (N, 2), (N, 3)} to state state (1,y) is one.

with elementψ(I)
(i,x)(j,y):

ψ
(I)
(i,x)(j,y) =

{
w(i,x)(j,y)(N − 1), i = N

0, otherwise,
(6)

wherei, j ∈ {1, 2, . . . , N}, x, y ∈ {1, 2, 3}.
2) Expected Number of Successful Transmissions R

(I):
For phase-I, a successful transmission can be interpreted as a
reward being given after every successful transmission, and
hence, a reward matrixR(I) can be formed with element
r
(I)
(i,x)(j,y):

r
(I)
(i,x)(j,y) =

{
N − j, i = N

0, otherwise,
(7)

wherei, j ∈ {1, 2, . . . N}, x, y ∈ {1, 2, 3}.
3) Expected Transmission Time T

(I) and Number of Total
Transmissions Ξ

(I): The number of transmissions experienced
in phase-I is deterministic and equals toN − 1. Thus, we can
form the matrixΞ(I) with elementξ(i,x)(j,y):

ξ
(I)
(i,x)(j,y) =

{
N − 1, i = N

0, otherwise,
(8)

where i, j ∈ {1, 2, . . . , N}, x, y ∈ {1, 2, 3}. Since the
transmission in phase-I is on a frame-by-frame basis, the
expected time taken in phase-I is given by the matrixT

(I)

with elementτ (I)
(i,x)(j,y):

τ
(I)
(i,x)(j,y) =

{
N − 1, i = N

0, otherwise,
(9)

wherei, j ∈ {1, 2, . . . , N}, x, y ∈ {1, 2, 3}.

B. Phase-II

According to the IEEE 802.15.3 specification, the trans-
mission of the last frame is repeated until it is successfully
transmitted. Taking into account the channel delay, the sender
repeats the last frame every round-trip delay(2d + 1). Hered
is the channel delay counting for the time from the beginning
of a transmission till it is successfully detected and decoded
by the receiver.

By sampling the random process{Y (t)} every round-trip
delay (2d + 1), a new process is constructed with state space
W ′

s ∈ {(i′, x′) : i′ ∈ {1, N} , x′ ∈ {1, 2, 3}}. Here i′ = 1 if
the last frame is not successfully transmitted, andi′ = N if
it is successfully transmitted. Fig. 3 illustrates the transition
diagram of phase-II. The corresponding transition probability
matrix is Z =

[
z(i′,x′)(j′,y′)

]
, wherez(i′,x′)(j′,y′) is given by:

z(i′,x′)(j′,y′) =





(1 − ex′)px′y′(2d + 1), i′ = 1, j′ = N

ex′px′y′(2d + 1), i′ = j′ = 1

0, otherwise.
(10)

As shown in Fig. 3, phase-II may start in any of the initial
states(1, x′), x′ ∈ {1, 2, 3}, which is determined by the
initial state of phase-I after experiencing(N − 1) transitions.
Given the transmission process starts at state(N,x), x ∈
{1, 2, 3} at the beginning of a burst, the probability that the
transmission process is in state(1, x′) at the beginning of
phase-II equals the(N−1) transition probability from channel
statex to channel statex′, i.e., pxx′(N − 1).

1) Transition Probability Matrix Ψ
(II): For phase-II, the

transmission process is tracked by sampling the process
{Y (t)} after every round trip time (i.e.,2d + 1). From
Fig. 3, phase-II starts with state(1, x′) and terminates
in state (N, y′) once the last frame is transmitted suc-
cessfully. Let u(i′,x′)(j′,y′) denote the probability that the
transmission process will enter absorbing state(j′, y′) ∈
{(N, 1), (N, 2), (N, 3)} conditioning on it starts at the state
(i′, x′). The probability matrixU =

[
u(i′,x′)(j′,y′)

]
can be

computed as

U = [I − Z]
−1

, (11)

whereI is the identity matrix and[ ]
−1 is the inverse matrix

operation, andZ is given by (10). The elements of transition
probability matrixΨ

(II) are therefore given as

ψ
(II)
(i,x′)(j,y′) =

{
u(1,x′)(N,y′), j = N

0, otherwise,
(12)

wherei, j ∈ {1, 2, . . . , N} , x′, y′ ∈ {1, 2, 3}.
2) Expected Number of Successful Transmissions R

(II):
Since the last frame in a burst is retransmitted until it is
successfully delivered, the expected number of successful
transmissions can be described by the matrixR

(II) with
elementr(II)

(i,x)(j,y):

r
(II)
(i,x)(j,y) =

{
1, j = N

0, otherwise,
(13)

wherei, j ∈ {1, 2, . . . N}, x, y ∈ {1, 2, 3}.
3) Expected Transmission Time T

(II) and Number of Total
Transmissions Ξ

(II): For phase-II, with the knowledge of
initial state, the final state, and the corresponding transition
probability, we can derive the average number of frames
consumed in phase-II. The expected number of transmissions,
m(1,x′)(N,y′), made in the transient state(1, x′) before the
transition process enters into the absorbing state(N, y′), as



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication.

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS (TO APPEAR) 6

depicted in Fig. 3, is given by (see Appendix):

m(1,x′)(N,y′) =

3∑
v=1

u(1,x′)(1,v)u(1,v)(N,y′)

u(1,x′)(N,y′)
. (14)

Since the state(1, x′) is actually conditional on the initial state
of a burst (i.e.,(N,x)), the expected number of transitions
made in a transient state before the transition process enters
into the absorbing state(N, y′) is given by

m̃(N,x)(N,y′) =

3∑
k′=1

pxk′(N − 1)
3∑

l′=1

u(1,k′)(1,l′)u(1,l′)(N,y′)

3∑
k′=1

pxk′(N − 1)u(1,k′)(N,y′)

.

(15)
Thus, the matrixΞ(II) with elementξ(II)

(i,x)(j,y) is formed by
properly arranging̃m(N,x)(N,y′):

ξ
(II)
(i,x)(j,y) =

{
m̃(N,x)(N,y′), j = N

0, otherwise.
(16)

On the other hand, each frame is transmitted in every round-
trip time (2d + 1) in phase-II. The expected transition time
matrix therefore can be represented asT

(II) = (2d+1)·Ξ(II).

V. SIMULATION RESULTS

In this section, the accuracy of our analytical model is
evaluated via simulation. The sensitivity of the Dly-ACK
performance to burst size (i.e., transmission window) and
various propagation and physical layer parameters such as
normalized fading rate, received SNR and channel delay is
also discussed. A peer-to-peer communication scenario using
Dly-ACK is implemented. A persistent traffic is assumed at
the source device, and the sender’s buffer and receiver’s buffer
are assumed to be sufficiently large. The fading process with
Rayleigh distributed envelope is generated using Jakes’ model
[22]. In our simulations,500, 000 frames are generated and
a warm-up period of5, 000 frames are considered. Following
the technique described in [23], the fading process is sampled
frame by frame and the frame error rate (FER) corresponding
to each frame is computed by considering a QPSK (quadrature
phase shift keying) modulation as specified in the standard.
This result is dumped into a trace file. Then we run the Dly-
ACK protocol over a channel whose error process is generated
from the trace file. For the analytical part, the parameters of the
three-state Markov channel model are first computed according
to the trace file. Then the efficiency and goodput are computed
using the equations derived in Section IV.

A. The Accuracy of Three-State Markov Channel Model

We first demonstrate the accuracy of the three-state Markov
channel model. For this purpose, we compare the perfor-
mance of Dly-ACK protocol between three-state and two-
state Markov channel models, using a simulated Rayleigh
fading channel as benchmark. Fig. 4 shows the result for the
scenario:SNR = 15 dB, burst sizeN = 5 frames, and channel
delay d = 3 slots. The normalized fading rates shown in
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Fig. 4. The accuracy of three-state Markov channel model.
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Fig. 5. Efficiency versusfdT .

Fig. 4 are typical in wireless environment, but the scenario
of interest only covers very small values. It can be seen that
the goodput for the three-state channel model approximates
that of the Rayleigh fading channel very well, whereas the
two-state channel model shows a large discrepancy.

B. Effect of the Normalized Fading Rate

Multipath fading is a common phenomenon in wireless
communications [24]. The envelope of the received signal
is a function of the velocityv of the user and the carrier
frequencyfc of the transmitted signal. With a time-varying
channel, the error patterns can be correlated or uncorrelated.
The degree of correlation is typically measured in normalized
fading rate given by the product of the Doppler frequencyfd =
v/λ (λ = c/fc is the wavelength of the transmitted carrier
frequency wherec is the speed of light) and the transmission
time of the data unitT . The fading process is considered
slow if fdT ≤ 0.1 and consequently consecutive packet losses
are correlated. The fading process is considered fast fading
if fdT ≥ 0.2 and therefore packet losses are uncorrelated.
Considering that WPANs are dedicated to indoor applications,
we choose the velocity of5 km/hr, corresponding to1.38 m/s.
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Fig. 6. Normalized goodput versusfdT .

The effect of normalized fading ratefdT to the Dly-ACK
policy is investigated by manipulating the data rate and the
frame size. The resultant normalized fading rate is located
in the range of[0.0008, 0.0178]. The response of efficiency
and normalized goodput to normalized fading rate can be
observed in Fig. 5 and Fig. 6, respectively. ForSNR = 10
dB, which can be interpreted as a relatively poor channel,
goodput is sensitive to the change of fading rate and it reveals
a downward trend at the range of normalized fading rate
of interest. Since the number of retransmissions in phase-II
dominates the efficiency of Dly-ACK protocol, we define the
burst with size larger than the prescribed sizeN aslarge burst
and probe the frequency of large burst per simulation run. It
can be seen that when the fading rate increases the proportion
of bursts that need more thanN transmission attempts to
receive the ACK also increases, conditioned on the same SNR.
We further examine the amount of retransmissions in phase-II
by showing the average size of large burst size in Fig. 8. An
intuitive notion is the average size increases as the correlation
of errors increases. It is shown in Fig. 8 that the proportion
of frames being retransmitted is larger for smallfdT than for
higher fdT . This is due to the fact that, once the last frame
in a burst runs into an error, the next transmission is very
likely to be failed because of the correlated errors. By jointly
considering Figs. 7 and 8, we can see as the frame errors
are less correlated, a frame falls into the retransmission group
more frequently, but the duration it stays in a group of errors
diminishes. Meanwhile, a more notable variation in Fig. 7 than
that in Fig. 8 indicates that the sender spends more time in
idle when the error pattern is less correlated. From the above
observations we can conclude that the performance of Dly-
ACK degrades as the channel error is less correlated. In other
words, increasing the frame transmission time or movement
speed, corresponding to increasing the normalized fading rate,
result in lower goodput and protocol efficiency.

C. Effect of the SNR

The impacts of SNR are investigated in Figs. 9 and 10 by
settingN = 5 and d = 3 slots. Higher SNR leads to lower
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error rate and, hence, efficiency and goodput increase as more
successful transmissions can be achieved. Both performance
measures reach their limits when the applied SNR is suffi-
ciently large to produce very low error probability. Moreover,
the channel with lowerfdT is more vulnerable to the low SNR
compared to the one with higherfdT . This phenomenon can
also be explained by Figs. 7 and 8, where the sender using
Dly-ACK spends more time in the idle state as the frame errors
are less correlated.

D. Effect of the Channel Delay

Fig. 11 shows the response of normalized goodput to
channel delayd for different values of SNR withN = 5. It can
be seen that a longer channel delay prolongs the burst duration,
and thus degrades the goodput. It can also be observed that
the impact of channel delay on goodput is higher in a low
SNR environment (SNR = 10 dB) than in a higher SNR
environment (SNR = 15 dB). For example, when the channel
delay is 5 slots long, the goodput forSNR = 15 dB is about
35% higher than the goodput forSNR = 10 dB. When the
channel delay is increased to 9 slots long, the difference is
decreased to10%.

E. Effect of the Burst Size

To explore the impact of burst size on Dly-ACK goodput,
we set d = 3 slots, SNR = 15 dB; the result is shown
in Fig. 12. It can be seen that the normalized goodput
increases when the burst size increases. The reason is that,
by considering the same error rate, increasing the burst size
simply concentrates the error events in bursts and, in turn,the
retransmission process becomes more efficient. In addition,
the effect of normalized fading rate to goodput in the lower
fdT and the higherfdT situations is also shown in Fig. 12.
When N = 1, both error patterns result in nearly identical
goodput. In fact, the special case ofN = 1 is equivalent to
the Imm-ACK operating in a stop-and-wait manner. Therefore,
the correlation of error process has minor impact. As the
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Fig. 11. Normalized goodput versus delay for SNR=15 dB and 25 dB.
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Fig. 12. Normalized goodput versus burst size forfdT = 0.00008 and
0.01778.

delay increases, on the other hand, idle time increases, andthe
goodput drops. To compensate the performance loss due to
channel delay, one of the strategies is to increase the burstsize.
From Fig. 13, a goodput of50% of the highest value under
investigation can be achieved when the burst size isN = 5
with channel delayd = 3 slots. When the protocol encounters
longer channel delay, say 23 slots long, the performance is
reduced by nearly40%. The same goodput is attained when
the burst size is increased toN = 20.

VI. CONCLUSION

We have proposed an analytical model for studying the
efficiency and goodput performance of the IEEE 802.15.3
Dly-ACK protocol in the presence of correlated transmission
errors. Simulation results have demonstrated the accuracyof
the proposed analytical model. It is observed that the Dly-ACK
protocol performs better in a correlated error environment
than in a less correlated error environment. Also, the goodput
of Dly-ACK can be improved by increasing the burst size.
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However, the resultant inter-packet delay may be unacceptable
to time-sensitive applications. Research on analyzing thedelay
performance of the Dly-ACK protocol over fading channels
and on determining the burst size that results in optimal
goodput for given channel condition and QoS requirement is
underway. Furthermore, several WPANs may coexist in the
vicinity and introduce unavoidable interference. The extension
of the proposed research to the circumstance when multiple
WPANs overlap their coverages is also underway.

APPENDIX

DERIVATION OF EQUATION (14)

From Fig. 3, a frame is transmitted for each transition.
Therefore, the expected number of frame transmissions is
equal to expected number of transitions. Define an indicator
variableI which equals one when the system is in state(1, v)
at timek. This can be presented as

I(1,x′)(1,v)|(N,y′)(k) =

{
1, s(k) = (1, v)

0, otherwise,
(17)

wheres(0) = (1, x′) ands(∞) = (N, y′). The expected value
of the indicator variable in (17) is

Ī(1,x′)(1,v)|(N,y′) =

Pr{s(k) = (1, v)|s(0) = (1, x′), s(∞) = (N, y′)}.
(18)

By Bayes’ theorem, the right-hand-side of (18) can be written
as (19) at the top of the next page. From Markov property
one can write (20). LetJ(1,x′)(1,v)|(N,y′) denote the number
of times that state(1, v) is visited for an infinite number of
transitions. Then, the expected number of times that state(1, v)
is visited can be written as

J̄(1,x′)(1,v)|(N,y′)(k) =

(
∞∑

k=0

I(1,x′)(1,v)|(N,y′)(k)

)

=
∞∑

k=0

Ī(1,x′)(1,v)|(N,y′)(k).

(21)

By considering the transmission matrixU =
[
u(i′,x′)(j′,y′)

]

defined in (11), and (20) and (21), we can write

J̄(1,x′)(1,v)|(N,y′)(k) =
u(1,x′)(1,v)u(1,v)(N,y′)

u(1,x′)(N,y′)
. (22)

The expected total number of times that the transient state
{(1, 1), (1, 2), (1, 3)} are visited, if the transmission process
is started in state(1, x′) and ended in state(N, y′) is

m(1,x′)(N,y′) =
3∑

k=1

J̄(1,x′)(1,v)|(N,y′)

=
u(1,x′)(1,v)u(1,v)(N,y′)

u(1,x′)(N,y′)
.
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