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Abstract—By introducing a mobility anchor point (MAP), Hierarchical Mobile IPv6 (HMIPv6) reduces the signaling overhead and
handoff latency associated with Mobile IPv6. However, if a mobile node (MN)’s session activity is high and its mobility is relatively low,
HMIPv6 may degrade end-to-end data throughput due to the additional packet tunneling at the MAP. In this paper, we propose an
adaptive route optimization (ARO) scheme to improve the throughput performance in HMIPv6 networks. Depending on the measured
session-to-mobility ratio (SMR), ARO chooses one of the two different route optimization algorithms adaptively. Specifically, an MN
informs a correspondent node (CN) of its on-link care-of address (LCoA) if the CN’s SMR is greater than a predefined threshold. If the
SMR is equal to or lower than the threshold, the CN is informed with the MN'’s regional CoA (RCoA). We analyze the performance of
ARO in terms of balancing the signaling overhead reduction and the data throughput improvement. We also derive the optimal SMR
threshold explicitly to achieve such a balance. Analytical and simulation results demonstrate that ARO is a viable scheme for

deployment in HMIPv6 networks.

Index Terms—Hierarchical Mobile IPv6, all-IP networks, adaptive route optimization, performance analysis.

1 INTRODUCTION

IN wireless/mobile networks, mobile nodes (MNs) can
change their attachment points freely while being con-
nected. Therefore, mobility management is essential for
tracking the MNs’ current locations so that their data can be
delivered correctly. Since the next-generation wireless/
mobile networks are anticipated to be unified networks
based on IP technology, ie. all-IP networks, IP-based
mobility management is critical. Many IP mobility protocols
have been proposed in the literature [1]. Among them,
Mobile IPv6 (MIPv6) [2] from the Internet Engineering Task
Force (IETF) is the de facto protocol for mobility manage-
ment in IPv6 wireless/mobile networks. However, MIPv6
incurs a high signaling overhead when handoff is too
frequent. To overcome this drawback, Hierarchical Mobile
IPv6 (HMIPv6), which employs a mobility anchor point
(MAP) to handle binding update (BU) for MNs within the
MAP domain, has recently been introduced by the IETF [3].
In this way, network-wide signaling is only required when
the MN roams outside of its current MAP domain and,
thus, signaling traffic and handoff latency can be reduced.
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Hierarchical mobility management is also widely adopted
in other mobility management schemes such as Cellular IP
[4], HAWAII [5], IDMP [6], etc.

MIPv6 supports route optimization (RO) for efficient
packet delivery. Packets sent by a correspondent node (CN)
are first routed to the home agent (HA) of the MN, then the
HA forwards the packets to the MN’s registered temporary
address, i.e., care-of address (CoA). Once the MN receives
the packets tunneled from the HA, the MN sends a BU
message to the CN. If the MN moves to a new subnet and its
CoA is changed, the MN advertises its new CoA by sending
BU messages to all CNs listed in its binding update list [2].
The binding update list is maintained by each MN and
consists of entries for the CNs having active sessions with
the MN. After receiving the BU message, the CN updates its
binding cache and sends a binding acknowledgment
(BACK) message to the MN. When the MN receives the
BACK message, the MN updates its binding update list.
After the BU procedures are finished, the CN sends
subsequent packets directly to the MN, bypassing the HA.
Since HMIPvé6 is based on Mobile IPv6, the HMIPv6
specification [3] also defines route optimization procedures.
However, in HMIPv6, the MN'’s regional CoA (RCoA), i.e.,
an address in the MAP subnet, rather than the MN’s on-link
CoA (LCoA), is used for route optimization.

RO enables direct packet transmission (bypassing the
HA) between the CN and MN. Hence, MIPv6 with RO
normally achieves a higher throughput than MIPv6 without
RO. However, RO does not always guarantee a better
performance for MNs with different session activities and
mobility patterns [7]. For instance, if an MN hands off
frequently while it has low session activity, the throughput
improvement due to RO becomes negligible and RO results
in a large amount of signaling traffic due to the frequent
execution of the BU/BACK procedures. Similar problems
can also be observed in HMIPv6 networks. Notifying the
CN of the MN’s RCoA is efficient in reducing the binding
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Fig. 1. Binding update procedures in HMIPv6 networks.

update traffic. This is because the RCoA is not changed
while the MN resides in the MAP domain. However, it
causes additional tunneling procedures at the MAP and
affects the packet delivery latency and throughput. On the
other hand, if the MN’s LCoA is advertised, the tunneling
overhead at the MAP is eliminated, but more binding
update traffic is introduced.

To strike a balance between the signaling overhead
reduction and the data throughput improvement, we
propose an adaptive route optimization (ARO) scheme for
HMIPv6 networks. Specifically, ARO determines how to
perform RO based on the estimated session-to-mobility
ratio (SMR), which is defined as the ratio of the session
arrival rate to the handoff rate. If the SMR is greater than a
predefined threshold, the session activity has a greater
impact on the overall performance than the node mobility.
Hence, it needs to reduce the packet delivery overhead
rather than the binding update traffic. Therefore, the MN
informs the CN of its LCoA for a high SMR (i.e., LCoA
binding update (LBU)). On the other hand, if the SMR is low,
it is better to reduce the binding update traffic so that the
MN informs the CN of its RCoA (i.e., RCoA binding update
(RBU)). Since the SMR threshold value, at which the MN
determines which BU scheme (i.e., LBU or RBU) is used,
affects both the packet delivery overhead and the binding
update overhead, we also determine the optimal SMR
threshold to minimize the overall traffic overhead.

Our major contributions in this paper are as follows:
1) We design ARO in which an MN'’s session activity as well
as its mobility are considered. By taking these two factors
into account, ARO achieves truly adaptive route optimiza-
tion in all-IP networks. 2) We develop analytical models for
estimating signaling overhead and data throughput, and
explicitly derive the optimal SMR threshold for ARO. 3) We
justify the feasibility of ARO and validate the analytical
results through extensive simulations.

The remainder of this paper is organized as follows:
Section 2 compares RCoA and LCoA binding updates. An
adaptive route optimization scheme is proposed in Sec-
tion 3. An analytical model is presented and the optimal
SMR threshold is derived in Section 4. Section 5 presents the
numerical results. Related work is summarized in Section 6,
followed by the concluding remarks in Section 7. The
acronyms used throughout the paper are summarized in
Appendix A.

MN MAP CN

BU (RCoA,,)
_________________ N BU (RCoA,,,)

L3
—

Fig. 2. Packet delivery with the RCoA binding update.

2 RCoA BINDING UPDATE VERSUS
LCoA BINDING UPDATE

Fig. 1 illustrates the basic binding update procedures in
HMIPv6 networks. An MN is configured with two CoAs: a
regional care-of-address (RCoA) and an on-link care-of-
address (LCoA). The RCoA is an address in the MAP’s
subnet. An MN obtains its RCoA when it receives a Router
Advertisement (RA) message with the MAP option. On the
other hand, the LCoA is an on-link CoA attributed to the
MN’s interface and is based on the prefix information
advertised by an access router (AR). After address config-
uration, the MN sends a BU message to the MAP in order to
bind its current location (i.e., LCoA) with an address in the
MAP’s subnet (i.e., RCoA). The MAP performs duplicate
address detection (DAD) for the MN’s RCoA on its link and
returns a BACK message to the MN. To register its new
RCoA with the HA, the MN sends a BU message which
specifies the binding of Home Address (HoA) and RCoA.
The HoA is recorded in the home address option (HAO)
field and the RCoA can be found in the source address field.
The MN also sends BU messages that specify the binding
information between the HoA and the RCoA to its CNs,
which achieves route optimization. If the MN changes its
current address within a MAP domain, it only needs to
register a new address (i.e., LCoA) with the MAP. The
RCoA is not changed as long as the MN remains in the same
MAP domain. This design makes the MN’s mobility
transparent to the HA and CNs. Since the MAP acts as a
local HA, it receives all packets destined to an MN within
its domain and tunnels the received packets to the MN’s
current address. At the same time, all packets originated
from MNs within the MAP domain are routed through the
MAP for the purpose of symmetric routing.

There are two binding update approaches to achieve RO
in HMIPv6 networks: One is RCoA binding update (RBU) and
the other is LCoA binding update (LBU). Fig. 2 illustrates the
binding update and packet delivery procedures in HMIPv6
networks when RBU is employed, where RCoA,;n denotes
the MN’s RCoA and T is the tunneling header. In addition,
the solid line represents the data packet flow, whereas the
dotted line refers to the signaling packet flow (e.g., BU and
BACK messages). In RBU, the packets sent by the CN are
first delivered to the MAP and then tunneled to the MN.
Consequently, the route between the CN and the MN
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Fig. 3. Packet delivery with the LCoA binding update.

involves additional tunneling at the MAP, which results in a
significant packet delivery latency.

In RBU, the MN sends an encapsulated BU message to
the MAP. This is because all packet transmissions in
HMIPv6 networks are accomplished through a bidirectional
tunnel between the MAP and MN. In the outer header of an
encapsulated packet, the MN’s LCoA (i.e., LC0oAyn) and
the MAP’s address (i.e., Addry;ap) are used as the source
and destination addresses, respectively. On the other hand,
the original BU message, which is decapsulated at the MAP
and sent to the CN, uses the MN’s RCoA' (i.e., RCoAynN)
and the CN’s HoA (i.e., HoAcy) as the source and
destination addresses, respectively. The MN’s HoA (ie.,
HoA)n) is included in the HAO field to identify the MN. In
the original BACK message from the CN, HoAgy and
RCoA)y are specified in the source and destination
address fields, respectively. After receiving the BACK
message, the MAP adds a tunneling header with the source
address field of Addry;4p and the destination address field
of LCOAMN.

The binding update and packet delivery procedures of
LBU are shown in Fig. 3. Since the LCoA is the same as the
CoA in MIPv6, LBU follows the same procedures as those in
MIPv6. In LBU, the MN, when changing its LCoA or
receiving the tunneled packet from the HA, sends a BU
message to the CN. The BU message in LBU includes
LCoAyy and HoAcy in the source and destination address
fields, respectively. At the same time, HoAy is specified in
the HAO field. In LBU, the MN notifies the CN of its LCoA.
Therefore, the BU message is directly delivered to the CN,
bypassing the MAP, and, hence, there is no tunneling
procedure at the MAP. If the CN receives the BU message,
the CN responds with a BACK message and delivers
subsequent packets directly to the MN without any
tunnelings at the HA or the MAP. To this end, the
destination address field of the BACK format is LCoA .

In LBU, whenever the MN changes its LCoA within the
same MAP domain, it notifies the MAP and the CNs
recorded in the binding update list of its new LCoA. If the
MN moves from one subnet to another frequently, more BU

1. In MIPv6 networks, the source address field of the BU message
includes the MN’s CoA that is valid in the foreign network in order to
prevent ingress filtering. Similarly, HMIPv6 uses the MN’s RCoA in the
source address field of the BU message sent to its HA/CNs.

CN1 MAP MN MAP  CN2
le---==""T" B IJ;LCDAMN)
________________ (a)
EEEEEY
BACK (LCoA,y)
BU(RCoA,)  |=== ==~ 7
_4 _______
(®) AR
BACK (RCoA,,\) /

Fig. 4. Packet delivery in ARO.

procedures have to be performed and this introduces more
signaling traffic over the entire network. Consequently,
LBU may result in more binding update traffic than RBU
while reducing the tunneling overhead at the MAP.

3 ADAPTIVE ROUTE OPTIMIZATION

The adaptive route optimization (ARO) scheme handles the
binding updates to the CNs. Therefore, the binding updates
to the HA and the MAP are the same as in the HMIPv6
specification [3]. If the session activity is higher than the
mobility rate, LBU is more appropriate because it eliminates
the MAP tunneling and reduces the packet delivery time. On
the contrary, RBU is better than LBU when the mobility rate
is relatively high. This is because RBU reduces the number
of binding updates to the HA/CNs. Accordingly, ARO
should balance the conflicting features of LBU and RBU.

The binding update and packet delivery procedures in
ARO are illustrated in Fig. 4. Let ¢ be the predefined SMR
threshold for ARO. In addition, let the SMR of the CN1 be
greater than ¢ and the SMR of the CN2 be smaller than 6.
Then, the MN sends a BU message with its LCoA to the
CN1 (Fig. 4a) and a BU message with its RCoA to the CN2
(Fig. 4b). Consequently, the packets from the CN1 are
directly routed to the MN and the packets from the CN2 are
first routed to the MAP and then tunneled to the MN.

In ARO (also in RBU and LBU), the binding update
latency to the CN causes packet loss during handoff [8]. To
reduce packet loss, the MN can send a BU message to the
previous AR or MAP. If LBU is triggered at the previous
location, the MN sends a BU message with its LCoA to the
previous AR, and then the packets arriving at the previous
AR are forwarded to the new AR. This forwarding can be
achieved by establishing a tunnel between two ARs, similar
to Fast Handover for Mobile IPv6 (FMIPv6) [9]. On the
other hand, if RBU is performed at the previous location,
the MN sends a BU message with its LCoA to the previous
MAP when it moves to a new AR or MAP domain. Then,
the packets delivered to the previous MAP can be
forwarded by a bidirectional tunnel according to the
HMIPv6 standard [3].

To implement ARO, a simple extension to the binding
update list is required. Originally, an MN’s binding update
list maintains binding information, e.g., the address and
remaining lifetime for each binding [2], [3]. In ARO, RBU
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No Address Lifetime | R/L SMR d
1 FF04:4301:1434 1000 R 0.2 0.3
2 3410:3034 500 R 1.0 1.2
3 4200:0923::FF00 320 L 13 0.8
4 FF01::6201:1234 180 L 2.0 1.0

_____________________________

Fig. 5. Modified binding update list.

and LBU are adaptively selected so that the binding update
list includes an R/L flag, as shown in Fig. 5. If the flag is set
to R, it means that the binding is resulted from RBU.
Otherwise, the binding can be made by LBU. In addition,
each entry in the binding update list has two additional
fields, SMR and §, to record the estimated SMR and SMR
threshold, respectively.

Fig. 6 shows a procedure performed when an MN
receives a packet from a CN. The MN determines whether
the packet belongs to a current ongoing session or to a new
session. To this end, an active state timer with length T4 is
maintained at the MN [10], [11]. If the time duration
between the last received packet and the current received
packet is greater than 7Y, the current packet is considered as
the first packet of a new session. Otherwise, the packet is a
subsequent packet of an ongoing session. T4 has a
significant impact on session activity, which has been
investigated in [12]. How to determine T4 properly is
application-specific and implementation-dependent, and it
is beyond the primary focus of this paper.

For an arrived packet of the ongoing session, no
binding update to the CN is triggered. Even though
applying an adaptive binding update to the CN on a per-
packet basis may yield better performance, it may result in
out-of-order packet delivery [13]. Consequently, ARO is
performed only when a new session is established or a
handoff occurs.> However, since the packet arrival of the
ongoing session affects several parameters, e.g., session
length and hop distance, the session information is
updated on the packet arrival.

On the other hand, for a new session arrival, the MN
checks whether the CN is the registered one in the binding
update list. If the CN is a new one (i.e., the session is the
first established session from the CN), the MN creates a new
entry for the CN in the binding update list. After that, the
SMR of the CN should be determined. If the session is the
first one from the CN, the SMR of the CN is set to a default
value (i.e., 1.0). Otherwise, the MN estimates the CN’s SMR
by counting the total number of sessions established with
the CN and the number of handoffs performed by the MN.
To avoid oscillation of the estimated SMR, an exponentially
weighted moving average (EWMA) scheme is employed
[14]. In addition, the MN should determine the optimal 6,
which is affected by several parameters, i.e., the session
length, hop distances among network entities (e.g., CN,

2. The session-based binding update imposes higher computation
overhead than the existing MIPv6 and HMIPv6. However, the advances
of computation technologies enable the session-based binding update to be
implemented in a practical manner [15].

[Receive a packet from a CN]

<=
A new session?

Yes

Yes

Update SMR and § [«
No

RCoA binding update LCoA binding update
Update R/L flag Update R/L flag

Fig. 6. ARO procedure on receiving a packet.

Update session inforrnation}

Create an entry for the CN
in the BU List

MN, HA, and MAP), MAP domain size, and BU/BACK
packet lengths. The BU/BACK packet lengths and tunnel-
ing header length have been specified in [3]. The hop
distance can be estimated by examining the packet header,
i.e., it is obtained by subtracting the final time-to-live (TTL)
(in the IP header) from the initial TTL to be inferred.
According to [2], a return routability (RR) test should be
performed before a binding update procedure to avoid
security attacks on RO. Therefore, the hop distance values
can be obtained by monitoring the packets exchanged
during the RR test. The MAP domain size can be obtained
from the RA message broadcasted by the MAP.? In
addition, the average session length is estimated based on
the EWMA scheme. Using these values, the optimal é can be
calculated. After updating SMR and ¢, the MN performs a
binding update procedure to the CN, i.e., either LBU or
RBU is performed, and records the result in the binding
update list with the R/L flag.

When an MN moves to another AR subnet, its LCoA is
changed. In HMIPv6 networks, the MN does not inform
CNs of the new LCoA because only the RCoA is visible to
the CNs. However, in ARO, since the SMR and § are
changed by a handoff event, a new RO policy should be
applied. Consequently, the procedure illustrated in Fig. 7
is performed whenever a handoff event occurs. This
procedure can be performed for all CNs registered in the
binding update list. In Fig. 7, i and N denote the index for
a CN and the number of CNs registered in the binding
update list, respectively. For each CN, the MN updates its
SMR and 6. After that, the MN performs RBU or LBU
based on the updated SMR and ¢, and the result of RO is
recorded with the R/L flag.

4 PERFORMANCE ANALYSIS

In this section, we analyze the performance of ARO.
Without loss of generality, we make the following assump-
tions and notations:

3. ARO works well even when the MAP domain size is unknown. This is
because the sensitivity of the optimal 6 to different MAP domain sizes is not
noticeable (see Section 5).
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[ Handoff event }
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Yes
No l i
‘ Update SMR() and (i) ‘ ‘ End ‘

No @ Yes

RCoA binding update to CN(i)
Update R/L flag of CN(i)
i++

Update R/L flag of CN(i)
i+

LCoA binding update to CN() }»

Fig. 7. ARO procedure on a handoff event.

e The session interarrival time follows an exponential
distribution with rate A5 and average session length,
in packets, is E(S5).

e The AR subnet residence time follows a general
distribution with mean 1/pg. Its probability density
function (pdf) is fs(t). Let Fs(t) and f§(s) denote the
cumulative distribution function and the Laplace
transform of fs(t), respectively.

e The MAP domain residence time follows a general
distribution with mean 1/up and its pdfis fp(t). Let
Fp(t) and f},(s) denote the cumulative distribution
function and Laplace transform of fp(t), respectively.

e Let¢rand tg be the random variables for intersession
arrival time and AR subnet residence time, respec-
tively. Then, an SMR random variable (r) is given by
ts/tr and its mean (pgs) is Ag/ps. The SMR cumula-
tive distribution can be derived as (see Appendix B)

Pr(r < 8) = Pr(ts/tr < 8) = f5(5)] s

4.1 Total Cost Model

To quantify the overall traffic overhead in ARO, we develop
an analytical cost model consisting of the binding update
(BU) cost (Cpy) to the CN and the packet tunneling (PT)
cost (Cpr) from the CN to the MN. The BU and PT costs are
considered as the additional traffic loads due to exchanging
BU/BACK messages and IP tunneling headers* of data
packets, respectively [16]. Since route optimization for a CN
is performed until the lifetime (7y) of a binding entry
expires [2], the BU and PT costs during Ty are considered.
The following notations are used for the cost model:

Ly: Tunneling header length (40 bytes).
Lpy(Lpack): BU (BACK) message length.
d4—p: Hop distance between A and B.

C4_p: Unit packet tunneling cost from A to B.
BU¢y: Unit binding update cost to the CN.

4. In terms of packet tunneling cost, only the IP tunneling header is
considered because the original IP packet does not introduce extra
overhead.

As a reference scheme, we first derive the BU and PT
costs of the nonroute optimization (NRO) scheme in
HMIPv6 networks. Since no BU procedure to the CN is
performed in NRO, the BU cost of NRO is simply

Cpi” = 0. 4y

Regarding packet delivery in NRO, all packets trans-
mitted by the CN are first routed to the HA, and then the
HA tunnels them to the MAP. By Little’s law [17], the
number of packets delivered during Ty can be approxi-
mated by Ag - Ty - E(S). Therefore, the PT cost of NRO is
obtained from

Cp% = Xs - Tpy - E(S) - (Ca—map + Carap—un),  (2)

where Cra_aap is given by Lt - dga—nap. Since there are
no tunneling headers for data packets from the CN to the
HA, the packet tunneling cost between them is zero. On the
other hand, the MAP retunnels the packets to the MN.
Therefore, two IP tunneling headers are added to the
packets from the MAP to the MN and, hence, Cy ap—mn is
equal to 2LT . dMAP—J\VIN'
When RBU is used, the BU cost is given by

CRBY = pup - Ty - BUon, (3)

where the product, pp - Ty, represents the average number
of domain crossings during T;. BUcy can be calculated as
dyap-un - (Lt + Lpy) + don-yap - Lpy + dyap-mn - (Lr +
Lpack) +den—yap - Lpack-

In RBU, packets sent by a CN are first delivered to the
MAP. In this portion of the delivery, no tunneling is
employed, so the PT cost is zero. However, an IP tunneling
header is augmented in the delivery from the MAP to the
MN. Hence, the PT cost of RBU can be computed as

OBV = \g - Ty - E(S) - Carap—nw, 4)

where Cyrap-mn is Ly - dyap—mn-

For LBU, the MN sends a BU message whenever it
moves away from a subnet area. Then, the average number
of subnet crossings during Ty is equal to ug - Ty, where
s is the subnet crossing rate. Therefore, the BU cost of LBU
is given by

CEPY = pg - Tpy - BUon, (5)

where BUcy is (dyap-mn + donv—map) - (L + Lpack)-

Although LBU results in a higher BU cost due to frequent
binding updates, it can reduce the PT cost by eliminating
the MAP tunneling. After route optimization, the HA
tunneling is also eliminated. Therefore, the PT cost of
LBU is

Cpr =0, (6)

In ARO, the MN uses RBU if the SMR of a CN is equal to
or lower than 6; otherwise, the MN uses LBU. Hence, ARO
includes the total costs of RBU and LBU depending on the

5. In HMIPv6 networks, the packets destined to the MN are tunneled at
the MAP. At the same time, the packets originated from the MN are also
reversely tunneled to the MAP and then they are transmitted to the CN by
the MAP. More details can be found in Section 2.
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TABLE 1
Summary of the Packet Delivery Time

Term | Expression
S(CN,HA) den-— HA><( %/JFZ)JF(dCN HA— 1) X PR+ Phya
S(HA, MAP) dga—map x (22 i +1)+(dga—map —1) X Pr+ Pyap

SNEO(MAP, MN)
SEO(MAP,MN)
S(CN, MAP)
S(CN,MN)

(dyap—mN — 1) X

(LP+ L 4+1)+ (M +lw) + (dvap—mN —1) X Pr
(dyap—mn —1) X (M +1)+ (M +iw) + (dmap—mun —1) X PR
deN-mAP X (FW +1)+ (dczv map —1) X PR+ Pyrap

(den-mn — 1) X (55 +D + (BW

+ilw) + (den-—mnN — 1) X Pr

SMR, i.e., Pr(r > §) - CLBY + Pr(r < §) - CEBY, where r is the
SMR random variable. Also, in ARO, a session arrival can
trigger a binding update because it affects the value of the
SMR. If the previous binding update was an LCoA binding
update, no binding update is performed on the session
arrival. This is because a session arrival increases the SMR
and, hence, an RCoA binding update cannot be triggered
after an LCoA binding update. On the other hand, if there is
a number of session arrivals after an RCoA binding update,
an LCoA binding update can be performed on the session
arrival. Let § be the probability that an LCoA binding
update is triggered after an RCoA binding update on
session arrivals and « and 3 be the SMRs when the RCoA
and LCoA binding updates are performed, respectively. If
there are K session arrivals between the RCoA and LCoA
binding updates, the following relationship between o and
B can be established by the SMR definition.

8= a+ K,
T a(l+ K),
where the average K is given by Ag/pg [18]. Then, 0 is
expressed as a conditional probability,

a>1
a<l,

(7)

Pr(6 > 6,a <)
where Pr(a < é) and Pr(8 > §) refer to the probabilities of
RCoA and LCoA binding updates being performed,
respectively. The additional BU procedures on session
arrivals can be initiated only after an RCoA binding update
and the average number of RCoA binding updates during
Tpy is psTpy Pr(r < 6). From the SMR distribution, 6 can be
calculated numerically. Consequently, the total cost of ARO
can be represented by

(®)

OO = Pr(r > 6) - CEPY 4 Pr(r < 6) - CRBY

9
+M5TBUPT(T§5)‘9'BUCA. ( )

Based on the cost model, the optimal SMR threshold, ¢*,
can be obtained from Theorem 1.

Theorem 1. If \g is greater than m, there exists an

SMR optimal threshold in (0, oo) and it is given by
(1-1/VN)

(dyap—mn-(Lr+Lpy)+don-—map-Lpy+den-mn-Lpack):
E(S)-Lr-dyap-un

ot =

. (10)

Proof. See Appendix C. 0

From Theorem 1, 6 depends on the session length
(E(S)), domain size (NN), and hop distances. The effects of
these parameters will be investigated in Section 5.

4.2 Throughput Model

For the throughput model, we assume a session model
where E(S) packets are exchanged between the MN and the
CN and the interpacket time is o. That is, E(S) packets with
interval o are sent by the CN at the beginning of the session.
A session transmission can be disrupted by handoff events
and packets cannot be transmitted during the disruption
period. Therefore, the total transmission time is the sum of
handoff disruption time and packet delivery time. In
addition, throughput is defined as the ratio of transmitted
data volume over total transmission time. The following is a
list of the notations and values used in the throughput
model [16]:

S(i,j): Packet delivery time between i and j.

BW: Wired link bandwidth (100 Mbps).

BWyy: Wireless link bandwidth (11 Mbps).

D¥: End-to-end packet delivery time in X (X €

{NRO,RBU, LBU}).

e Pp: Processing time in the router: routing table
lookup and packet processing time (0.001 msec).

® Py Processing time in the HA (0.005 msec).

®  Pyrap: Processing time in the MAP (0.003 msec).

e [ Wired link latency: propagation delay and link
layer delay (0.5 msec).

e [y: Wireless link latency: propagation delay and link

layer delay (2 msec).

The end-to-end packet delivery time is defined as the
total time elapsed when a packet of a session is delivered
from the CN to the MN. Hence, the end-to-end packet
delivery time is the sum of packet delivery time among
network entities (e.g.,, CN, MN, HA, and MAP). To obtain
the packet delivery time, the packet transmission delay and
the link latency should be considered [16], [19], [20]. For
instance, if a packet of size Lp is delivered over a wired
link, the packet delivery time is equal to Lp/BW + [. Table 1
shows the packet delivery time among network entities.
SNEO(M AP, MN) is the packet delivery time from the MAP
to the MN before route optimization is performed. In other
words, the packet is tunneled both at the HA and the MAP
and, hence, the tunneling header size between the MAP and
the MN is 2L7. On the other hand, since SRO(JV[ AP,MN) is
the packet delivery time when the RCoA binding update is
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performed, the tunneling header size between the MAP and
the MN is Lr.

In NRO, all packets are routed to the MN via the HA.
The end-to-end packet delivery time of NRO is given by

DNEO — S(CN,HA) + S(HA, MAP) + SNFO(MAP, MN).
(11)
For RBU, packets are delivered to the MN through the

MAP, bypassing the HA. Therefore, the end-to-end packet
delivery time can be represented by

DFPU — S(CN,MAP) + S®O(MAP,MN).  (12)

For LBU, packets are directly delivered to the MN,
bypassing the HA and the MAP. Hence, the packet delivery
time can be expressed as

DY — S(ON, MN). (13)

The handoff latency is defined as the completion time of
the BU procedures from the MN to the CN. Let H?*PV and
HEBU be the handoff latencies in RBU and LBU, respec-
tively. Then, H*BU can be computed as in (14), where the
first and second terms of the right-hand side represent the
delivery time of the BU message from the MN to the CN via
the MAP, and the third and fourth terms refer to the
delivery time of the BACK message from the CN to the MN
via the MAP. For LBU, no tunneling header is used.
Therefore, H*BU can be calculated as in (15).

H™Y = (dyap-yn + den—pap — 1)

Lpy + Lt Lpy + Lt
—_— P e — -
><( BV + 1+ R)JF( - Jrlu)

Lpsckx + Lt
DBACK T HT g
+ ( BW,y

Lpack + Lt

+ (don-mn — 1) x ( o

L
H"BY = (dyrap-yn + don-arap — 1) x <B—€I(; +1+ PR)

Lpy Lpack
by Iw
* (BWW + ”) + (BWW * ”)

L
+ (dey-—mn — 1) % (

(15)

By (11), (12), and (13), the throughput for each scheme
can be obtained. In NRO, there is no binding update and
thus handoff latency is 0. Therefore, the session delivery
time, which is defined as the total delivery time for E(S)
packets, is DV 4+ (E(S) —1)-0 and the throughput of
NRO can be computed as

TNRO _ E(S)-Lp
DNRO L (E(S)—1) -0’

(16)

The average numbers of intrahandoffs (i.e., subnet
crossing) and interhandoffs (i.e., domain crossing) per
session are pg/Ag and pp/Ag, respectively [18]. For RBU
and LBU, the handoff latency should be considered to
calculate the session delivery time. Then, the throughputs of
RBU and LBU are respectively obtained from

909
MN
Fig. 8. Network topology under consideration.
TRBU — E(S) ) LP (17)
DRBU 4 (E(S) — 1) -0+ HFBU . i)/ g
and
E - L
TLBU _ (S)-Lp (18)

- DLBU 4 (B(S)—1) -0+ HEBU - g /As”

By combining (17) and (18), depending on the SMR

distribution, the throughput of ARO can be obtained from
TARO _

E(S)-Lp
Pr(r>8)(DPBUA(E(S)—1)o-+ HEBV s [ Ag) +Pr(r<6)( DU+ (E(S) ~1)o+ H®PV -up /Ag)

(19)

5 NuUMERICAL RESULT

To calculate the total costs of these four RO schemes, the
unit costs of PT and BU should be determined in
advance. The unit cost is calculated as the product of
message length and hop distance, and its unit is Kbytes *
hops [16], [19]. From [2], [3], the default lengths of BU
and BACK messages in the HMIPv6 specification are
used. The average data packet size (Lp) is assumed to be
1,000 bytes. The network topology under consideration is
depicted in Fig. 8. We focus on the tunneling overhead at
the MAP and, therefore, the hop distance from the CN to
the MN is the same no matter whether the MAP is
visited or not, i.e., dey_yn = don_nap + dyap—rny. Simi-
larly, the hop distance from the HA to the MN is constant
no matter whether the MAP is visited or not, i.e.,
dHA—MN = d[]A_]\,jAP + dj\,[AP_A?\jN. Important parameter va-
lues for numerical analysis are summarized in Table 2.

5.1 Optimal Threshold

The optimal SMR threshold as a function of average session
length (E(S)) is shown in Fig. 9. It can be seen that the
optimal SMR threshold is inversely proportional to E(S5).
When E(S) is small, i.e., for short-lived sessions, it is more
efficient to reduce the BU cost rather than the PT cost. This
is because the BU cost is a more dominant factor than the PT
cost. In order to reduce the BU cost, the probability of using



910

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL.6, NO.8, AUGUST 2007

TABLE 2

Parameters Used in Numerical Analysis

don_ma(hops) | dua_mn(hops) | don_map(hops) | dyap—mn(hops) | don—nn (hops)
) 8 6 ) 10
diga—map(hops) Tgu (sec) N E(S)(packets) As
4 1000 49 10 1

RBU should be increased by adopting a large SMR
threshold. On the contrary, if E(S) is large, the PT cost
occupies a larger portion of the total cost when compared
with the BU cost. Accordingly, the SMR threshold should be
decreased in order to use LBU more frequently.

Fig. 9 also demonstrates the effect of MAP domain size
N. In a large MAP domain, most BU/BACK messages are
handled by the MAP, not the HA. As a result, a large MAP
domain can significantly reduce the BU cost compared to a
small MAP domain. Hence, if N is large, RBU is more
appropriate than LBU because RBU can significantly reduce
the BU cost. However, the variation of 6* for different MAP
domain sizes is not apparent. Therefore, even though the
MAP domain size is not given a priori and an SMR
threshold obtained by a default MAP domain size is used,
performance similar to that with the optimal threshold can
still be achieved.

5.2 Total Cost Analysis

Fig. 10 shows the total cost for different average SMRs, i.e.,
ps = As/ps. When pg is low, the mobility rate is relatively
higher than the session arrival rate. Therefore, RBU is better
because it provides a reduced BU cost by not notifying the
CN of the LCoA changes. However, as ps increases, the
total cost of LBU is drastically reduced. This is because LBU
does not involve any additional processing at the MAP.
Consequently, LBU is better in the reduction of the PT cost,
which is more important when pg is high. Compared to
RBU and LBU, ARO adapts to changes induced by mobility
and, thus, exhibits total cost reduction. In other words,
when pg is low, the total cost of ARO is similar to that of
RBU. When pg exceeds a certain point (i.e., the optimal SMR
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Fig. 9. Optimal SMR threshold versus E(S).

threshold), the ARO’s total cost approaches that of LBU.
Consequently, ARO is highly effective for MNs that change
their mobility patterns from time to time and have diverse
session activities.

In ARO, the average session size is estimated by the
EWMA mechanism and it is used to determine the optimal
SMR threshold. However, since the session length is highly
variable, we investigate the effect of session length dis-
tribution on the performance of ARO via simulations. In the
simulation, the subnet and MAP domain residence times
are assumed to have Gamma distributions. In addition, the
session length (in units of Kbytes) follows a Lognormal
distribution with mean 10 Kbytes and variance 625 Kbytes
[21], [22]. Since a fixed packet size is assumed (i.e., 1 Kbytes),
the average session length in units of packets is 10 and the
variance is 625. The simulation results are plotted in Fig. 10.
Even though some discrepancies between analytical and
simulation results can be observed due to high variance,
they do not have significant effects on the performance of
ARO. In other words, simulation results indicate that the
analytical results based on the average session length are
sufficiently accurate for evaluating the performance of ARO
against RBU and LBU.

The session size affects the PT cost as well as the optimal
SMR threshold. Fig. 11 shows the total cost gains of RBU,
LBU, and NRO for different E(S). The total cost gain is
defined as the relative total cost of ARO over the total cost
of a scheme, i.e., RBU, LBU, or NRO. If the total cost gain of
a scheme is larger than 1.0, it means the corresponding
scheme is more efficient than ARO. For RBU and NRO, as
E(S) becomes large, the total cost gain is reduced. In other
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o
T
% 1000}
>
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.
Z
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3
=
10
; . . .
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Fig. 10. Total cost as a function of pg (A: Analysis, S: Simulation).
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Fig. 11. Total cost gain for different E(S5).

words, RBU and NRO are more effective choices for small-
size session. This is because the main advantage of RBU and
NRO is to mitigate the BU cost, not the PT cost. In contrast,
the total cost gain of LBU, which provides a reduced PT
cost, is higher when E(S) is large. However, for both RBU
and LBU, the effect of E(S) on the total cost gain diminishes
as pg becomes extremely high or low.

Another interesting observation is that the total cost
gains of RBU and LBU are bounded to about 1.62 and 1.85,
respectively, regardless of E(S). It implies that the total cost
of ARO does not exceed 62 percent of the RBU’s total cost
and 85 percent of the LBU'’s total cost even in the worst case.
This is because ARO chooses RBU or LBU adaptively based
on the SMR. On the contrary, if RBU is always used,
although the RBU's total cost gain against LBU is higher
than 1.0 when pg is low, the total cost gain becomes
negligible for a high pg. For instance, the RBU’s cost gain
against LBU is 6.48 when pg is 0.01, but it is reduced to 0.01
when pg becomes 100. The opposite result is observed in the
LBU's total cost gain against RBU. These results reveal that
ARO should be employed to minimize the total cost
adaptively.

5.3 Throughput Analysis

The throughput variation as a function of pg is illustrated in
Fig. 12. When pg is low, the mobility rate is relatively higher
than the session arrival rate. Hence, reducing the handoff
latency can improve the throughput. Since RBU can mitigate
the average handoff latency compared with LBU, the
throughput of RBU is the highest when pg is low. On the
contrary, the LBU’s throughput is the lowest, whereas the
throughput of ARO is about 84.1 percent to 94.4 percent of
the RBU’s throughput when pg is lower than 1.0.

Since Ay is fixed at 1.0 in the numerical analysis, the
number of handoffs decreases with the increase of pg.
Consequently, as pg increases, the average session delivery
time decreases and, hence, the throughput of each scheme
increases. However, the increased throughput converges to
a maximum throughput, i.e., about 184.2 Kbytes/sec and
191.5 Kbytes/sec when E(S) is 10 and 30, respectively. This

200
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Fig. 12. Throughput as a function of ps (A: Analysis, S: Simulation).

is because our throughput model considers only one
session. Although it is not clearly seen in Fig. 12, the
throughput of LBU is the highest when pg is 100. In other
words, if the mobility rate is not high, LBU is better with
respect to maximizing throughput. Similar to the total cost,
the throughput of ARO approaches that of LBU as pg
increases so that it shows a higher throughput than RBU
with a high pg. In short, it can be seen that ARO improves
throughput in an adaptive manner with regard to the SMR
in Fig. 12.

For all schemes with a large E(S) (i.e., E(S) = 30), they
achieve a higher throughput. However, the improvement
becomes insignificant at large values of pg. For instance, the
improvements of the ARO’s throughput by a large E(S)
are 99.9 percent and 0.04 percent when pg is 0.01 and 100,
respectively. This implies that the handoff latency is a key
factor to improve the throughput. When pg is low, more
handoffs are performed. It means that a session is
disrupted by frequent handoffs and, thus, the session
delivery time is highly dependent on the handoff latency.
Then, as shown in (17), (18), and (19), E(S) affects the
throughput directly. On the other hand, if pg is high, the
effect of handoff latency on the session delivery time
becomes negligible and the throughput of the LBU (and
RBU and ARO) is not improved significantly although
E(S) increases. Fig. 12 also reveals that the simulation
results coincide with the analytical results, especially when
E(S) is 10.

Fig. 13 shows the effect of Lp on the throughput. As
described before, RBU exhibits the highest throughput
with a low ps (Fig. 13a) while LBU maximizes the
throughput with a high pg (Fig. 13b). Also, similar to the
effect of E(S), the throughput increases as Lp increases.
Especially, the effect of Lp is more obvious with a high
ps and RBU. If pg is high, the mobility rate is low, so that
the effect of handoff latency on the throughput (or the
session deliver time) is trivial. Consequently, the through-
puts for RBU and LBU approach E(S)-Lp/(D"U +
(E(S)—1)-0) and E(S)-Lp/(D"PV 4 (E(S) — 1) - 0), re-
spectively. It means that the throughput with a high pgs is
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Fig. 13. Throughput as a function of Lp. (a) ps = 0.1. (b) ps = 10.

proportional to Lp. On the other hand, if pg is low, the
session delivery time of RBU is the lowest, so that the
RBU’s throughput increases more significantly as Lp
increases. Namely, for the throughput of RBU,

E(S) - Lp/(D" +(B(S) = 1) - o + H™ - up/Xs),

since the denominator is the smallest, the throughput is
more sensitive to an increase in the numerator.

6 RELATED WORK

In [7], Lee and Akyildiz propose a scheme to reduce the
costs caused by RO in Mobile IPv4 [23]. The link and
signaling cost functions are developed in order to capture
the trade-off between the network resources consumed by
the packet routing, signaling, and processing load incurred
by RO in Mobile IPv4 networks. With the cost functions, RO
is performed only when it can minimize the total cost,
which provides the optimal result from the viewpoint of
link and signaling costs. Simulation results demonstrate
that the proposed scheme provides the lowest total costs.

In [24], Rajagopalan and Badrinath point out that Mobile
IPv4 with RO is not always efficient over all possible call-to-
mobility ratio (CMR) scenarios. Based on this observation,
they propose a new RO scheme in Mobile IPv4 networks to
reduce the total cost regardless of the CMR. In the proposed
scheme, an MN is allowed to dynamically choose the packet
routing policy depending on the CMR. The packet routing
policy consists of two schemes: a triangle routing scheme in
the basic Mobile IPv4 and a static update scheme. The static
update scheme refers to the RO scheme [25] where the MN
actively notifies CNs of its current CoA whenever it moves.
The basic triangle routing scheme is used when the CMR is
low, whereas the static update scheme is chosen when the
CMR is high. Simulation results show that the proposed
scheme performs well regardless of the CMR. This scheme
is also theoretically evaluated in [26].

However, unlike Mobile IPv4, RO is a mandatory
function in the Mobile IPv6 specification. Therefore, the
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schemes in [7], [24] are not feasible solutions in Mobile IPv6
networks.

Recently, Hwang et al. [27] propose an adaptive scheme
using mobility profile in HMIPv6 networks, where some
packets are directly delivered to an MN if it seems to reside
for a long time in the current subnet. The residence time is
maintained in the profile database. However, this scheme
relies on only the mobility rate and the session activity is
not considered. Therefore, it is not adaptive to the change of
session activity. Moreover, the threshold residence time is
yet to be determined, which has a significant effect on the
performance of the proposed scheme.

In [28], a nonoptimal route problem is investigated when
a CN and an MN are located in the same MAP domain.
Although there exist shorter routes between two nodes, all
packets are inefficiently routed through the MAP, which
increases packet delivery time. By checking the source
address of the received packets, it is possible to detect that
these two nodes are colocated in the same MAP domain.
Then, the packet delivery path between these two nodes is
adaptively optimized. However, this scheme can be used
only for two nodes in the same MAP domain.

7 CONCLUSION

We have proposed an adaptive route optimization (ARO)
scheme, which integrates the best of RBU and LBU
depending on the estimated SMR. By employing adaptive
binding updates, ARO optimizes binding update traffic and
minimizes tunneling overhead at the same time. Extensive
analysis results reveal that the performance of ARO is not
severely degraded even though an MN'’s traffic and
mobility characteristics are drastically changed. We have
also demonstrated that ARO is feasible in practical
environments through comprehensive simulations. It is
conjectured that ARO is a suitable route optimization
scheme for diverse mobile environments where the MNs
have different session arrival rates and mobility patterns.
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APPENDIX A
ACRONYMS

The acronyms used in this paper are listed as follows:

ARO: Adaptive Route Optimization.
CN: Correspondent Node.

HAO: Home Address Option.
HMIPv6: Hierarchical Mobile IPv6.
HoA: Home Address.

LBU: LCoA Binding Update.
LCoA: On-link Care of Address.
MAP: Mobility Anchor Point.
MIPv6: Mobile IPv6.

MN: Mobile Node.

NRO: Non-route Optimization.
RBU: RCoA Binding Update.
RCoA: Regional Care of Address.
SMR: Session-to-Mobility Ratio.

APPENDIX B

SMR DISTRIBUTION

The SMR is defined as ts/t;, where ¢; follows an
exponential distribution with rate As and tg follows a
general distribution. Then, the SMR distribution function
can be derived as

Pr(r<é6) = Pr(ts/tr <6) =Pr(ts < 6-t5)

(20)

/ Pr(ts < 67) - Ase ™7 - dr.
0

Letting ¢ equal to é7, the right-hand side of (20) becomes

A o gt
25 Pty < t) e - dt. (21)
6 Jo

By the definition of the Laplace transform [17],
Jo Pr(ts < t)-e - dt = fs—is), where fi(s) is the Laplace

transform of fg(¢) and (21) becomes

As f5(s)
6 s

= £5(8)|sznyse-
s=X\g/6

(22)

APPENDIX C
PROOF OF THEOREM 1

To obtain the optimal SMR threshold value (6*) in ARO, we
define a difference function as

ACr = CpPV — CfPY. (23)

At the optimal SMR threshold, the condition ACy =0 is
met. To find ¢* satisfying this condition, we substitute the
terms C£BY and CEPU from (3), (4), (5), and (6). Then, CLBY
and CFPY can be shown as functions of pg:

CFPY (ug) = B Ty - BUcn + As - Tpy - E(S) - Carar—un,

VN
(24)

C{P(us) = ps - Tpy - BUcw, (25)

where N is the number of subnets in a MAP domain and pp

is equal to ws/VN [29].

If g becomes infinite, the following is met:
RBU

lim Cr = !

A e = R
On the other hand, when pg approaches 0, Ag - Ty - E(S) -

<1. (26)

Crap-mn is greater than 1 by assumption.

RBU
;EI—I}()% = As-Tpy - E(S) - Cruap—un > 1. (27)
: T

Therefore, by (26) and (27), there exists an optimal
threshold which can be derived from the condition
* HS
ACT(6*) = —=-Tpy - BUcy
T( ) \/N BU CN
+ As - Ty - E(S) - Cyiap—un
—ps - Tpy - BUgy = 0.

(28)

After some manipulations, we have (29) and, hence,
Theorem 1 follows.

o As _ (dyap-yn-(Lr+Lpv)+don-yap-Lev+don-yn-Lpack)(1-1/ VN)
Hs E(S)-Lr-dyap-mn

5*

(29)
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