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Abstract—In this paper, an analytical framework for studying5
the transfer delay of wireless application protocol (WAP) 2.06
for short-lived flows is developed, which is based on a two-state7
Markov chain that approximates both correlated and independent8
packet losses. For a given wireless link and protocol parameters,9
an explicit mathematical expression which yields a good estimate10
of the WAP 2.0 transfer delay is derived. The analytical results11
are validated by simulation. It is shown that for large file sizes12
(> 30 kB), WAP 2.0 is more sensitive to bursty packet losses than13
random packet losses. It is also shown that the transfer delay of14
WAP 2.0 can be improved by increasing the size of the initial15
window in a low-rate bursty error environment but degrades in16
a high-rate bursty error environment.17

Index Terms—Markov model, performance analysis, short-lived18
flows, wireless application protocol (WAP) 2.0, wireless profiled19
(WP)-transmission control protocol (TCP).20

I. INTRODUCTION21

W IRELESS application protocol (WAP) has been attract-22

ing many attention recently, as it provides a standard23

environment for wireless mobile communications. WAP is pro-24

posed by the WAP Forum [1], [2] (now managed by Open25

Mobile Alliance) to enable mobile users with digital handheld26

devices to access the Internet and advanced telephony services.27

It is a de facto world standard for the presentation and delivery28

of wireless information services on wireless devices. The earlier29

versions, i.e., WAP 1.x, were standards that are optimized for30

mobile environment, where handheld wireless devices are lim-31

ited by central processing unit power, memory, battery lifetime,32

and simple user interface, and wireless links are characterized33

by low bandwidth, high latency, and unpredictable availabil-34

ity and stability. As wireless networks and mobile devices35

evolve, some of these constraints become less significant. The36

WAP 2.0 standard, which was released in July 2001, utilizes37

the advantages of advancement in wireless network and mobile38

devices.39

Similar to the Open Systems Interconnection reference40

model, WAP 2.0 has a layered architecture, with an appli-41

cation framework and a protocol framework. The application42

framework is built on top of the protocol framework and43
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provides an interoperable environment. It allows the applica- 44

tions and services to be built on a wide variety of different 45

wireless platforms. The protocol framework has four layers, 46

namely 1) a session service layer, 2) a transfer service layer, 47

3) a transport service layer, and 4) a bearer networking layer. 48

The transport service layer provides datagram service and con- 49

nection services. User datagram protocol (UDP) and wireless 50

datagram protocol (WDP) are used to provide datagram trans- 51

port service, and transmission control protocol (TCP) is used to 52

provide connection-oriented transport service. Since standard 53

TCP tends to perform poorly in a wireless network, wireless 54

profiled-TCP (WP-TCP), which is fully compatible with TCP, 55

has been adopted to cope with the wireless network characteris- 56

tics. A complete overview of the WAP 2.0 architecture is given 57

in [1]. 58

WP-TCP uses a window-based congestion control mech- 59

anism [3], [4]. The WP-TCP sender maintains a congestion 60

window (cwnd), which limits the number of outstanding un- 61

acknowledged data segments in the network, and a slow start 62

threshold (ssthresh), which determines the rate of adjusting 63

the cwnd. On startup, cwnd and ssthresh are initialized to 64

initial window and maximum window size, respectively. When- 65

ever a new acknowledgement (ACK) is received, the cwnd is 66

increased by one segment if it is below ssthresh (slow start 67

phase) and by 1/cwnd if it is equal to or greater than ssthresh 68

(congestion avoidance phase). In either phase, the upper limit of 69

increasing cwnd ismaximumwindow size. The WP-TCP sender 70

assumes a packet is lost either after a timeout or after receiving 71

a certain number of consecutive duplicateACKs (ACK with the 72

sequence number same as the previous ACK). This number is 73

normally referred to as the duplicate ACK threshold. When a 74

timeout occurs, the ssthresh is set to max{2, cwnd/2}, and 75

the cwnd is reset to 1. The lowest unacknowledged packet 76

is retransmitted and the WP-TCP sender enters the slow start 77

phase. In the case of packet loss, which is indicated by duplicate 78

ACKs, fast retransmit is invoked followed by fast recovery. The 79

fast recovery procedure ensures that the congestion avoidance 80

phase follows after fast retransmit and not the slow start phase. 81

Details on WP-TCP specification can be found in [5]. 82

Various studies have shown that short-lived flows dominate 83

most of the Internet traffic, e.g., [6] and [7]. In order for WAP to 84

continue providing solutions for connection-oriented transport 85

service in wireless mobile communications, the performance 86

of short-lived WAP flows over wireless links needs to be 87

thoroughly studied. There are several approaches that can be 88

used to study the performance behavior of WAP. One of these 89

is mathematical modeling. This approach is widely accepted, 90
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Fig. 1. Block diagram of a WAP 2.0 wireless/Internet interworking model.AQ1

as it is fast, flexible, and cost-effective while producing re-91

sults with reasonable accuracy. Research on WAP performance92

based on WAP 1.x standards has been conducted since its93

appearance [8]–[10]. To the best of our knowledge, no research94

on performance modeling for the WAP 2.0 standard has been95

reported in the literature. Since WAP 2.0 uses WP-TCP to96

provide connection-oriented transport service, previous models97

of standard TCP for short-lived flows may be valid. Several98

models have been proposed for short TCP transfers [11]–[14];99

however, they are based on an independent packet loss assump-100

tion, which does not fit well in the wireless environment. In this101

paper, an analytical framework for studying the transfer delay102

of short-lived WAP 2.0 flows is developed, which is based on a103

two-state Markov chain that approximates both correlated and104

independent packet losses. An explicit mathematical expression105

is derived based on the channel model, which represents a106

reasonable estimate of the approximate file transfer time, for107

given wireless link and protocol parameters. Simulation results108

are provided to validate the proposed analytical approach. The109

rest of this paper is organized as follows: The system model110

is developed in Section II, and the analysis of WAP transfer111

delay is given in Section III. Section IV presents the simulation112

results, and the concluding remarks are given in Section V.113

II. SYSTEM MODEL114

Throughout this paper, the following notations will be used:115

�x� Rounds x to the nearest integer greater than or116

equal to x.117

�x� Rounds x to the nearest integer smaller than or118

equal to x.119

BL Burst length.120

e Average error rate.121

l Channel delay.122

cwnd Congestion window.123

ssthresh Slow start threshold.124

Wiw Initial window.125

Wmax Maximum window size.126

dAB Transition time from state A to state B.127

φAB Transition probability from state A to state B.128

ρ Packet length measured in bytes.129

F File size measured in bytes.130

N = �F/ρ� File size measured in packets.131

Fig. 1 shows the WAP 2.0 wireless/Internet internetworking132

model with three types of nodes, namely 1) fixed host (FH),133

2) base stations (BS), and 3) mobile host (MH). Standard TCP134

is used for communication between FH (Web Server) and BS 135

(WAP 2.0 proxy), whereas WP-TCP is used for communication 136

between BS and MH (WAP Client). In this model, WAP 2.0 137

utilizes proxy technology to connect the wireless domain and 138

the Internet. Since the main interest in this paper is to study the 139

impacts of the wireless links on the transfer delay of WAP 2.0 140

for short-lived flows, we focus attention on the wireless 141

domain only. 142

To analyze the impact of the wireless link on the WAP 2.0 143

transfer delay, the WAP 2.0 architecture is profiled into three 144

layers, namely 1) application, 2) transport, and 3) network. The 145

application layer generates a predefined type of data traffic. 146

In this paper, a small file is considered to be transferred by 147

using file transfer protocol (FTP)/Web like application. The 148

transport layer reliably delivers the generated data packets over 149

a single link wireless channel defined in the network layer. 150

WP-TCP is considered as the transport layer protocol and 151

implemented with all mandatory requirements (RFC 0793, RFC 152

1122 [15], and RFC 2581 [3]) and some important optional 153

requirements (large initial window RFC 2414 [16], selective 154

acknowledgement (SACK) RFC 2018 [17], and timestamps 155

option RFC 1323 for roundtrip-time measurement). Note that 156

the SACK option enables the WP-TCP receiver to report blocks 157

of packet losses to the WP-TCP sender, whereas the timestamps 158

option enables the WP-TCP sender to estimate roundtrip time 159

fairly accurately. For the wireless channel, a nonline-of-sight 160

frequency-nonselective (flat) multipath fading channel with 161

packet transmission rate (in packets/second) that is much higher 162

than the maximum Doppler frequency (in hertz) is assumed. By 163

considering a modulation scheme, the dynamics of the fading 164

channel can be characterized at the packet level. However, the 165

performance analysis of high-level protocols becomes quite 166

complex. As an alternative to this problem, a widely adopted 167

two-state Markov channel model [18], [19] is used to approxi- 168

mate the error process at the packet level. The two-state Markov 169

channel model has a good (g) state and a bad (b) state. Packet 170

loss probability is 1 in the bad state and 0 in the good state. The 171

transition probabilities of these states are given by the matrix 172

P =
(
pbb pbg

pgb pgg

)
(1)

where pxy is the transition probability from channel state x ∈ 173

{g, b} to channel state y ∈ {g, b}. Given an average error rate e, 174

which is defined as the ratio of the number of erroneous packets 175

to the total number of packets sent, and a burst length BL, 176

which is defined as the average length of consecutive packet 177

losses, the transition probabilities can be computed as 178

pbg =
1
BL

(2)

and 179

pgb =
1
BL

(
e

1 − e

)
. (3)

Note that pbb = 1 − pbg and that pgg = 1 − pgb. The deriva- 180

tion of the fading parameters BL and e from a low-level 181
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channel error process is beyond the scope of this paper, but a182

detailed discussion can be found in [18].183

III. PERFORMANCE ANALYSIS184

A single-pair WP-TCP sender–receiver is assumed to run185

over the wireless channel whose packet error process is mod-186

eled by the two-state Markov model. Since packet transmission187

time is assumed to be shorter than the channel coherence time,188

it is reasonable to consider the state transitions of the Markov189

channel model after every time slot (the time to transmit one190

packet). The metric of our interest is file transfer time (transfer191

delay), which is defined as the time used to download a given192

file size. WP-TCP has three transfer stages, namely 1) connec-193

tion establishment, 2) data transfer, and 3) connection tearing194

down. Since we are only interested in the completion time195

of transferring the actual data packets, the connection tearing196

down stage is not considered. In case there is a need to consider197

this stage, the modeling process of the connection tearing-down198

stage is similar to that for the connection establishment stage.199

Therefore, the average file transfer time T can be found as200

follows: T = Tcs + Tdt, where Tcs is the average connection201

setup time, and Tdt is the average data transfer time.202

A. Connection Establishment203

The connection establishment stage is a “three-way hand-204

shake,” as described in [20]. In this stage, the occurrence of205

packet losses is considered in both the downlink direction206

(from BS to MH) and the uplink direction (from MH to207

BS). Since the SYN1 timeout is relatively large and doubles208

for every transmission retry, packet losses are considered to209

occur independently. By assuming the same SYN timeout Ts210

and average error rate (e < 0.5) in the downlink and uplink211

directions and by considering an infinite number of retries for212

connection establishment, the average connection setup time213

can be calculated as [11]214

Tcs = 2l + Ts

(
2e

1 − 2e

)
(4)

where l is the channel delay that is defined as the time taken215

for a packet traveling from the BS to the MH or vice-versa.216

It is a result of propagation delay and all processing delays217

encountered at the end nodes. Note that the time to transmit218

SYN or SYN-ACK is assumed to be negligible, and thus,219

the roundtrip time is approximated by 2l. This assumption is220

reasonable since the size of SYN and SYN-ACK packets is very221

small compared with the size of data packets.222

B. Data Transfer223

The data transfer stage begins right after the connection224

establishment stage and ends when the sender receives an225

acknowledgement for the last byte of the transferred data.226

Fig. 2 shows the approximate model for the actual WP-TCP227

data transfer stage. The sender begins transmission in the slow228

1SYN is the initial packet sent by the WP-TCP sender to establish
communication.

Fig. 2. Approximate model for data transfer stage.

start phase until either data transfer is completed (transition a), 229

the channel changes to the bad state (transition b), or the 230

cwnd reaches the ssthresh (transition c). Similarly, the sender 231

remains in the congestion avoidance phase until either data 232

transfer is completed (transition d) or the channel changes to 233

the bad state (transition e). In the loss recovery phase, the 234

WP-TCP sender uses duplicate acknowledgement or timeout 235

mechanisms to detect and recover lost packets. If timeout is 236

used to detect packet loss, the sender enters the slow start 237

phase (transition f) and restarts retransmission. If the duplicate 238

acknowledgment mechanism is used to detect and recover lost 239

packet(s), the sender enters the congestion avoidance state 240

(transition g) and continues with transmission or finishes if the 241

recovered packet completes the transmission (transition h). 242

To track the data transfer process, we consider a 243

random process S(t) = (c(t− 1), w(t), wth(t), k(t)), where 244

c(t) ∈ {b, g} is the channel state, w(t) ∈ {1, 2, . . . ,Wmax} 245

is the cwnd, wth(t) ∈ {2, 3, . . . , �Wmax/2�,Wmax} is the 246

ssthresh, k(t) ∈ {0, 1, . . . , N} is the number of packets 247

transmitted successfully, t is the time measured in slots,2 248

Wmax is the maximum window size, and N is the file size 249

measured in packets. Given a packet length ρ in bytes and the 250

size of the transfer file F in bytes, N can be computed as N= 251

�F/ρ�. Note that according to WP-TCP congestion control, 252

the wth(t) is initialized to Wmax on startup and can be reset 253

to max{2, �Wmax/2�} whenever required. Since w(t) cannot 254

exceed Wmax, the possible values for wth(t) are 2, 3, . . . , 255

�Wmax/2�, and Wmax. By sampling the random process S(t) 256

at instants tn just after transition occurs, the new sampled 257

process S(tn) is a semi-Markov process [21] with embedded 258

Markov chain, in the state space WS = {(c, w,wth, k) : 259

c∈{{b, g}, w∈{1, 2, . . . ,Wmax}, wth∈{2, 3, . . . , �Wmax/2�, 260

Wmax}, k ∈ {0, 1, . . . , N}}, which is defined by the transition 261

probability matrix Φ = [φAB ]. φAB denotes the transition 262

probability from state A ∈WS to state B ∈WS . To compute 263

the average data transfer time, the transitions of embedded 264

Markov chain S(tn) are labeled with corresponding elements 265

of the matrix D = [dAB ], where element dAB is the transition 266

time from state A ∈WS to state B ∈WS . To reduce the state 267

space and computational complexity, all possible states with 268

2A slot is equal to the time used to transmit one WP-TCP data packet.



IE
EE

Pr
oo

f

4 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 56, NO. 3, MAY 2007

which the data transfer stage can end are grouped to form a269

super state, which is denoted as (X,X,X,N). Since all states270

forming the super state (X,X,X,N) are trapping states (i.e.,271

they have no self-transitions), the vector T = [TA], whose ele-272

ments represent the expected delay, given that the transmission273

process starts in the initial state A ∈WS and terminates at the274

super state (X,X,X,N), can be computed as [21]275

T = [I − Φ′′]−1D (5)

where I is the identity matrix, Φ′′ is obtained by deleting276

a row and a column corresponding to the super state277

(X,X,X,N) from Φ, and D = diag(Φ′[D′]t), where the278

superscript t denotes matrix transpose. Φ′ and D′ are obtained279

by only deleting a row corresponding to the super state280

(X,X,X,N) from Φ and D, respectively. By considering the281

WP-TCP initialization procedures introduced in Section I, the282

possible data transfer initial states are (g,Wiw,Wmax, 0) and283

(b,Wiw,Wmax, 0). Consequently, the average data transfer284

time can be computed as285

Tdt = πgT(g,Wiw,Wmax,0) + πbT(b,Wiw,Wmax,0) (6)

where πg and πb are the steady-state probabilities of the286

channel being in states g and b, respectively. πg and πb287

can be computed from the transition probability matrix P,288

as shown in [22]. To compute the elements of the matrices289

Φ and D, the transmission process in the data transfer stage290

is analyzed, as depicted in Fig. 2, in three phases, namely291

1) slow start, 2) congestion avoidance, and 3) loss recovery.292

In each phase, the initial states and possible transitions to the293

final states are explored by conditioning the number of packets294

transmitted successfully. Then, for every possible transition,295

the corresponding transition probability and transition time296

are computed. Note that this model is not expected to produce297

exact value for data transfer time but rather a reasonable298

approximation.299

1) Slow Start: The transmission process enters the300

slow start phase either at the beginning of data transfer301

or when a packet loss is recovered by using the timeout302

mechanism. Therefore, a set of initial states is A = {(g,Wiw,303

Wmax, 0) ∪ [(g, 1, wth, k) :wth ∈ {2, 3, . . . , �{Wmax/2�}, k∈304

{1, 2, . . . , N − 1}]}, where ∪ is the union operation. Let305

s ∈ {1, 2, . . . , N − k} be the number of packets transmitted306

successfully before a transition occurs (transfer ends or enters307

congestion avoidance or packet loss). Under perfect channel308

condition, the latency and dynamic of congestion window in309

the slow start phase can accurately be modeled [20]. Given310

the initial state (g, w, wth, k), the possible final states can be311

deterministically computed as312

B=




(X,X,X,N), s≤2wth−w, s=N−k(
b,W SS

B (s), wth, k + s
)
, s<2wth− w, s<N−k(

g,W SS
B (s), wth, k + s

)
, s=2wth− w, s<N−k

(7)

where W SS
B (s) = �(w + s)/2� is the cwnd after sending s313

packets. Note that the first case, second case, and third case314

in (7) correspond to transitions a, b, and c presented in Fig. 2, 315

respectively. The associated transition time can be obtained by 316

dAB =
{
s, Q < 1
s+ (2l + 1)Q− (2Q − 1)w, otherwise

(8)

where Q=�min{1+log2(2l/w+ 1/w), log2(1+s/w−1/w)}� 317

and l is the channel delay measured in slots. The transition 318

probability can be found as 319

φAB =



ps−1
gg , s = min{N − k, 2wth − w}
ps−1
gg pgb, s < min{N − k, 2wth − w}

0, otherwise.
(9)

2) Congestion Avoidance: Since the transmission process 320

enters the congestion avoidance phase when a packet loss 321

is recovered by using the duplicate acknowledgment mecha- 322

nism or when the cwnd reaches the ssthresh, a set of ini- 323

tial states is therefore given as A = {(g, wth, wth, k): wth ∈ 324

{2, 3, . . . , �Wmax/2�,Wmax}, k ∈ {1, 2, . . . , N−1}}. Let s ∈ 325

{1, 2, . . . , N − k} be the number of packets transmitted suc- 326

cessfully before transition occurs (transfer ends or packet loss 327

occurs). Under perfect channel condition, the latency and dy- 328

namic of congestion window in the congestion avoidance phase 329

can be modeled similar to that in [20]. Given the initial state 330

(g, wth, wth, k), the possible final states can be deterministi- 331

cally obtained as 332

B =
{

(X,X,X,N), s = N − k(
b,WCA

A (s), wth, k + s
)
, s < N − k

(10)

where WCA
B (s)=min{−1/2 +

√
(wth− 1/2)2+ 2s,Wmax}. 333

Note that the first case and second case in (10) correspond 334

to transitions d and e presented in Fig. 2, respectively. The 335

associated transition time can be found as 336

dAB = s+ (2l + 2 − wth)Q− (Q+ 1)Q/2 (11)

whereQ=min{2l−wth+2, 1/2− wth+
√

(wth−1/2)2+ 2s}. 337

The transition probability can be written as 338

φAB =



ps−1
gg , s = N − k
ps−1
gg pgb, s < N − k

0, otherwise.
(12)

3) Loss Recovery: All transitions to the loss recovery phase 339

occur when the channel becomes bad during transmission 340

and when the first packet loss occurs in the first time slot 341

of the loss recovery phase. Therefore, a set of initial states 342

is given as A = {(b, w, wth, k): w ∈ {1, 2, . . . ,Wmax}, wth ∈ 343

{2, 3, . . . , �Wmax/2�,Wmax}, k ∈ {0, 1, . . . , N − 1}}. After 344

the first packet loss, all subsequent packets that are transmitted 345

successfully will generate duplicate ACKs. Let Z be the dupli- 346

cate ACK threshold. If the total number of duplicate ACKs is 347

less than Z, the sender will wait for a timeout interval T0 and 348

then enter the slow start phase. When the number of duplicate 349

ACKs reaches Z, fast transmit followed by fast recovery will 350

be triggered. During fast recovery, duplicate ACKs are ignored 351

until half of the window is acknowledged, and after that, the 352

WP-TCP sender will send a new segment for every received 353
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duplicate ACK. To model the recovery process, two cases are354

considered, namely 1) when a lost packet is recovered with the355

timeout mechanism and 2) when it is recovered without using356

the timeout mechanism.357

Let αc(s, w) be defined as the probability of having s ∈358

{1, 2, . . . , w − 1} successfully transmitted packets out of w359

transmitted packets, given that the channel was in the bad state360

at the beginning of transmission and that the channel is in361

state c ∈ {g, b} at the end of transmission. Similar to [23], it362

follows that363

αb(s, w)=




pw
bb, s=0

min{s,w−s}∑
i=1

(
w−s

i

)(
s−1
i−1

)
pw−s−i
bb

· pi
bgp

i
gbp

s−i
gg , s=1, . . . , w−1

0, s≥w
(13)

and364

αg(s, w)=




min{s+1,w−s}∑
i=1

(
w−s−1

i−1

)(
s

i−1

)
pw−s−i
bb

· pi
bgp

i−1
gb p

s−i+1
gg , s=0, . . . ,w−1

0, s≥w
(14)

Case I—Loss Recovery With Timeout Mechanism: We fur-365

ther consider two scenarios that will result in timeout. The first366

scenario is when s is less than Z. The second scenario is when367

s is greater than or equal to Z but less than half of the cwnd368

and packets that are retransmitted using fast transmit get lost.369

From the empirical studies on TCP Reno [24], it is found that370

most of the TCP flows only suffer a single timeout. With this371

observation, a timeout with no exponential backoff is assumed.372

From Section II, WP-TCP is assumed to be implemented with373

the timestamps option for roundtrip-time measurement. This374

option enables the WP-TCP sender to estimate the roundtrip375

time fairly accurately. Consequently, in this analysis, T0 is set to376

twice the roundtrip time [i.e., T0 = 2(2l + 1)]. Given the initial377

state (b, w, wth, k), possible final states can be written as378

B = (c, 1, �w/2�, k + s) (15)

for c ∈ {g, b}. The transition time and transition probability can379

be written as380

dAB =
{
T0, s < Z
T0, Z ≤ s, s < w/2 (16)

and φAB is defined in (17), shown at the bottom of the page,381

where pxy(n) is the n-step transition probability from channel382

state x ∈ {b, g} to channel state y ∈ {b, g}.383

Case II—Loss Recovery Without Timeout Mechanism: When384

the loss recovery process is completed without using the time-385

out mechanism, the sender continues with transmission of new 386

packets if there are more data to send (i.e., if w + k < N ); 387

otherwise, transmission ends (i.e., if w + k = N ). Given the 388

initial state (b, w, wth, k), possible final states can be written as 389

B =
{

(X,X,X,N), w + k = N
(c, w/2, �w/2�, w + k) , w + k < N

(18)

for c ∈ {g, b}. During the loss recovery phase, it is possible for 390

retransmitted packets to get lost again. However, if the SACK 391

option is enabled and the number of successfully transmitted 392

packets is larger than Z, the impact of retransmitted packet 393

losses becomes less significant. Since, in this case, the number 394

of successfully transmitted packets is greater than Z, perfect 395

retransmissions are assumed (i.e., lost packets are always re- 396

transmitted successfully). 397

To compute the transition time and transition probability, two 398

scenarios are further considered. The first scenario is when s 399

is greater than or equal to Z and also greater than or equal to 400

half of the cwnd. With the perfect retransmission assumptions, 401

the number of packets recovered per roundtrip will equal the 402

number of duplicate ACKs exceeding the cwnd (i.e., s− w/2). 403

Therefore, the time spent in recovering lost packets can be 404

approximated as (1 + 2l)�(w − s)/(1 + (s− w/2))�, where 405

(w − s) is the number of lost packets, and (1 + 2l) is the 406

roundtrip time measured in time slots. The second scenario 407

is when s is greater than or equal to Z but less than half 408

of the congestion window. Again, with perfect retransmission 409

assumptions, only one packet can be recovered per roundtrip. 410

Therefore, the time spent in recovering lost packets can be 411

approximated as (1 + 2l)(w − s). Let v(s, w) denote the time 412

spent to complete the loss recovery phase, given that at the 413

beginning of the recovery phase, s packets out of w transmitted 414

packets were successful. We have the following: 415

v(s, w)=

{
(w+ 2l)+ (1 + 2l)

⌈
(w−s)

1+(s−w/2)

⌉
, w

2 ≤ s

(w+ 2l)+ (1 + 2l)(w − s), s < w
2 .

(19)

Let β(s, w, k) denote the probability of completing the loss 416

recovery phase without using a timeout, given that s packets out 417

of w packets were initially transmitted successfully. Then, the 418

probability β(s, w, k), which is defined in (20), can be written 419

as shown at the bottom of the next page. 420

From (19) and (20), the transition time and transition prob- 421

ability can be computed by considering s over the interval 422

[Z,w − 1] as 423

dAB =

w−1∑
s=Z

v(s, w)β(s, w, k)

w−1∑
s=Z

β(s, w, k)
(21)

φAB =




[αg(s, w) + αb(s, w)] pbc(T0 − 1), s < Z
[αg(s, w) + αb(s, w)] pbb(w − s+ Z + 2l) · pbc(T0 − 1), Z ≤ s, s < w

2
0, otherwise

(17)
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Fig. 3. Simulation model.

and424

φAB =
w−1∑
s=Z

β(s, w, k). (22)

IV. SIMULATION RESULTS425

In this section, the proposed analytical model is validated426

by simulations using the ns-2 simulator [25]. Fig. 3 shows the427

simulation model. A single pair of WP-TCP sender–receiver is428

configured to run over the wireless link with the packet error429

process modeled by a two-state Markov chain. FTP is set as an430

application that transfers a file with a specified size.431

To obtain more accurate results, each simulation scenario432

is repeated 100 times with different random seeds to arrive at433

the average results. The analytical and simulation results are434

obtained by setting the bandwidth B at 128 kb/s, the duplicate435

ACK threshold Z at 3, and the packet length ρ at 1 kB, while436

the channel delay l, the maximum window sizeWmax, the burst437

length BL, the file size F , the average error rate e, and the438

initial window Wiw take on different values.439

A. Effect of the Average Error Rate and the Burst Length440

BL reflects the correlation of the packet errors. If the BL441

is relatively large, packet errors are highly correlated (burst er-442

rors). On the other hand, if theBL is relatively small, the packet443

errors occur independently (random errors). In this paper, the444

Fig. 4. Transfer time versus e for BL = 1, F = 6, and 30 kB.

transmission is considered to be under a random error environ- 445

ment if BL = 1 and bursty error environment if BL ≥ 2. 446

ForWiw = 1, l = 125 ms,Wmax = 8, and F = 6 and 30 kB, 447

the impact of average error rate in the random error environ- 448

ment (BL = 1) and bursty error environment (BL = 3) are 449

shown in Figs. 4 and 5, respectively. It can be seen that the 450

transfer time increases with average error rate. This is because 451

of the burden added due to packet retransmission. For small 452

file size (6 kB), the impact of average error rate in the bursty 453

error and random error environments appears to be almost the 454

same. However, for the large file size (30 kB), the impact of 455

error rate is more significant in the bursty error environment 456

(Fig. 5) than in the random error environment (Fig. 4). For 457

instance, when the average error rate is 0.01, the difference 458

in transfer time when BL = 1 and BL = 3 is nearly half a 459

second. However, when the average error rate increases to 460

0.15, the transfer time for BL = 3 is 2 s more than that for 461

BL = 1. The reason for these observations can be explained 462

as follows. In the case of small files, the cwnd tends to be 463

small, and therefore, any packet loss will most likely cause 464

a timeout to trigger. Hence, bursty losses and random losses 465

exert almost the same effect to transfer time. In the case of 466

large files, cwnd tends to grow relatively large such that packet 467

losses can be detected by duplicate acknowledgements. Since, 468

in the bursty error environment, most of the corrupted packets 469

are from the same sender window, the advantage of having 470

β(s, w, k) =




[αg(s, w) + αb(s, w)] · pbc (v(s, w)) , w
2 ≤ s, w + k < N

αg(s, w) + αb(s, w), w
2 ≤ s, w + k = N

[αg(s, w) + αb(s, w)] pbg(w − s+ Z + 2l) · pbc (v(s, w)) , s < w
2 , w + k < N

[αg(s, w) + αb(s, w)] · pbg(w − s+ Z + 2l), s < w
2 , w + k = N

0, otherwise

(20)
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Fig. 5. Transfer time versus e for BL = 3, F = 6, and 30 kB.

TABLE I
TRANSFER TIMES (IN SECONDS) FOR e = 0.01

TABLE II
TRANSFER TIMES (IN SECONDS) FOR e = 0.10

relatively large cwnd becomes more beneficial in the random471

error environment than in the bursty error environment.472

B. Effect of the Initial Window473

Tables I and II present analytical and simulation transfer474

times for Wmax = 8, l = 125 ms, BL = 3, and various values475

of F , e, andWiw. From Table I, it can be seen that in a low error476

rate environment (e = 0.01), WAP 2.0 performs better when477

Wiw = 4 than when Wiw = 1. This is because the increase of478

initial window reduces the number of unnecessary roundtrip479

times. From Table II, it can be seen that in a high error rate envi-480

Fig. 6. Transfer time versus F for e = 0.01 and Wmax = 4 and 8.

ronment (e = 0.10), WAP 2.0 performs better when Wiw = 1 481

than when Wiw = 4. To explain this, we observe the number 482

of packet losses and timeouts. It is found that the number of 483

timeouts remains almost the same in both cases (Wiw = 4 and 484

Wiw = 1), but the number of packet losses is higher when 485

Wiw = 4 than when Wiw = 1. Since one or few packets can 486

only be recovered per roundtrip time, more time will be needed 487

to transfer a given file when Wiw = 4 than when Wiw = 1. 488

C. Effect of the Maximum Window Size 489

The variations of transfer time with file size F are observed 490

at Wmax = 4 and 8 in a low error rate environment (e = 0.01) 491

and high error rate environment (e = 0.15). In each case, we set 492

l = 250 ms, BL = 1, and Wiw = 1. It is found that as the size 493

of the transferred file increases in a low error rate environment 494

(Fig. 6), the difference between transfer times when Wmax = 4 495

and whenWmax = 8 increases significantly. However, in a high 496

error rate environment (Fig. 7), the increase of the difference 497

between transfer times becomes less significant. This is due to 498

the fact that with a sufficiently large bandwidth delay product 499

in the low error rate environment, cwnd tends to grow to larger 500

values as the size of the transfer file increases. Therefore,Wmax 501

becomes a limiting factor for cwnd. In the case of high error 502

rate environment, cwnd is mostly limited to low values by 503

the WP-TCP congestion control response. Therefore, Wmax 504

becomes less significant in dictating the size of cwnd. The 505

transfer time is further studied for different values of l at 506

Wmax = 4 and 8, in a low error rate environment (e = 0.01), 507

and in a high error rate environment (e = 0.15). In each case, 508

we set F = 30 kB, BL = 1, and Wiw = 1. As expected from 509

previous explanations, the difference in transfer times when 510

Wmax = 4 and when Wmax = 8 increases significantly in the 511

low error rate environment (Fig. 8) and slightly in the high error 512

rate environment (Fig. 9) as l increases. 513
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Fig. 7. Transfer time versus F for e = 0.15 and Wmax = 4 and 8.

Fig. 8. Transfer time versus l for e = 0.01 and Wmax = 4 and 8.

V. CONCLUSION514

In this paper, an analytical model of the transfer delay of515

WAP 2.0 for short-lived flows is proposed. Computer simu-516

lation results demonstrate that the proposed analytical model517

produces a good prediction of the WAP 2.0 transfer delay.518

These results show that for large file sizes (> 30 kB), WAP 2.0519

is more sensitive to bursty packet losses than random packet520

losses. Furthermore, the transfer delay of WAP 2.0 can be521

improved by increasing the size of the initial window in a low-522

rate bursty error environment. However, in a high-rate bursty523

error environment, a larger initial window degrades the transfer524

delay performance. To improve the transfer delay performance525

Fig. 9. Transfer time versus l for e = 0.15 and Wmax = 4 and 8.

of WAP 2.0 short-lived flows, a scheme that determines an 526

optimal setting for initial window needs further investigation. 527
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