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Abstract— In this paper, the utilization of real-time video
service in the downlink of an orthogonal variable spreading
factor code division multiple access (OVSF-CDMA) system is
studied. By modeling the video traffic and wireless channel as a
joint Markov modulated process, and properly partitioning the
states of the Markov process, an adaptive rate allocation scheme
is proposed for real-time video transmission with quality of
service provisioning while achieving high channel utilization. The
scheme is applicable for packet switching and frame-by-frame
real-time video transmission, and incorporates both the physical
layer and network layer characteristics. For QoS provisions, the
closed form expressions of packet delay and loss probability are
derived based on the Markov model. Analytical and simulation
results demonstrate that the proposed scheme can significantly
improve the channel utilization over the commonly used effective
bandwidth approach.

Index Terms— Multimedia traffic, OVSF-CDMA, QoS assur-
ance, radio resource allocation, real-time video, wireless net-
works.

I. INTRODUCTION

THE third generation (3G) and beyond wireless networks
are expected to provide multimedia services (including

voice, video and data) with quality of service (QoS) provision-
ing. For a packet switching wireless network, QoS parameters
include the transmission bit error rate (BER) at the physical
layer and the packet loss probability (due to transmission error
and network congestion) at the higher layers. Wideband code
division multiple access (W-CDMA) has been adopted as the
multiple access technology in 3G wireless networks. In W-
CDMA networks, two major platforms are ordinarily used
for multimedia transmission: multi-code CDMA (MC-CDMA)
and orthogonal variable spreading factor CDMA (OVSF-
CDMA)[1]. Although the former has been proved more suit-
able for multimedia applications, the latter is widely applied
in commercial systems such as IMT2000 and cdma2000, due
to the simple mobile terminals. OVSF-CDMA supports mul-
timedia services by allocating orthogonal codes with variable
lengths to users so that it can achieve multiple service rates
in frame-by-frame based wireless communications.

There has been a number of research works reported in the
literature that address traffic regulation and resource allocation
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in wireless CDMA networks supporting heterogeneous ser-
vices. Centered around the theme of QoS provisioning, these
works focus on power control, transmission rate allocation,
scheduling and capacity optimization, etc. Transmission of
real-time video by the proper configuration of multiple codes
is explored in [2]. A multiple access protocol for integration
of multimedia traffic for UMTS/IMT-2000 based W-CDMA
is proposed in [3], but only the performance of voice and
data is evaluated. In [4], radio resource management strategies,
including uplink/downlink scheduling and congestion control,
are proposed for W-CDMA systems; however, no analytical
formulation is presented. Recent works in this area include
those reported in [5] and [6]. In [5], optimal power manage-
ment is discussed and in [6], an effective capacity scheme
is proposed based on a wireless link model. Moveover, as
the major service supported by communication networks, real-
time video transmission has also been extensively investigated
in broadband wireline networks (e.g., ATM networks) in terms
of QoS provisioning and efficient bandwidth allocation. The
fundamental strategies of regulating video traffic in ATM net-
works, such as effective bandwidth scheme, are well discussed
in [7]. In [8], a dynamic resource allocation approach is
proposed based on the prediction of future traffic using the
content and traffic information of short video segments. A fair
bandwidth allocation policy is presented in [9]. This scheme
achieves good QoS performance by maintaining a fair distri-
bution of buffer length across the video streams. A diffusion
process is used in [10] to model the statistical multiplexing
of Markov modulated video traffic for bandwidth allocation
and admission control. As these schemes are proposed for
wireline broadband networks, they cannot be directly applied
to wireless networks, especially in OVSF-CDMA networks,
since (a) multiplexing video streams in CDMA coded channels
is not so straightforward as in wireline networks; and (b) the
variable service rate in OVSF-CDMA channels is essentially
stepwise. Therefore, a method to efficiently transmit variable
rate video over OVSF-CDMA channels is needed to enhance
radio resource utilization.

Downlink service scheduling is a critical radio resource
management function due to the perceived heavier traffic in
the downlink than that in the uplink. The situation becomes
even more critical in OVSF-CDMA systems because of the
limitation of orthogonal code set [11], [12]. Non-proper rate
allocation may result in inefficient channel utilization and
higher load on code administration, and introduce extra in-
terference if a high level coded rate is unnecessarily assigned.
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Fig. 1. Downlink transmission of the OVSF-CDMA system.

By taking into account the variable characteristics of the
video traffic, it should be more preferable to transmit a
variable video stream using adaptive rates rather than a peak
or constant rate. Most of the research works on OVSF code
administration and rate allocation have aimed either at data
traffic [12], or at a mixture of delay sensitive (voice, video)
and non-delay sensitive data [13], [14]. However, to the best
of our knowledge, there is no analytical work on adaptive
assignment of variable transmission rate to real-time video
with guaranteed QoS in an OVSF-CDMA system.

We are concerned with the downlink channel utilization
for real-time video service in an OVSF-CDMA system. The
work presented in the sequel is motivated by the possibility of
improving channel utilization using adaptive rate allocation.
By modeling video traffic as a Markov modulated process,
and properly segmenting the states of the Markov process,
an adaptive rate allocation scheme is proposed to efficiently
support real-time video transmission while guaranteeing the
QoS requirements in terms of stringent packet delay and
loss probability. The proposed scheme incorporates both the
physical layer and network layer characteristics, and is ap-
plicable for packet switching networks and frame-by-frame
video transmission. Closed form expressions of packet delay
and loss probability are derived based on a two-dimensional
Markov process. Analytical and simulation results show that
the proposed scheme can significantly improve the channel
utilization over the commonly used effective bandwidth ap-
proach.

The remainder of the paper is organized as follows. In
Section II, the system, channel, and video traffic models of
the OVSF-CDMA downlink are presented. In Section III, an
adaptive rate allocation scheme is proposed for variable rate
video traffic flows with the guaranteed QoS requirements. In
Section IV, the QoS performance in terms of packet delay
and packet loss probability is analyzed. Numerical results are
given in Section V, followed by conclusions in Section VI.

II. SYSTEM MODEL

Fig. 1 shows the transceiver structure of the downlink
OVSF-CDMA system. At the base station (BS) transmitter,
the source data is first spread by the OVSF code which is
a unique orthogonal Walsh sequence. The choice of OVSF
code is determined by the transmission rate of the source data.
All traffic spread by the OVSF codes are multiplexed and are
further spread using a pseudonoise (PN) code, which is used

to separate different BSs [1], to obtain the transmitted signal.
At the mobile station (MS) receiver, the received signal is
despread by the same PN sequence and the same OVSF code
to recover the original source data.

A. The Two-State Wireless Channel

The transmitted signal passes through the wireless channel
which introduces path loss, shadowing, and multipath fading.
In wideband CDMA systems, power control and FEC/ARQ
(forward error correction/automatic repeat request) are or-
dinarily used to mitigate the channel impairments and to
reduce the packet error rate (PER) (PER is a function of
BER subject to coding). Since PER depends on the target
SIR and the channel coding scheme [15], for a given coding
scheme, power control can be considered as the primary way
to compensate fading so that the residual average PER after
power control becomes small. Depending on the effectiveness
of power control, the errors can be randomly distributed or in
bursty pattern [16]. To characterize the compensated wireless
channel, a Gilbert model [17], [18], which is a two-state
Markov chain, is used. In the Gilbert model, let state 0 denote
a good channel condition with PER ε0, and state 1 denote a bad
channel condition with PER ε1(� ε0). Given the stationary
probabilities of the channel model (1 − q) and q for state 0
and state 1, respectively, the average packet error rate can be
calculated as ε = (1 − q)ε0 + qε1. When ε0 → 0, the bursty
error rate ε1 ∼= ε/q. When q = 1, the channel becomes a
random erroneous channel with average PER ε.

B. Downlink OVSF Channelization

OVSF codes, implemented by Walsh sequences, are used
for channelization of W-CDMA downlink. The mutual or-
thogonality of Walsh sequences ensures that modulated signals
for different MSs are orthogonal, so that the multiple access
interference (MAI) among the users in the same cell is
eliminated. The OVSF codes can be represented by a binary
tree with each leaf (node) representing a unique code, and can
support traffic flows with variable rates. The heterogeneous
traffic streams with different QoS requirements are spread
by the orthogonal codes with different lengths (i.e., different
spreading gains) and multiplexed with transmissions by other
users in the same cell.

Although the OVSF codes have perfect orthogonality, there
are limitations in applications. First, the spreading factor
can only be changed in a stepwise way, i.e., increasing or
decreasing by the power of two. Second, the possible code
blocking1 makes it difficult to assign OVSF codes. Only
mutually orthogonal codes can be used for simultaneous
transmissions; otherwise, data steams spread by the same code
will result in destructive interference. In a packet switching
system, OVSF codes can be changed on a frame-by-frame
basis so that adaptive rate transmission can be achieved to
match different channel and traffic conditions.

1Although imaginary number theory is applied to overcome code blocking
[21].
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Fig. 2. Partition of the video source rate span according to the service rates.

C. MMRP Video Traffic Model

A number of video traffic models, including autoregressive
(AR) stochastic modeling and the Markov modulated process,
have been proposed in the literature [7], [19]. Both models are
believed to give rather accurate approximation. The AR model
is a recursive Gaussian process which is suitable for generating
simulated video sequences, while the Markov model is suitable
for analytical purpose [7], [20]. In the Markov model, the rate
variation of a video sequence is modulated by a continuous-
time finite-state Markov process. Since the time is discretized
into fixed length frames, this process is also referred as the
Markov modulated rate process (MMRP) [20]. The variable
traffic rate can be quantized into several levels, and each level
is represented by a state of the MMRP. Transitions between
states are governed by the underlying continuous-time Markov
chain.

Let N denote the state number of the MMRP. The in-
finitesimal generator matrix M for the general continuous-
time Markov chain is an N × N matrix given by M =

{mij}, i, j = 1, ..., N, where mii = −
N∑

j=1,j �=i
mij . Let π =

[π1, π2, · · · , πN ] represent the stationary probability. It can be
shown that πM = 0, and π can be obtained by conditioning

on
N∑
i=1

πi = 1. To get the infinitesimal generator matrix M,

one can first monitor the video sequence for a certain amount
of frames to get the transition probability matrix P of the
corresponding discrete Markov chain, given by P = {pij},
i, j = 1, ..., N, where pij is the one-step transition probability
from state i to j. According to [20], the matrix M can be
obtained by M = I− P, where I is a N ×N identity matrix.

III. RATE ALLOCATION

In this section, an adaptive allocation of the transmission
rate to each video source for efficient channel utilization is
considered. Packet switching allows to switch OVSF codes
among various rate levels on a frame by frame basis. If the
variable source rate can be matched by different service rates
with guaranteed QoS requirements, channel utilization can be
improved.

A. Partition on the Rate Span

Consider an N -state MMRP model for a video source with
state dependent arrival rate λi, i = 1, ..., N . The source can be

buffered for transmission or retransmission. Let vi be the mean
retransmission rate at state i. For efficient resource utilization,
the physical layer should be designed in such a way that the
probability of retransmission is very low (e.g., 1%). Without
loss of generality, consider the rate span with approximate
effective rates (including new transmission and retransmission)
λi+vi, i = 1, ..., N , and λ1 +v1 ≤ λ2 +v2 ≤ · · · ≤ λN +vN .
Furthermore, the rate span is covered by at least K layers of
OVSF coded rates, i.e., letting the service rate μ(1) be the
coded rate at a certain layer of the code tree, and μ(2) = 21 ·
μ(1), μ(K) = 2K−1 · μ(1), then λ1 < μ(1), μ(2), ..., μ(K−1) <
λN where μ(K) is allowed to be larger or smaller than λN .
For rate allocation and performance analysis, the source rate
span is partitioned into K sections, with each section having a
unique service rate μ(k)(μk), as shown in Fig. 2. The effective
mean arrival rates can be remarked and listed in ascending
order:

λ1 + v1, · · · , λL1 + vL1 ; · · · , λL2 + vL2 ;
· · ·λLK−1 + vLK−1 ; · · · , λN + vN

where Lj , j = 1, ...,K − 1, are boundary states that separate
the rate span into K sections. For notational convenience,
we denote L0 for state 1 and LK for state N . In the kth
section, k = 1, ...,K , the traffic flow with the corresponding
arrival rates is serviced by the coded transmission rate μ(k).
This K-section process is referred to as a partitioned Markov
modulated process. In what follows, we propose two strategies
to partition the rate span, server-wins-all and state-selective.

Server-wins-all (where mean arrival rates in each section
are upper bounded by the given service rate) — The rate
partition is based on the following rule: μ(k) > λLk

+ vLk
,

k = 1, ...,K− 1. For section K , μ(K) ≥ λN , to be consistent
with the criteria in determining the number of partitions. With
a large buffer for packets waiting for transmission, the packet
loss probability is very low in this case.

State-selective (where mean arrival rates in each section can
be larger than the given service rate) — Consider the kth
section with service rate μ(k). The service rate of the kth
section falls between two consecutive boundary states, i.e.,
λLk−1 + vLk−1 < μ(k) < λLk

+ vLk
. The buffer occupancy

tends to increase when the states in the kth section have
the arrival rates larger than μ(k) and these states are called
overload states; otherwise, the buffer occupancy tends to
decrease when the arrival rates of the states are less than μ(k)

and these states are called underload states [7]. Hence, the kth
section of the Markov chain is further partitioned into two sets,
Zk
F � {i : Lk−1 < i ≤ Lk|λi+vi > μ(k)} for overload states

and Zk
E � {i : Lk−1 < i ≤ Lk|λi + vi < μ(k)} for underload

states, where k = 1, 2, ...,K . Furthermore, the Markov chain
with the K sections is constructed by interleaving overload
and underload states. If ‘0’ and ‘1’ are used to represent
overload and underload states, respectively, the Markov chain
can be represented by an N -dimensional binary vector.

For comparison, in server-wins-all mode, since the trans-
mission rate in each partition is set to be larger than all
arrival rates in the same partition, better loss rate as well
as delay performance can be achieved. However, in packet
transmission, a small delay tolerance is allowed and the
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arrived packets can be queued when the instant arrival rate is
larger than the service rate. In addition, in a multi-service-rate
system, the delay tolerance provides an inter-state multiplexing
gain in the sense that a packet queued in the overload states
may be transmitted (rate-compensated) in the underload states.
Therefore, the state-selective mode, where the service rate
can be less than some arrival rates in the given section,
could further improve the system utilization with satisfactory
packet loss and delay requirements by a properly designed
partitioning scheme.

B. Adaptive Rate Allocation

In this section, an adaptive rate allocation scheme is pro-
posed to properly set the overload and underload states so
that the QoS is assured and the wireless resource can be
highly utilized. Consider one video stream whose arrival rate is
evenly quantized with N quantization levels. The quantization
level N is determined by the rate levels of the OVSF system
that covers the quantized arrival rate span with μ(K) ≥ λN .

Initially, the states are partitioned such that in each section,
all the arrival rates are less than the allocated service rate,
i.e., all the states are underload. We then insert the overload
states to each section except section K . When the state
status changes, the boundary of the section also changes. The
overload states are added from the low to the high sections, as
shown in Fig. 3(a). When the overload state in the (K − 1)th
section reaches λN , we reset this section as the highest, and
update the number of sections from K to K − 1.

Each time an overload state is added, the state vector
switches from ‘1’ to ‘0’ for that state with the section boundary
changed, and the packet loss probability, PL(Td), which will
be derived in Section IV, in terms of delay bound Td and
channel error, is evaluated and compared with a predefined
threshold ε, shown in Fig. 3(b). The process of adding
overload states in each section continues until the threshold
is exceeded. When adding overload states in a lower section,
only the upper boundary of this section may be affected. It
means that the number of required sections (rate levels) can
be reduced. The output state vector is filled with interleaved
1’s and 0’s. Since the service rates cover quite a large span,
two or three levels of OVSF codes should be sufficient to cover
the arrival rates. Therefore, the iterations for setting selective
states are very limited. In Section IV, further elaboration on
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11 12 13 1N

channel
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channel
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Fig. 4. MMRP model for two-state bursty channel.

the channel utilization and rate adaptation will be provided
when the packet loss probability is derived.

C. Traffic Rate Prediction

The rate allocation scheme is based on frame-by-frame
transmission. If the service is of the wait-to-go mode, i.e., the
arrived traffic in the current frame has to wait for service at
least till the next frame, buffer occupancy can be measured and
used for rate adaptation, but also introduce transmission delay.
Moreover, due to the condition of code blocking, the required
high service rate for video may randomly block other ongoing
services. In order to achieve efficiency, code administration
and QoS satisfaction, rate prediction is used for the semantics
of frame-by-frame scheduling in OVSF-CDMA, since this can
facilitate the implementation of the rate adaptation process.

It is observed in various experiments that there exists long
or short term correlation in video sequences [7], [19]. This
makes the video traffic more predictable as compared with data
traffic. It is shown in [8] that accurately predicting video traffic
rate benefits the QoS provisioning and bandwidth utilization.
In this paper, one-step prediction is considered for simplicity,
which is based on the available one-step transition probability
matrix of the discrete Markov chain, and the predictor is
referred to as MMRP predictor. Given the arrival rate Rn of
the current frame, which can be quantized to a rate level of
the Markov chain, say λh, h = 1, ..., N , the incoming mean
rate Rn+1 of the next frame can be predicted by

Rn+1 =
N∑
j=1

Pr[next state = j|current state = h] · λj

=
N∑
j=1

phjλj (1)

where phj is the transition probability as defined in Section
II.

IV. QOS PERFORMANCE ANALYSIS

In this section, the packet loss probability and the resource
utilization efficiency of the proposed adaptive rate allocation
scheme is analyzed based on the fluid model analysis [7].
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In the transmitter, the arrived packets are buffered if they are
not transmitted immediately. The erroneous packets will be se-
lectively retransmitted by assuming that the acknowledgement
can be received in one frame such that the retransmission can
be carried out in the next frame. The retransmission packets
are served with higher priority over the new arrival packets in
each frame. Taking into account the possible retransmission,
the effective arrive rate at state i becomes λi + vi, where
vi denotes the average retransmission rate. For the randomly
erroneous channel with small average error rate ε, i.e., small
retransmission rate vi, an upper bound of the mean retrans-
mission rate can be calculated from the N -state partitioned
Markov model of Fig. 2 (see Appendix).

vi ≤ (1 − ε)ε
1 − 2ε

⎛
⎝ ∑

pjiλj
j∈{j:λj<μj}

+
∑

pjiμj
j∈{j:λj>μj}

⎞
⎠ i, j = 1, ..., N.

(2)
The wireless channel is represented by the two-state Gilbert

model. The N−state Markov chain for the video traffic flow
is expanded to a two-dimensional partitioned Markov chain
with 2N states, as shown in Fig. 4. In this figure, states (01)
to (0N) are N arrival rates when the channel condition is good
(channel state 0), while states (11) to (1N) are states when
the channel condition is bad (channel state 1). Let states 1
to N represent the states (01) to (0N), and states N + 1 to
2N represent the states (11) to (1N). Given the transition
probabilities of the Gilbert model, the transition probability
matrix of the underlying 2N−state discrete Markov chain,
P2N , which has dimension 2N × 2N , can be obtained as

P2N =
[

P(1 − q) Pq
P(1 − q) Pq

]
(3)

where P is the N ×N transition matrix of source rates. The
steady state probability vector Ω = (Ω1,Ω2, ...,Ω2N ) can be
calculated from P2N , or by Ω = [π(1 − q),πq].

The infinitesimal generator matrix, M2N , for the
continuous-time 2N -state Markov chain is a 2N × 2N
matrix given by M2N = I − P2N , where I is a 2N × 2N
identity matrix. Due to the random channel, there is also a
retransmission rate associated with each of the 2N states.
Assuming that, in the erroneous states (states (11) to
(1N)), the service rate is set sufficiently large to cover the
arrival rates, i.e., the server-wins-all mode, a conservative
approximation of the mean of the retransmission rates vi in
state i (i = 1, ..., 2N ) can be calculated as

vi ∼= ε1
∑

p
′
jiλj

j∈{all erroneous states}

(4)

where p
′
ji is the jith element of matrix P2N , i, j = 1, ..., 2N .

In the following, vi will also be used as the approximate
retransmission rate for state selective since in the bad channel,
most states work under the server-wins-all mode.

The linear differential equation of the 2N - state Markov
model in vector form is given by

dF2N (x)
dx

= F2N (x)M2ND−1
2N (5)

where F2N (x) � [F1(x), F2(x), · · · , F2N (x)],
Fi(x) =Pr[X ≤ x, S = i], X and S are random variables

denoting the buffer occupancy and the MMRP state
respectively, and D2N � diag.[λi + vi − μi], 1 ≤ i ≤ 2N .
Consider different partition methods (service rate allocation
schemes) for states 1 to N and for states N +1 to 2N . There
can be a total of 2N interleaved underload and overload states
for the bursty channel, given as ZE = {i ∈ 2N |λi+ vi < μi}
for underload states, and ZF = {i ∈ 2N |λi + vi > μi} for
overload states.

The solution of the linear differential equations given in (5)
can be readily obtained by the sums of exponentials

F2N (x) =
2N∑
j=1

ajΦje
zjx (6)

where (zj , Φj = [Φj1,Φj2, · · · ,Φj2N ]) is the (eigen-
value, eigenvector) pair satisfying the eigenvalue equation
zjΦjD2N = ΦjM2N , 1 ≤ j ≤ 2N . The values of
the coefficients aj’s can be determined by the additional
information such as initial values. From ΩM2N = 0, (0,Ω) is
one of the eigen-pairs. Let Φ1 = Ω and z1 = 0, (6) becomes

F2N (x) = a1Ω +
2N∑
j=2

ajΦje
zjx. (7)

Define the traffic intensity ρ as

ρ =
Average arrival rate+Average retransmission rate

Average service rate

=
Ω(λ+ v)T

ΩμT
(8)

where λ = (λ1, ..., λ2N ) , v = (v1, ..., v2N ) and μ =
(μ1, ..., μ2N ). Note that it is necessary that the traffic intensity
should be evaluated whenever the service rate changes, such
that ρ < 1 − δ, where δ is a reliability margin parameter. If
ρ < 1, we say the system is underloaded (stable); otherwise,
it is overloaded. When ρ < 1, for a sufficiently large buffer,
Fi(x) ≤ Ωi; and when x → +∞, Fi(x) → Ωi. To solve
(7), we can set a1 = 1. Since all the positive eigenvalues are
impractical and have to be ruled out, the associate coefficients
aj = 0 for zj > 0. Therefore, ( 7) can be rewritten as

Fi(x) = Ωi +
∑

j∈{zj<0}
ajΦjiezjx

= Ωi −
∑

j∈{zj<0}
wjie

zjx, i = 1, ..., 2N (9)

where wji (wji ≥ 0) is the weight to be determined.
Due to the stringent delay bound requirement of the real-

time traffic, when the delay exceeds a threshold, the packet
is dropped. Thus, we set virtual bounds {xi} in the buffer
associated with each state of the Markov chain. In the un-
derload states, the buffer occupancy is low so that Pr[X >
xi, S = i|i ∈ ZE ] = 0. Since Pr[X > xi, S = i|i ∈ ZE ] =
Ωi − Fi(xi|i ∈ ZE), we get

∑
j∈{zj<0}

wjie
zjxi = 0. As a

result, for all the underload states, wji = 0. In the overload
states, Pr[X > xi, S = i|i ∈ ZF ] = Ωi − Fi(xi | i ∈ ZF ) =∑
j∈{zj<0}

wjie
zjxi . The probability of buffer overflow for an

overload state, Gi(x), is the weighted sum of exponential
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expressions in terms of negative eigenvalues associated with
overload states, i.e.,

Gi(x) �
∑

j∈{zj<0}
wjie

zjx. (10)

Although ρ < 1 guarantees that the system is stable,
during any epoch, the instantaneous traffic intensity can exceed
1 causing a temporary overload. For a sufficiently large
buffer, the dropping probability in an overload state becomes
asymptotically stable, i.e., when x → ∞, e−|zj|x → 0.
Therefore, Gi(x) can be governed by a few lower eigenvalues
(the negative eigenvalues with small magnitude), referred to
as significant eigenvalues2. These significant eigenvalues are
selected to be the largest negative ones in descending order,
noted as {z∗j }, j = 1, ..., J, and J is the number of significant
eigenvalues. The dominant and the significant eigenvalue are
the same when J = 1.

At the initial instant of a transmission frame, assuming
delay is 1 frame, i.e., in time interval 0+ ≤ t ≤ 1−, there
is no buffer tolerance (x = 0), then the difference between
the arrival rate and service rate plus the number of erroneous
packets per frame is the number of dropped packets. If the
weights are set all equal, i.e., wji = wi, j = 1, ..., J , then
wi of the random channel overload state i can be obtained by
solving

Gi(0+) =
J∑
j∈1

wie
z∗j ·0+

=
[max{(λi − μi), 0} + min{μi, λi} · ε] · Ωi

ΩλT
,

i ∈ {overload states} (11)

Thus,

wi =
[max{(λi − μi), 0} + min{μi, λi} · ε] · Ωi

J ·ΩλT .

For the two-state channel, the error rate in the two states can
be averaged out, thus the weight of an overload state can be
decided by wi = (λi+vi−μi) ·Ωi/[J ·ΩλT ]. Asymptotically,
given the delay bound Td = D, the packet dropping happens in
all the overload states ZF when the buffer occupancy exceeds
the virtual buffer occupancy x(D), which is defined as the
virtual buffer length corresponding to the delay bound D.
Considering that μi(t) is the rate of the current time t at state

i, xi(D) =
D∑
j=1

μi(t + j) is a random variable depending on

the service rates of the next D frames. Denote td the time
from the moment of a packet arrival to the moment when the
packet is successfully received. We have

Pr[td > Td, S = i] = Gi[X > xi(D)] (12)

=
J∑
j=1

wi{
∑

{∪(μi)}
ezjxi(D)

·Pr[μi(t+ 1), μi(t+ 2), ..., μi(t+D)]}
where {∪(μi)} is the set of all possible combinations of the
rate sequence [μi(t+1), μi(t+2), ..., μi(t+D)]. Consider the

2The significant eigenvalues include the dominant (the largest negative)
eigenvalue and a few next largest negative eigenvalues.

facts that 1) the number of service rate levels (sections) K is
small, e.g., K = 2; 2) when D is small, since there is strong
correlation among the arrival rates, it can be assumed that the
service rate does not change much during D; and 3) when D

is large, the summation xi(D) =
D∑
j=1

μi(t+ j) is more likely

dependent on D, given μi varying in a small number of K
levels. The approximate buffer bound xi(Td) ∼= Tdμi, and the
total packet dropping probability Pd(Td) due to delay is given
by

Pd(Td) = Pr[td > Td] =
∑
i∈ZF

Gi(Tdμi)

=
∑
i∈ZF

J∑
j∈1

wie
z∗jTdμi . (13)

The problem of finding the packet drop probability due to
delay is solved by simply finding the significant eigenvalues.
Our interest is to find the total packet loss probability due
to delay and error. If an erroneous packet is within its
delay bound, it can be continuously retransmitted until being
correctly received or exceeding the delay bound. Given the
delay bound Td = D frames, and assuming that the round
trip acknowledgement can be received within one frame, with
the average channel error rate P (E) = ε, the total packet
loss probability PL due to delay and channel error can be
obtained by (14), shown at the top of the next page, where
Δ(ε) = εPd(D) + ... + εD−1Pd(2). Equation (14) is the
conservative evaluation of the packet loss probability when
ε is small and Δ(ε) is negligible.

Two performance metrics are defined to evaluate the pro-
posed adaptive rate allocation scheme: the channel utilization
γ, defined as the ratio of traffic throughput rate over the
channel capacity (the average service rate), and the channel
efficiency η, defined as the ratio of goodput rate (packets
correctly received in unit time) over the channel capacity,
given by η = [1 − PL(Td)] ·ΩλT /[ΩμT ].

The service rate is usually fixed in an OVSF-CDMA system.
The objective of the adaptive rate allocation is to properly
partition the sections within the arrival rate span of the
Markov chain and to select suitable states to be served by
a certain level of the transmission rate, such that the packet
loss probability and the delay requirement can be satisfied and
high channel utilization can be achieved. To pursue an optimal
rate allocation scheme in terms of maximal channel efficiency,
we may look at the maximization of η in terms of rate vector
μ, subject to ρ = Ω(λ+v)T

ΩμT ≤ 1− δ and PL(Td) ≤ ε, where δ
and ε are predefined thresholds. The optimal solution may be
found by direct search over rate vector μ and manipulating the
binary state vector. However, this issue is beyond the focus of
this paper and can be a future investigation.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical results of the proposed adaptive
rate allocation scheme based on computer simulations and
mathematical analysis are presented. The suitability and scal-
ability of the proposed scheme will be discussed later.
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PL(Td) = P (td > D) + P (E)P (D − 1 < td < D) + ...+ [P (E)]D−1P (1 < td < 2)
= Pd(D) + P (E)[Pd(D − 1) − Pd(D)] + ...+ [P (E)]D−1[Pd(1) − Pd(2)]
= Pd(D) + P (E)Pd(D − 1) + ...+ [P (E)]D−1Pd(1) − Δ(ε)
∼= Pd(D) + P (E)Pd(D − 1) + ...+ [P (E)]D−1Pd(1) (14)

TABLE I

SIGNIFICANT EIGENVALUES

Average Channel PER z*1 z*2
0.01 -0.0322 -0.0962
0.02 -0.0236 -0.0844
0.03 -0.0165 -0.0732
0.04 -0.0108 -0.0631
0.05 -0.0065 -0.0544
0.06 -0.0034 -0.0471

A. System Parameters

In the simulation, the radio frame of CDMA downlink
transmission is set to 20 ms (though it can be the multiple
of 10 ms). Twenty video sequences are used in the simulation
to characterize the statistics of video traffic. Each video flow
has a mean of 0.52 bit/pixel (equivalent to the mean value
of 20 packets/frame by proper conversion), standard devia-
tion of 0.23 bit/pixel, and time constant3 equal to 3.9. The
video packet flow is generated using the autoregressive model
described by λ(n) = max{0.925λ(n − 1) + 0.088w(n), 0},
where w(n) is a stationary Gaussian variable with mean
E(w) = 0.4434 and unit variance. The simulated sequence
is then represented by the MMRP model. The observed rate
span of the video sequence is [0, 50+) packets/frame, which
is evenly quantized into eight rate levels (states), i.e., λ =
[3 9 15 21 27 33 39 45], named states 1 to 8 in ascending
order.

The monitored discrete transition probability P and the sta-
tionary probability π based on the simulated sequence of 1000
frames are given by the equation at the top of the next page,
and π = [.0501 .1107 .2206 .2725 .2032 .1034 .0333 .0062].
The two-state channel parameter is q = 0.3.

B. Packet Loss Probability and Channel Efficiency

The transition probability matrix P2N and stationary proba-
bility Ω can be readily obtained through (3). The infinitesimal
generator matrices M and M2N can then be calculated.
Consider that the leaf rate is 20, and two layers of the codes
can be used, R1 = 20 and R2 = 40. Then the number of
sections of each eight-state traffic rate span is two. An example
of adaptive rate design is: for the quantized rate span λ, Rate
Scheme 0 = [R1R1R1R1R1R2R2R2] for the good channel
states, and Rate Scheme 1 = [R1R1R1R1R2R2R2R2] for
the bad channel states, respectively. Specifically, the eight
states of the Markov modulated process under the error free
channel are divided into two sections: section 1 having states
(1, 2, 3, 4, 5) with service rate R1, and section 2 having

3Time constant represents the exponential behavior of the covariance of the
video sequence, see [7].
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Fig. 5. Packet loss probability versus the delay bound for the random channel.
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Fig. 6. Packet loss probability versus the delay bound for the two-state
channel.

states (6, 7, 8) with service rate R2. The state vector is
[1 1 1 0 0 1 1 0].

Based on the Rate Schemes 0 and 1, the analytical results of
packet loss probabilities are then obtained in terms of various
delay requirements, channel types (error-free channel, random
error channel, and Gilbert model) and channel errors. For (13),
the number of significant eigenvalues is selected to be J = 2.
Table I shows the variation of significant eigenvalues with
respect to the change of channel error rate. It is observed
that as the average channel PER increases, the significant
eigenvalues become larger.

The packet loss probabilities for random and bursty chan-
nels with different average PERs are shown in Figs. 5 and 6,
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P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

.6819 .2946 .0236 0 0 0 0 0

.1325 .5542 .2878 .0155 0 0 0 0

.0057 .1472 .5596 .2730 .0144 0 0 0
0 .0072 .2180 .5696 .2008 .0044 0 0
0 .0007 .0177 .2641 .5695 .1437 .0043 0
0 0 0 .0163 .2790 .5777 .1196 .0075
0 0 0 0 .0221 .3879 .4922 .0978
0 0 0 0 0 .0544 .5922 .3534

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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Fig. 7. Packet loss probabilities for different number of eigenvalues.
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respectively. It is observed that the loss probability decreases
as the delay bound increases, and the analytical results agree
well with the simulation results for random channel and for
bursty channel with PER of 0.01, respectively. As bursty
PER is increased to 0.05, the analytical result is conservative,
partially due to the conservative estimations of vi′s and PL.
It is also observed that the analytical results are conservative
compared with the simulation ones when the delay bound
exceeds 6. For comparison, we also calculate the loss prob-
ability using only the dominant eigenvalue. The comparison
between results obtained using the dominant eigenvalue, two
significant eigenvalues and the simulation for an error free
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Fig. 9. Channel efficiency versus the delay bound for the two-state channel.

(PER=0) channel are shown in Fig. 7. It can be seen that using
the weighted sum of the significant eigenvalue exponential
expressions can achieve better approximation of the packet
loss probability than that using the dominant eigenvalue with
the tradeoff of computational complexity.

Given the quantized arrival rate λ and the service rate
allocation schemes, we can calculate the steady state channel
efficiencies. For an error free channel, with state dependent
service rate μ = [20 20 20 20 20 40 40 40], if the loss prob-
ability is negligible, the channel efficiency can be calculated
by η = λπT /[μπT ] = 0.9037. If the overload state is dealt
with conservatively by setting μ = [20 20 20 20 40 40 40
40] which might be similar to the server-wins-all mode, the
asymptotic efficiency tends to η = 0.7627. Considering the
two-state channel, the service rates are designed as μ0= [20
20 20 20 20 40 40 40] for channel state 0, and μ1= [20
20 20 20 40 40 40 40] for channel state 1. By using the
stationary probability Ω and assuming that the loss probability
is negligibly small, the channel efficiency is obtained by η =
[λ;λ]ΩT /{[μ0;μ1]ΩT } = 0.8579. Figs. 8 and 9 demonstrate
the transmission efficiency over the random and two-state
bursty channels. It is observed that a less stringent delay
requirement leads to a higher resource utilization efficiency,
and the analytical results agree quite well with the simulation
results.

For comparison of the proposed rate allocation scheme with
some existing schemes, we assume no channel error and apply
the effective bandwidth method [7], [22] for the same video
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TABLE II

COMPARISON OF CHANNEL UTILIZATION

Channel utilization
Approaches Dropping prob. regular (test) case ideal case
effective bandwidth lessthan10−4 50.00% 58.82%
server-wins-all lessthan10−4 76.72% –
state-selective (1) 10−4 86.56% –
state-selective (2) 10−3 88.64% –
state-selective (3) 10−2 91.96% –

sequence, given by

CE = A ·M · [(1 − κ)/2 +
√

((1 − κ)/2)2 + κu]

where M is the number of ON-OFF mini-sources representing
the video sequence, A is the rate in the ON state of each
mini-source, κ = β·CE·Td

A(1−u)·ln(1/PL) , u = α
α+β , and CETd

represents the size of queuing buffer for the video. By setting
the design requirements Td = 3, PL = 10−2 and M = 4,
the effective bandwidth CE = 34 (packets/frame), given the
effective transmission rate, we can obtain the packet dropping
probability of 10−4 in the simulation of the error free channel.
Ideally, if CE happens to be the leaf rate of the code tree, and
taking into account E(λ) = λπT = 20, the channel efficiency
(utilization) is 20

34 = 0.5882. If the leaf rate is 20 or 40, then the
efficiency of the effective bandwidth transmission rate scheme
(CE = 40 ) is given by η = 20

40 = 0.50. That is, the channel
utilization can be significantly improved by the proposed rate
adaption scheme.

Finally, we summarize the comparison results of the pro-
posed approaches with the effective bandwidth scheme for an
error free channel in Table II. In general the delay requirement
for video is around 60-100 ms. With a frame length of 20
ms, the delay bound Td in frames is reasonably set to Td =
3. It can be seen that the proposed adaptive rate allocation
scheme significantly improves the channel utilization of the
OVSF-CDMA system compared with the effective bandwidth
scheme.

VI. CONCLUSIONS

In this paper, an adaptive rate allocation scheme for real-
time video traffic in OVSF-CDMA system has been proposed.
By modeling the video traffic and wireless channel as a joint
Markov modulated process, an analytical approach based on
segmentation of the rate span of the Markov process has
been developed for adaptively allocating transmission rate and
provisioning QoS in terms of delay and packet loss over the
wireless channels. Simulation results show that the proposed
approach is robust as long as the system is not overloaded,
and is reasonably accurate. Compared with the commonly
used effective bandwidth scheme, the proposed rate allocation
scheme achieves superior QoS performance and significant
improvement on the channel (code) utilization.
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APPENDIX

DERIVATION OF EQUATION (A-2)

Let the delay bound be D, and the erroneous packet can be
selectively retransmitted within one frame. Let td be the time
from the moment of a packet arrival to the moment when the
packet is successfully received. Denote the retransmission rate
vi at state i. Given the average PER P (E), the new erroneous
packets that need retransmission per frame are ei = λi ·P (E),
for i ∈ {i : λi < μi}, and ei = (μi − vi) · P (E), for i ∈
{i : λi > μi}, respectively. The remaining packets in the
frame, Qi,remain, i ∈ N in the retransmission queue after one
retransmission is

Qi,remain = vi · [P (E)P (td ≤ D − 1) + P 2(E)
P (td ≤ D − 2) + ...+ PD−1(E)P (td ≤ 1)]

≤ vi · P (E)
1 − P (E)

(A-1)

Given the new and remaining erroneous packets in frame n,
the retransmission rate of frame n + 1 in state i is shown at
the top of the next page. Substituting ε for P (E) and taking
expectations of vi’s on both sides of (A-3), we obtain (A-2).
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