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#### Abstract

The wireless personal area network (WPAN) is designed for short-range connectivity among fixed or portable moving devices. The ultra-wideband (UWB) technology is being defined as the physical-layer (PHY) support for the high-rate WPAN. At medium access control (MAC) layer of the WPAN, a delayed acknowledgment (Dly-ACK) or burst-ACK (B-ACK) scheme is introduced to improve the channel utilization by reducing the overhead of ACK. In this paper, the authors first study the delay performance of the Dly-ACK scheme. An analytical model is developed for the Dly-ACK mechanism, and the delay is decomposed into queuing delay and delivery delay. These delay metrics are derived, and some important observations are obtained. In particular, there exists an optimal burst size, which is determined by the input traffic load and is very insensitive to the channel error rate within a normal error-rate range. It is also demonstrated that Dly-ACK cannot work properly if the burst size is fixed. The authors then propose a dynamical Dly-ACK scheme that can adaptively change its burst size according to the queue buffer size. Simulation results show that the dynamical scheme can improve the delay performance significantly.
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## I. Introduction

THE wireless personal area network (WPAN) is designed for short-range ad hoc connectivity among portable moving devices, and it has gained much attention recently. To support high data-rate WPAN, in the physical layer (PHY), the industry is defining specifications based on ultra-wideband (UWB) technology. Currently, there are mainly two UWB camps. One is direct sequence UWB (DS-UWB), which utilizes the DS-UWB [3] as the PHY technology and IEEE 802.15 .3 [1] as the medium access control (MAC) layer support. The other is the multiband orthogonal frequency division multiplexing (OFDM) alliance (MBOA), which takes the OFDM technology as the UWB PHY [4] and defines an alternative MAC specification [2]. In both camps, the UWB PHY can support a data rate

[^0]up to several hundreds megabits per second or even gigabits per second, while the MAC layer specifications support ad hoc connections.

Since wireless channel usually is error prone due to various fading, certain error-control techniques have to be used to provide a reliable link in a WPAN [5]. Conventionally, the MAC layer always adopts ACK and retransmission mechanism to provide reliable data-frame delivery for higher layers. In general, once the sender transmits one MAC frame, the receiver immediately responds one ACK frame to indicate this frame's reception status (error or error free). Normally, this conventional mechanism is referred to as immediate ACK (ImmACK). However, in high data-rate WPAN, the Imm-ACK policy may be relatively too expensive because the overhead caused by ACK may consume significant bandwidth. Fig. 1 shows the ACK-overhead significance under Imm-ACK for various data rates. In the figure, we assume that the basic data rate is $100 \mathrm{Mb} / \mathrm{s}$ while the channel data rate varies, and the frame size is 1000 B . The other parameters, such as the MAC header, the PHY header, etc., are according to [1]. $t_{\mathrm{p}}$ and $t_{\mathrm{ACK}}$ denote the time to transmit the data frame and ACK frame, respectively. It can be seen that there is a significant consumption of ACK overhead on the bandwidth when using the Imm-ACK policy, in particular, when the data rate is high. To resolve this problem, a new ACK policy, called delayed acknowledgment (Dly-ACK), has been proposed in 802.15.3 [1], and a similar policy, called burst-ACK (B-ACK), is defined in MBOA MAC [2]. In the following, we do not distinguish them and simply use Dly-ACK for both of them. In the Dly-ACK mechanism, instead of acknowledging each data frame, a burst of frames is first transmitted by the sender, and only after the whole burst is received, the receiver sends one ACK frame to the sender to acknowledge the whole burst.

Compared with the Imm-ACK scheme, the Dly-ACK is always able to improve the bandwidth efficiency because the number of ACK frames can be reduced. Moreover, the bandwidth efficiency is higher with the increased number of frames transmitted in one burst (we call this number the burst size). On the contrary, for the delay performance, the effect of DlyACK policy is twofold. On one hand, due to the fact that it can send frames to channel more quickly, Dly-ACK policy can reduce the queuing time in the sender's buffer. On the other hand, it introduces an additional random waiting delay at the receiver's buffer (reordering buffer or R-buffer) since all the frames should be delivered to a higher layer (say, IP layer) in order, and the correctly received frames have to wait for those frames that have lower frame ID and have been unsuccessfully


Fig. 1. Effects of data rate on $t_{\mathrm{ACK}} / t_{\mathrm{p}}$.
received by the receiver. Thus, the delay performance may be degraded when using the Dly-ACK in contrast with ImmACK. Moreover, some applications, such as video telephony, are delay sensitive, i.e., the frame will be useless and discarded if it is not delivered within a specified delay. For these applications, the delay degradation may result in unsatisfactory quality-of-service (QoS) [6]-[8]. Therefore, it is very important to correctly understand the delay behavior associated with Dly-ACK, which will enable us to gain useful insights on designing the Dly-ACK scheme for the WPAN. In this paper, we develop an analytical model for the Dly-ACK mechanism. The delay is decomposed into queuing delay and delivery delay. These delay metrics are derived, and some important observations are obtained. In particular, there exists an optimal burst size, which is determined by the input traffic load and is very insensitive to the channel error rate within a normal error-rate range. It is demonstrated that Dly-ACK cannot work properly if the burst size is fixed. We then propose a dynamical Dly-ACK scheme that can adaptively change its burst size according to the queue buffer size to improve the delay performance.
The rest of this paper is organized as follows. In Section II, the Dly-ACK policy is briefly introduced. In Section III, we develop an analytical model for the delay performance of Dly-ACK. Simulation results and discussions are given in Section IV. Our proposed dynamical Dly-ACK policy and performance evaluation are presented in Section V, and finally the conclusions are given in Section VI.

## II. Delayed Acknowledgment Scheme

In both 802.15.3 MAC and MBOA MAC, three types of ACK policies are defined: no ACK (No-ACK), Imm-ACK, and Dly-ACK. When using the No-ACK policy, the destination device (DEV) will not acknowledge the received frame. Two successive frames are separated by minimum interframe space (MIFS). The No-ACK policy is appropriate for frames that do
not require guaranteed delivery. The Imm-ACK policy provides an ACK process in which each frame is individually ACKed following the reception of the frame. All frames, including the data frames and the ACK frame, are separated by the short interframe space (SIFS), which is larger than MIFS. The Dly-ACK policy allows the source DEV to send a burst of frames without the intervening ACK frames. The source also adds Dly-ACK request information to a frame's MAC header when it is necessary. Once the destination receives this frame, which includes request information, it will send the Dly-ACK frame, which acknowledges those correctly received frames in current burst. The source will not start or resume the next burst transmission until a Dly-ACK frame is received. These frames that are not ACKed should be retransmitted in the next burst. The data frame and the ACK frame are separated by an SIFS, while there is an MIFS interval between two successive data frames. For convenience, we use $n$-Dly-ACK to represent the Dly-ACK mechanism that adopts $n$ as its burst size. Obviously, the Imm-ACK is a special case of Dly-ACK with $n$ being 1. In this paper, we say that one frame is in position $i$ if this frame is the $i$ th transmitted frame in one burst.

To demonstrate the advantage of Dly-ACK $(n \geq 2)$ over Imm-ACK in terms of bandwidth utilization, we define an index named maximum effect bandwidth (MEB), which is a fraction of time the channel is used to successfully transmit data frames versus the total channel time. Assuming that the sender is always busy, i.e., there are always pending MAC frames to be transmitted in the sender's buffer, then the MEB of $n$-Dly-ACK policy can be expressed by

$$
\begin{equation*}
\text { MEB }=n \cdot \frac{t_{\mathrm{f}}(1-p)}{t_{\mathrm{b}}} \tag{1}
\end{equation*}
$$

where $t_{\mathrm{f}}$ is the effective time used to transmit one frame (excluding the frame header), and $t_{\mathrm{b}}$ is the total time of transmitting one burst and equals $n t_{\mathrm{p}}+t_{\mathrm{ACK}}+(n-1)$ MIFS +


Fig. 2. MEB versus $n$ under various $p$ (data rate $=100 \mathrm{Mb} / \mathrm{s}$ ).


Fig. 3. Frame transmission process by using the Dly-ACK policy.

2SIFS, while $p$ is the frame error rate. The curve of MEB versus $n$ is given in Fig. 2. We can see that the Dly-ACK policy ( $n>1$ ) results in a much larger MEB compared with ImmACK $(n=1)$, which indicates the potential of achieving much higher channel unitization than Imm-ACK.

In contrast to the MAC throughput, the Dly-ACK effect on the delay performance is quite complicated. Fig. 3 shows one example of Dly-ACK policy with a burst size of 3 . The sender assigns each frame a unique identifier (frame id), and the frames are transmitted according to their frame ids. Initially, Frame 1 is generated and transmitted in the first position of a burst. At the receiver, it will immediately release Frame 1 to a higher layer once it correctly receives Frame 1. After Frame 1 is transmitted, there is no frame queuing in traffic buffer (T-buffer) of the sender. Since the burst size is 3 , and there is only one frame transmitted in this burst, the sender has to wait until Frame 2 is generated. We call this additional waiting time the idle time. When Frame 2 is being transmitted, Frame 3 arrives at T-buffer. Therefore, Frame 3 is immediately transmitted after an MIFS interval. After Frame 3 is transmitted, the receiver responds one ACK frame. Assume that Frame 2 is in error; thus, it
is retransmitted in the next burst. Moreover, even if Frame 3 has been correctly received, it is not released to a higher layer due to the failure of Frame 2. Frame 3 must wait in the R-buffer until Frame 2 is correctly received. For convenience, we define some variables: $t_{a}=t_{\mathrm{ACK}}+2$ SIFS, $t_{s}=t_{\mathrm{p}}+t_{a}$, and $t_{m}=t_{\mathrm{p}}+$ MIFS.

## III. Delay Analysis

In this section, we analyze the delay performance of DlyACK scheme. In all analysis, we aim at one desired frame, called tagged frame. Fig. 4 shows all the delay components that the tagged frame undergoes in its entire life time at MAC layer [8], [9]. The total delay consists of the queuing delay and the delivery delay. The queuing delay is the duration from the time the tagged frame arrives at the T-buffer of sender to the time that it is transmitted for the first time. The delivery delay is divided into transmission and reordering delays. Transmission delay is the time interval elapsed between the first transmission and the correct reception of the tagged frame. The reordering delay is the time spent in the R-buffer.


Fig. 4. Time diagram for end-to-end delay of a tagged frame transmitted with Dly-ACK policy.

TABLE I
Possible One-Step State Transition From State $X_{1}=\left(q_{1}, i_{1}\right)$ to State $X_{2}=\left(q_{2}, i_{2}\right)$

| State $X_{1}$ | Successor $X_{2}$ | Probability $P\left\{X_{2} \mid X_{1}\right\}$ | Condition |
| :--- | :--- | :--- | :--- |
| $\left(q_{1}, i_{1}\right)$ | $\left(q_{1}+k-1, i_{1}+1\right)$ | $\alpha_{k}\left(t_{m}\right)$ | $q_{1}>0, i_{1}<n, k \geq 0$ |
| $\left(q_{1}, n\right)$ | $\left(q_{1}+r+k-1,1\right)$ | $\alpha_{k}\left(t_{s}\right) \varphi(r, n)$ | $q_{1}>0,0 \leq r \leq n, k \geq 0$ |
| $\left(0, i_{1}\right)$ | $\left(k, i_{1}+1\right)$ | $\alpha_{k}\left(t_{p}\right)$ | $i_{1}<n, k \geq 0$ |
| $(0, n)$ | $(r+k-1,1)$ | $\varphi(r, n) \alpha_{k}\left(t_{s}\right)$ | $0<r \leq n, k \geq 0$ |
| $(0, n)$ | $(l+k-1,1)$ | $\varphi(0, n) \alpha_{l}\left(t_{a}\right) \alpha_{k}\left(t_{p}\right)$ | $l>0, k \geq 0$ |
| $(0, n)$ | $(k, 1)$ | $\varphi(0, n) \alpha_{0}\left(t_{a}\right) \alpha_{k}\left(t_{p}\right)$ | $k \geq 0$ |

When constructing the analytical model, the following assumptions have been made.

1) The probability of a frame failure is $p$ and the failures of frames are mutually independent. Furthermore, the ACK frames are to be error free. This common assumption is reasonable since the ACK frames are much smaller in size and are often protected by forward error correction (FEC) [9].
2) Each frame has the same size and is equal to $f$ B.
3) In the analysis, for simplicity, input traffic with parameter Poisson $\lambda$ is assumed because of the following reasons.
a) It has been widely used as the basis for network modeling and analysis [10].
b) Recent findings [11]-[14] have revealed that the Poisson process may be a good approximation of frame interarrival time distribution for backbone IP traffic.
c) Our focus is to study the delay performance of Dly-ACK over different traffic loads, and the analysis can be readily extended to other traffic models. Let $G$ be the ratio of input traffic load to the channel data rate $H \mathrm{Mb} / \mathrm{s}$. The Poisson parameter $\lambda$ (in frames/second) can be computed by $\lambda=G \cdot H \cdot 10^{6} /(8 f)$.
4) We concentrate on only a single pair of communicating users who have access to the full channel bandwidth. Note that a time-division multiple access (TDMA) MAC is an example for this scenario in the assigned time intervals, which is the basic medium-access scheme in IEEE 802.15.3 MAC [1] or MBOA MAC [2].
We divide the channel time into some logical slots. As shown in Fig. 3, a logical slot is the time interval between the end time of one frame transmission and that of the successive frame
transmission. Note that the length of each slot may be variable, since the T-buffer may be empty sometimes. By using this logical slot, we can ensure that each slot corresponds to one frame transmission. Hence, if the mean value of slot length $T_{\text {slot }}$ and the mean number of slots $N_{\text {slot }}$ experienced by one frame are given, the mean end-to-end delay $E[D]=E\left[T_{\text {slot }}\right] E\left[N_{\text {slot }}\right]$.

## A. Computing the Probability Distribution $D_{q, i}$

First, we introduce probability distribution $D_{q, i}$, which represents the joint probability that there are $q$ frames waiting for transmission in T-buffer at the end of one time slot, and this slot is in position $i$ of the current burst. This distribution is important for the analysis of end-to-end delay. A Markov chain can be built to compute $D_{q, i}$. We only consider the system state of those time points that are at the end of one time slot and are just before the start of the next slot. Accordingly, let the system state of slot $t$ be defined by the vector $X(t)=(q, i)$, where $q(q \geq 0)$ and $i(1 \leq i \leq n)$ have the same meaning as that of $D_{q, i}$. Therefore, $X(t)$ is a two-state Markov chain. Let $P\left\{X_{2} \mid X_{1}\right\}$ denote the one-step transition probability from state $X_{1}=\left(q_{1}, i_{1}\right)$ in slot $t$ to state $X_{2}=\left(q_{2}, i_{2}\right)$ in slot $(t+1)$. The nonnull one-step transition probabilities are listed in Table I, which are obtained from the following detailed derivation.

In Table I, the fourth column denotes the condition that $X_{1}$ has to satisfy in order to move to $X_{2}$. Moreover, $\varphi(r, n)$ is the probability to correctly transmit $n-r$ frames over $n$ frames in any order and is computed as follows:

$$
\begin{equation*}
\varphi(r, n)=\binom{n}{r} p^{r}(1-p)^{n-r} \tag{2}
\end{equation*}
$$

and $\alpha_{k}\left(t_{l}\right)$ is the probability that there are $k$ new frames generated in interval $t_{l}$ under Poisson arrival process with parameter $\lambda . \alpha_{k}\left(t_{l}\right)$ is given by

$$
\begin{equation*}
\alpha_{k}\left(t_{l}\right)=\mathrm{e}^{-\lambda t_{l}} \frac{\left(\lambda t_{l}\right)^{k}}{k!} \tag{3}
\end{equation*}
$$

In the state transition from $\left(q_{1}, i_{1}\right)$ to $\left(q_{2}, i_{2}\right)$, the value of $i_{2}$ is only dependent on the value of $i_{1}$ according to frame transmission procedure of Dly-ACK. If $i_{1}$ is smaller than $n, i_{2}$ must be $i_{1}+1$ because one burst consists of $n$ frame transmissions, while $i_{1}=n$ means that the current burst ends and the next burst starts. Hence, $i_{2}=1$ if $i_{1}=n$.

The T-buffer dynamics (the value $q$ ) are governed by the frame-generation process and the frame-transmission process of Dly-ACK. According to the values of $q_{1}$ and $i_{1}$, there are four cases that should be considered.

The first case is that $q_{1}$ is larger than 0 and $i_{1}$ is smaller than $n$. Then, the length of slot $t+1$ is $t_{m}$ because frame transmission in slot $t+1$ starts immediately after an MIFS. Consider that the frame transmitted in slot $i+1$ will be removed from T-buffer and put into burst buffer (B-buffer) regardless of this frame's transmission status (failure or error free). Furthermore, there are $k$ new frames generated in slot $t+1$. Therefore, the state variable $q_{2}$ is $q_{1}+k-1$ with probability $\alpha_{k}\left(t_{m}\right)$.

The second case is that $q_{1}>0$ and $i_{1}=n$. Frames that failed in the previous burst are again injected into T-buffer at the beginning of slot $t+1$. There may be $r$ error frames in one burst with probability $\varphi(r, n)$. Supposing the length of slot $t+1$ is $t_{s}$ and $k$ new frames are generated in slot $t+1$, state $X_{1}=\left(q_{1}, n\right)$ moves to $X_{2}=\left(q_{1}+k+r-1,1\right)$ with probability $\alpha_{k}\left(t_{s}\right) \varphi(r, n)$.

The third case is that $q_{1}$ is equal to 0 and $i_{1}$ is not equal to $n$. Here, $q_{1}=0$ means that the sender must wait until one new frame is generated. Once this new frame is injected into the T-buffer, it will be transmitted immediately because there are no any frames waiting for transmission. Thus, we can divide slot $t+1$ into two parts: idle time waiting for one new frame and frame-transmission time $t_{\mathrm{p}}$ of this new frame. At the end of idle time, one frame is generated. In the interval $t_{\mathrm{p}}$, there are $k$ new frames generated. Also, the frame transmitted in slot $t+1$ will be removed from the T-buffer. Then, at the end of $\operatorname{slot} t+1$, the probability that there are $k$ frames in the T-buffer is $\alpha_{k}\left(t_{\mathrm{p}}\right)$.

The forth case is that $q_{1}=0$ and $i_{1}=n$. There are three possible scenarios.

1) There are $r(r>0)$ error frames, which are queued in the B-buffer at the end of slot $t$, and these frames will be injected into the T-buffer at the beginning of slot $t+1$.
2) All frames are correctly transmitted in the current burst (i.e., $r=0$ ), and there are some new frames generated in interval $t_{a}$ of slot $t+1$ (refer to Fig. 3 for definition of $t_{a}$ ).
3) There is no frame queued in T-buffer at the end time of $t_{a}$, i.e., $r$ is equal to 0 and no frame arrives in interval $t_{a}$.
Hence, the sender should wait for one new frame that will be transmitted in position 1 of the next burst, and there may be some new frames generated in the transmission interval $t_{\mathrm{p}}$ of this new frame. In the first scenario, it is similar to
the case $\left(q_{1}, n\right)\left(q_{1}>0\right)$ because $r$ larger than 0 means that the T-buffer is not empty. Also, consider that there may be $k$ new frames generated in $t_{s}$ of slot $t+1$. Therefore, one-step transition probability that state $(0, n)$ moves to $(r+k-1,1)$ is $\alpha_{k}\left(t_{s}\right) \varphi(r, n)$. In the second scenario, there are $l(l>0)$ new frames injected into the T-buffer in interval $t_{a}$, and this means that one new frame transmission will immediately start once $t_{a}$ ends. At the end of slot $t+1$, the frame transmitted in $\operatorname{slot} t+1$ will be removed from the T-buffer. In the transmission interval $t_{\mathrm{p}}, k$ new frames are generated. Hence, there are $l+k-1$ frames queued in the T-buffer at the end of slot $t+1$, with probability $\varphi(0, n) \alpha_{l}\left(t_{a}\right) \alpha_{k}\left(t_{\mathrm{p}}\right)$. For the third scenario, it is similar to the case $\left(0, i_{1}\right)\left(i_{1} \neq n\right)$. After the interval $t_{a}$, there is an idle interval, which is used to wait for one new frame. During this frame transmission, there may be other $k$ new frames arriving at the T-buffer. Since the frame transmitted in slot $t+1$ must be removed from T-buffer, there are $k$ frames queued in the T-buffer at the end of slot $t+1$. Also, we can obtain that the transition probability is $\varphi(0, n) \alpha_{0}\left(t_{a}\right) \alpha_{k}\left(t_{\mathrm{p}}\right)$ in this scenario. Note that in these three scenarios, the same state $X_{2}$ may be reached from different state $X_{1}$. For example, if $r$ is equal to $l$ in the first two scenarios, the state $(0, n)$ may move to the same state $(r+k-1,1)$. We list them separately because these transitions are due to different conditions.

We compute the steady-state probabilities from the Markov chain by an approximate approach. Let $B$ be the maximum number of frames that T-buffer can accommodate, and it is set to be sufficiently large so that the probability of having $B$ frames in the T-buffer is almost 0 . Thus, when computing the steadystate probabilities, the states $(q, i)$ with $q \geq B$ are omitted, and the total number of states is given by $M=B \cdot n$. Note that one appropriate value $B$ is determined by the traffic load $G$. If the traffic load is higher, the value $B$ should be larger so that the numerical results are more accurate. After an ordering of states, denoted by $f(X)$, which maps state $X$ into an integer value in the range $[1, M]$, the transition probabilities can be collected in the matrix $\mathbf{P}$ in which the size is $M \times M$ [15]. The transition probability $P\left\{X_{2} \mid X_{1}\right\}$ corresponds to the element in row $f\left(X_{1}\right)$ and column $f\left(X_{2}\right)$ of matrix $\mathbf{P}$. Under the same state ordering, vector $\Pi=\left(\pi_{1}, \pi_{2}, \ldots, \pi_{\mathrm{M}}\right)$ denotes the steadystate probabilities. Vector $\Pi$ can be obtained by solving the following linear equations:

$$
\left\{\begin{array}{l}
\Pi \mathrm{P}=\Pi  \tag{4}\\
\sum_{j=1}^{M} \pi_{j}=1
\end{array}\right.
$$

Note that $D_{q, i}$ represents the joint probability that there are $q$ frames waiting for transmission in the T-buffer at the end time of one slot, and this slot is in position $i$ of the current burst. Thus, $\Pi_{\mathrm{j}}$ is the reordering of $D_{q ; i}$.

To validate our proposed Markov model, we compare the results obtained from simulations with those from the above analysis. As shown in Table II, our analytical results match well with the simulation results. Although we only present one simulation case here, this model has also been validated by many other simulations. This will be further supported by more comprehensive results in Section IV.

TABLE II
CALCULATION of $D_{q, i}(B=100, n=5, p=0.1$, $G=0.2, H=100 \mathrm{Mb} / \mathrm{s}$ ) (SIM: Simulation; Approx: our Approximation)

| State | Sim | Approx | State | Sim | Approx |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $(0,1)$ | 0.12451 | 0.12697 | $(1,1)$ | 0.05492 | 0.05339 |
| $(0,2)$ | 0.14221 | 0.14382 | $(1,2)$ | 0.04627 | 0.04470 |
| $(0,3)$ | 0.15026 | 0.15036 | $(1,3)$ | 0.04169 | 0.04140 |
| $(0,4)$ | 0.15347 | 0.15295 | $(1,4)$ | 0.04015 | 0.04011 |
| $(0,5)$ | 0.15418 | 0.15401 | $(1,5)$ | 0.03894 | 0.03961 |
| $(2,1)$ | 0.01634 | 0.01528 | $(3,1)$ | 0.00382 | 0.00354 |
| $(2,2)$ | 0.00990 | 0.00929 | $(3,2)$ | 0.00161 | 0.00178 |
| $(2,3)$ | 0.00711 | 0.00697 | $(3,3)$ | 0.00102 | 0.00107 |
| $(2,4)$ | 0.00583 | 0.00603 | $(3,4)$ | 0.00013 | 0.00010 |
| $(2,5)$ | 0.00572 | 0.00565 | $(3,5)$ | 0.00007 | 0.00007 |

## B. Analysis of Queuing Delay

1) Distribution of $R_{q, i}$ : Let $R_{q, i}$ be the joint probability distribution that there are $q$ frames queuing in the T-buffer, and the slot is in position $i$ just when a new frame (observed frame) arrives at the T-buffer. Note that the frame that is being transmitted at the arriving instant of the observing frame is included in these $q$ frames, and the $q$ frames exclude the observed frame. Moreover, we say that this new frame is being in state $\{q, i\}$, where $q$ and $i$ have the same meaning as that of $R_{q, i}$. Considering that $R_{q, i}$ is actually the ratio between the number of new frames belonging to state $\{q, i\}$ and the total number of new frames in a large-enough interval, the following relationship can be derived:

$$
\begin{equation*}
R_{q, i}=\lim _{k \rightarrow \infty}\left\{\frac{\sum_{t=1}^{k} \xi_{t, q, i}}{\sum_{t=1}^{k} \beta_{t}}\right\} \tag{5}
\end{equation*}
$$

where $\xi_{t, q, i}$ is the number of new frames belonging to state $\{q, i\}$ in one burst $t$, and $\beta_{t}$ represents the total number of new frames arriving in burst $t$. Let $W_{q, i}$ be the mean number of new frames belonging to state $\{q, i\}$ in one burst, i.e., $W_{q, i}=$ $E\left[\xi_{t, q, i}\right]$, and $U$ be the mean number of new frames arriving in one burst, i.e., $U=E\left[\beta_{t}\right]$. From (5), we have

$$
\begin{equation*}
R_{q, i}=\frac{\lim _{k \rightarrow \infty} \sum_{t=1}^{k} \frac{\xi_{t, q, i}}{k}}{\lim _{k \rightarrow \infty} \sum_{t=1}^{k} \frac{\beta_{t}}{k}}=\frac{W_{q, i}}{U} \tag{6}
\end{equation*}
$$

To compute $R_{q, i}$, we have the following proposition.

Proposition 1: $W_{q, i}$ is defined by the equation shown at the bottom of the page, where

$$
\begin{align*}
& P\{g \mid(k, r)\} \\
& = \begin{cases}\alpha_{g}\left(t_{s}\right), & k+r>0 \\
\alpha_{0}\left(t_{\alpha}\right) \alpha_{g-1}\left(t_{\mathrm{p}}\right)+\sum_{g_{1=1}}^{g} \alpha_{g_{1}}\left(t_{\alpha}\right) \alpha_{g-g_{1}}\left(t_{\mathrm{p}}\right), & k+r=0\end{cases} \tag{7}
\end{align*}
$$

and $U$ is defined as

$$
\begin{align*}
& U=\sum_{i=2}^{n}\left\{\lambda t_{m} \sum_{q=1}^{\infty} D_{q, i-1}+\left(\lambda t_{\mathrm{p}}+1\right) D_{0, i-1}\right\} \\
&+\lambda t_{s} \sum_{q=0}^{\infty} D_{q, n}+\mathrm{e}^{-\lambda t_{\alpha}} \varphi(0, n) D_{0, n} \tag{8}
\end{align*}
$$

## Proof: See Appendix A.

2) Queuing Delay $t_{q}$ : Let $\psi_{q i}\left(t_{q}\right)$ be the probability that the tagged frame waits $t_{q}$ slots before it is transmitted the first time, given that there are $q$ frames in the T-buffer, and the slot is in position $i$ at the arriving instant of this tagged frame. Let $L_{q i}\left(t_{q}\right)$ be the corresponding waiting time of this tagged frame. Then, the average value of queuing delay $E\left[t_{q}\right]$ can be given by

$$
\begin{equation*}
E\left[t_{q}\right]=\sum_{t_{q}=0}^{\infty} \sum_{q=0}^{\infty} \sum_{i=1}^{n} L_{q i}\left(t_{q}\right) \psi_{q i}\left(t_{q}\right) R_{q, i} \tag{9}
\end{equation*}
$$

$\psi_{q i}\left(t_{q}\right)$ can be calculated as follows. As shown in Fig. 5, $l$ is the number of bursts experienced by this tagged frame before it is first transmitted and can be obtained by

$$
\begin{equation*}
l=\left\lceil\frac{t_{q}-n+i}{n}\right\rceil+1 \tag{10}
\end{equation*}
$$

where $\lceil x\rceil$ represents the smallest integer larger than $x$. This tagged frame is transmitted for the first time in position $n_{l}$, which is given by $n_{l}=t_{q}-(l-1) n+i$. If the tagged frame can be transmitted in the burst where it arrives, i.e., $l=1$, this means that the tagged frame is immediately transmitted once these $q$ queued frames have been transmitted. Assume each frame consumes one slot; hence, $t_{q}$, which is the number of slots the tagged frames experienced before its first transmission, should be equal to $q$. Therefore, we have

$$
\psi_{q i}\left(t_{q}\right)=\left\{\begin{array}{ll}
1, & \text { for } l=1, t_{q}=q  \tag{11}\\
0, & \text { for } l=1, t_{q} \neq q
\end{array} .\right.
$$

When $l>1$, the tagged frame can be transmitted if and only if it is at the head of the T-buffer. This means that all $q$ frames have

$$
W_{q, i}= \begin{cases}\sum_{k=1}^{q} \sum_{l=q+1-k}^{\infty} \alpha_{l}\left(t_{m}\right) D_{k, i-1}+\sum_{l=q+1}^{\infty} \alpha_{l-1}\left(t_{\mathrm{p}}\right) D_{0, i-1}, & 1<i \leq n \\ \sum_{r=0}^{n} \sum_{k=0}^{q-r} \sum_{g=q+1-k-r}^{\infty} P\{g \mid(k, r)\} \varphi(r, n) D_{k, n}, & i=1\end{cases}
$$



Fig. 5. Queuing delay.
been transmitted (successfully or falsely) at least once. Thus, transmissions of these $q$ new frames can be distributed in all $l$ bursts. According to the policy of Dly-ACK, there are two categories of frames transmitted in one burst: Retransmission frames that have been transmitted in previous bursts, and new frames that are transmitted in current burst for the first time. However, from the viewpoint of the tagged frame, all the $q$ frames in the T-buffer upon its arrival need to be transmitted before its transmission. Thus, the tagged frame regards all these $q$ frames as "new" frames. We actually ignore the probability that, seldom, the retransmitted frame will be discarded due to very many retransmissions, which is usually extremely small. Let $q_{j}$ be the number of new frames transmitted in burst $j(1 \leq j \leq l)$. In burst $1, q_{1}$ should be equal to $n-i+1$ since frames are transmitted in each slot from position $i$ to position $n$. For burst $j(1<j<l), q_{j}$ is in $[0, n]$ by considering that there may be some retransmissions. In burst $l$, since the tagged frame is transmitted in position $n_{l}, q_{l}$ should be distributed in [ $0, n_{l}-1$ ]. For convenience, we collect all possible $q_{j}$ in the set $\Omega_{q i}=\left\{\left(q_{1}, q_{2}, \ldots, q_{l}\right) \mid \sum_{j=1}^{l} q_{j}=q\right\}$, where all $q_{j}$ satisfy the conditions discussed above. Note that if there are $q_{j}$ new frame transmissions in burst $j$, this means that $n-q_{j}$ frames are transmitted falsely in burst $j-1$. Therefore, the probability that $q_{j}$ new frame transmissions happen in burst $j$ is $\varphi\left(n-q_{j}, n\right)$. There are two special cases that should be considered. For burst 1 , there are $q_{1}$ new transmissions with probability 1 because in each transmission one new frame is transmitted. Note that the tagged frame is actually a new frame for burst $l$. Then, the retransmission of those frames falsely transmitted in burst $l-1$ must happen before the transmission of the tagged frame. If $q_{l}$ new transmissions before the tagged frame happen in burst $l$, this means that there are $n_{l}-1-q_{l}$ error transmissions in burst $l-1$. Therefore, the corresponding probability is $\varphi\left(n_{l}-q_{l}-1, n\right)$. For every possible element $\left(q_{1}, q_{2}, \ldots, q_{l}\right)$ in set $\Omega_{q i}$, the probability that it happens should be the product of probabilities that each $q_{j}$ happens consecutively. Finally, $\psi_{q i}\left(t_{q}\right)$ can be obtained by summing the probabilities of each element in $\Omega_{q i}$

$$
\psi_{q i}\left(t_{q}\right)= \begin{cases}\sum_{\Omega_{q i}} \varphi\left(n_{l}-q_{l}-1, n\right) \prod_{j=2}^{l-1} \varphi\left(n-q_{j}, n\right), & l>2  \tag{12}\\ \sum_{\Omega_{q i}} \varphi\left(n_{l}-q_{l}-1, n\right), & l=2\end{cases}
$$

When computing $L_{q i}\left(t_{q}\right)$, there are four scenarios to be considered according to the different values of $q$ and $i$ : 1) $q=0$, $i \neq 1$; 2) $q=0, i=1$; 3) $q>0, i \neq 1$; and 4) $q>0 ; i=1$. When $q=0$, this means that the tagged frame is at the head of the T-buffer. If $i \neq 1$, it can be immediately transmitted just after arriving at the T-buffer. Therefore, for the first scenario, $L_{q i}\left(t_{q}\right)$ is equal to 0 . Moreover, based on (11), only $t_{q}=0$ is meaningful in this scenario, but for $i=1$, there is a little difference from $i \neq 1$. If the tagged frame arrives after the interval $t_{a}$, it can be immediately transmitted. Thus, $L_{q i}\left(t_{q}\right)=0$. If the tagged frame is generated in interval $t_{a}$, it has to wait until the end time of $t_{a}$ and then can be transmitted. The probability that there is at least one frame that is generated in interval $t_{a}$ is $1-\alpha_{0}\left(t_{a}\right)$. Assuming that the arriving instant of the tagged frame is uniformly distributed in interval $t_{a}$, then, if $i=1$, $L_{q i}\left(t_{q}\right)=\left(\left(1-\alpha_{0}\left(t_{a}\right) \cdot t_{a}\right) / 2\right)$. In summary, when $q=0$, we have

$$
L_{q i}\left(t_{q}\right)= \begin{cases}\frac{t_{a}}{2} \cdot\left(1-\mathrm{e}^{-\lambda t_{a}}\right), & i=1, t_{q}=0  \tag{13}\\ 0, & \text { otherwise }\end{cases}
$$

Let us consider the case $q>0$. As shown in Fig. 5, the interval $t_{q}$ consists of $l$ bursts. For burst $j(1<j<l)$, its length $l_{j}$ is equal to $t_{\mathrm{b}}$. For burst $l$, its length $l_{l}$ is based on the value of $n_{l}$ : if $n_{l}=1, l_{l}$ should be $t_{a}$; if $n_{l}>1, l_{l}$ is $t_{s}+$ $\left(n_{l}-2\right) t_{m}+$ MIFS. For burst 1, the arriving instant of the tagged frame needs to be first considered. Since it may arrive at any time in the slot, for simplicity, we approximate the arriving time to be uniformly distributed in the slot, where the tagged frame is generated. Moreover, the length of the slot in position 1 is different from that of the slot in other positions. Hence, when $i=1, l_{1}$ is $(n-1) t_{m}+\left(t_{s} / 2\right)$, and when $i \neq 1, l_{1}$ is $(n-i) t_{m}+\left(t_{m} / 2\right) . L_{q i}\left(t_{q}\right)$ is given by summing all $l_{j}$ over $1 \leq j \leq l$. When $q>0$, by using the relations among $t_{\mathrm{b}}, t_{s}$, $t_{m}, t_{\mathrm{p}}$ and $t_{a}$, the following equation can be obtained:

$$
L_{q i}\left(t_{q}\right)= \begin{cases}(l-1) t_{\mathrm{b}}+\left(n_{l}-1\right) t_{m}-t_{\mathrm{p}}+\frac{t_{s}}{2}, & i=1  \tag{14}\\ (l-1) t_{\mathrm{b}}+\left(n_{l}-i\right) t_{m}-t_{\mathrm{p}}+\frac{t_{m}}{2}, & i \neq 1\end{cases}
$$

## C. Delivery Delay $t_{d}$

Before computing the delivery delay, we introduce the condition that the tagged frame can be released to a higher layer. The burst in which the tagged frame is transmitted for the first time will be indicated as the fundamental burst.

Definition 1 [block frame (bf)]: If the tagged frame is transmitted in position $i$ of the fundamental burst, its BFs are those frames that are transmitted in position $j(1 \leq j \leq i)$ of the fundamental burst. For instance, the tagged frame is assumed to be with frame-id 5 and is first transmitted in position 3 . While in the fundamental burst, frame 2 and frame 4 are transmitted in positions 1 and 2, respectively. Then, for frame 5 , its BFs are frames 2, 4, and 5. According to the policy of Dly-ACK in Section II, we have the following important proposition.

Proposition 2: The tagged frame can be released sequentially to a higher layer if and only if all its BFs have been received correctly by the receiver.

Proof: Since frames are transmitted in increasing order in one burst, the tagged frame's BFs are characterized by a frame id that should not be larger than the one assigned to the tagged frame. If the tagged frame is released to a higher layer, this means that all BFs have been released because all frames need to be released sequentially to a higher layer. In the following, we show that other frames are unable to affect the delivery of the tagged frame other than its BFs. Let us first focus on those frames with frame ids larger than the tagged frame. These frames must be transmitted for the first time after the first transmission of the tagged frame. Moreover, they are unable to affect the release of the tagged frame even if they are transmitted in fundamental burst, because their frame ids are larger than that of the tagged frame. Second, we analyze those frames that have been transmitted in the bursts that are previous to the fundamental burst. If some frames among those frames have been transmitted successfully before the fundamental burst, then all of them are received correctly by the receiver when the tagged frame is transmitted for the first time. Hence, they do not affect the release of the tagged frame. But for others among those frames that have not been transmitted successfully, they have to be retransmitted in fundamental burst. Therefore, only BFs are able to affect the release of the tagged frame. When there is at least one BF that is not successfully received, the tagged frame is not released even if it has been received by the receiver correctly. Once all BFs are received correctly, the tagged frame is immediately released to the higher layer. In summary, only if all BFs of the tagged frame have been successfully received, the tagged frame can be released.

We use the same example above to explain this proposition. For Frame 5, it can be released if it is correctly received and Frames 1-4 have been released. In the fundamental burst, Frames 2 and 4 are transmitted in front of frame 5, and this means that Frames 1 and 3 have been correctly received. Hence, once Frames 2 and 4 are correctly received, Frames 1-4 will be released to the higher layer. At this time, if Frame 5 is correctly received, it can be released to the higher layer. Therefore, Frames 1 and 3 do not affect the release of Frame 5, and only Frames 2, 4, and 5 are needed to be considered when analyzing the delivery delay.

For the sake of simplicity, we denote burst 1 as the fundamental burst. Burst 2 is the burst that is successive to the fundamental burst. Bursts 3, 4, etc., may be deduced on the analogy of burst 2 . Let $\delta_{i}(y, k)$ be the probability that there are $k$ BFs that have been incorrectly received at the end of burst $y$, given that the tagged frame is transmitted in position $i$ for the
first time. Note that $0 \leq k \leq i, 1 \leq i \leq n$, and $\delta_{i}(y, k)$ satisfy the recursion

$$
\left\{\begin{array}{l}
\delta_{i}(y, k)=\sum_{j=k}^{i} \delta_{i}(y-1, j) \varphi(k, j), \quad y>0  \tag{15}\\
\delta_{i}(0, k)=\sigma_{k i}
\end{array}\right.
$$

where $\sigma_{k i}=1$ for $k=i$, and 0 otherwise. $\delta_{i}(0, k)$ is the initial condition of this function. We assume that there are $i$ BFs at the end of burst 0 (i.e., the beginning of burst 1 ). Moreover, the probability of having $k \mathrm{BFs}$ at the end of burst $y$ is evaluated as the probability of having $j(\in[k, \ldots, i]) \mathrm{BFs}$ in the previous burst $y-1$ [denoted by term $\delta_{i}(y-1, j)$ ] and that exactly $k$ frames of these $j \mathrm{BFs}$ are falsely transmitted in burst $y$ [denoted by term $\varphi(k, j)]$.

Let $\phi_{i}\left(t_{d}\right)$ be the probability that the tagged frame experiences $t_{d}$ slots from the instant of the first time transmission by the sender to the instant of its release time at the receiver, given that the tagged frame is transmitted in position $i$ for the first time. Similar to the analysis in Section III-B2, the interval $t_{d}$ consists of $m$ bursts, and $m$ is given by

$$
\begin{equation*}
m=\left\lceil\frac{t_{d}-n+i-1}{n}\right\rceil+1 \tag{16}
\end{equation*}
$$

and the slot where the tagged frame is released to the higher layer is in the position $c_{m}=t_{d}-(m-1) n+i-1$.

If the tagged frame is released to the higher layer in position $c_{m}$ of burst $m$, this means that there are exactly $c_{m} \mathrm{BFs}$ at the end of burst $m-1$ [with probability $\delta_{i}\left(m-1, c_{m}\right)$ ], and all $c_{m}$ BFs are successfully transmitted in burst $m$ [with probability $\left.\varphi\left(0, c_{m}\right)\right]$. Hence, the probability $\phi_{i}\left(t_{d}\right)$ can be calculated by

$$
\begin{equation*}
\phi_{i}\left(t_{d}\right)=\delta_{i}\left(m-1, c_{m}\right) \varphi\left(0, c_{m}\right) \tag{17}
\end{equation*}
$$

Next, we study the length $L_{i}\left(t_{d}\right)$ of the interval $t_{d}$, given that the first transmission of tagged frame is in position $i$. Since the T-buffer may be empty in the delivery process of tagged frame, there is idle time in some slots. For these slots, their lengths are different from that of the slot in the queuing process of the tagged frame. Let $E\left[t_{i}\right]$ be the mean value of one slot, which is in position $i$, and we have the following proposition.

Proposition 3: $E\left[t_{i}\right]$ can be obtained from $D_{q, i}$, as follows:

$$
\left\{\begin{array}{l}
E\left[t_{i}\right]=\left(\frac{1}{\lambda}+t_{\mathrm{p}}-t_{m}\right) \frac{D_{0, i-1}}{\sum_{q=0}^{\infty} D_{q, i-1}}+t_{m}, \quad i>1  \tag{18}\\
E\left[t_{1}\right]=\frac{1}{\lambda} \varphi(0, n) \alpha_{0}\left(t_{a}\right) \frac{D_{0, n}}{\sum_{q=0}^{\infty} D_{q, n}}+t_{s}
\end{array}\right.
$$

Proof: See Appendix B.
If $b_{j}$ is the average length of burst $j(1 \leq j \leq m)$, then $L_{i}\left(t_{d}\right)=\sum_{j=1}^{m} b_{j}$. For burst 1 , it consists of $n-i+1$ slot from position $i$ to position $n$. Because the tagged frame is transmitted in position $i$, the length of this slot is $t_{\mathrm{p}}$. Moreover, for those slots whose positions are from $i+1$ to $n$, they may

TABLE III
Some System Parameters for Simulations

| Packet length | 1000 bytes |
| :--- | :--- |
| MAC header | 10 bytes |
| PHY header \& PLCP preamble | $9.4 \mu \mathrm{~s}$ |
| Imm-ACK frame length | MAC header + PHY header \& PLCP preamble |
| n -Dly-ACK frame length | Imm-ACK frame length $+(2 \mathrm{n}+7)$ bytes |
| Basic Data Rate | 100 Mbps |
| Channel rate | 100 Mbps |
| MIFS | $2 \mu \mathrm{~s}$ |
| SIFS | $10 \mu \mathrm{~s}$ |

have idle time by considering that the T-buffer may be empty. Then, $b_{1}$ is given by

$$
\begin{equation*}
b_{1}=t_{\mathrm{p}}+\sum_{k=i+1}^{n} E\left[t_{k}\right] \tag{19}
\end{equation*}
$$

For burst $m$, those frames that are transmitted in position 1 to $c_{m}$ are BFs. This means that they are retransmission frames. Hence, in these slots, where they are transmitted, the T-buffer always has at least one frame, i.e., the T-buffer is nonempty. Therefore, there is no any idle time in these slots. From Fig. 3, we have

$$
\begin{equation*}
b_{m}=t_{s}+\sum_{k=2}^{c_{m}} t_{m} \tag{20}
\end{equation*}
$$

For burst $j(1<j<m)$, there are two kinds of slots: one is those slots where retransmission occurs, and another is those slots where new frame is transmitted. For the former, they have no any idle time, and then their lengths are $t_{s}$ (in position 1) or $t_{m}$ (in other position). For the latter, since they may include some idle times, their lengths are $E\left[t_{i}\right]$, which depended on their position $i$. Moreover, in these bursts, we divide the retransmission frames into two groups: those belonging to BFs of tagged frame and those not belonging to BFs. Let $s_{j}$ be the number of BFs at the end of burst $j$, and $r_{j}$ be the number of those frames that are not BFs and are falsely transmitted in burst $j$. Obviously, the following relation holds: $s_{m} \leq$ $s_{m-1} \leq s_{m-2} \leq \cdots \leq s_{1} \leq s_{0}=i$. Moreover, $0 \leq r_{j} \leq n-$ $s_{j-1}$ holds for $1 \leq j \leq m-1$. If there are $s_{j} \mathrm{BFs}$ and $r_{j}$ error transmissions (which are not BFs) in burst $j$, this means that there are $s_{j}+r_{j}$ retransmission slots in burst $j+1$. Hence, $b_{j+1}=t_{s}+\sum_{k=2}^{s_{j}+r_{j}} t_{m}+\sum_{k=s_{j}+r_{j}+1}^{n} E\left[t_{k}\right]$ with probability $\varphi\left(s_{j}, s_{j-1}\right) \cdot \varphi\left(r_{j}, n-s_{j-1}\right)$. Let $\mathrm{Y}_{i}$ be the set whose elements are all possible permutations of $\left(s_{1}, r_{1}, \ldots, s_{m-1}, r_{m-1}\right)$. Finally, the following equation is obtained:

$$
\begin{align*}
\sum_{j=2}^{m-1} b_{j}=\sum_{Y_{i}}\{ & \sum_{j=1}^{m-2}\left(t_{s}+\sum_{k=2}^{s_{j}+r_{j}} t_{m}+\sum_{k=s_{j}+r_{j}+1}^{n} E\left[t_{k}\right]\right) \\
& \left.\times \prod_{j=1}^{m-2} \varphi\left(s_{j}, s_{j-1}\right) \cdot \varphi\left(r_{j}, n-s_{j-1}\right)\right\} \tag{21}
\end{align*}
$$

Let $\eta(i)$ be the probability that the tagged frame is transmitted in position $i$ for the first time. Note that the first transmission of
tagged frame is a new frame transmission from the viewpoint of fundamental burst. Thus, the probability $\eta(i)$ is also evaluated as the probability that there is one new transmission in position $i$. Then, $\eta(i)$ should be the ratio, that among all the new frame transmissions, how many frames are transmitted in position $i$ for the first time. Therefore, we have

$$
\begin{align*}
\eta(i) & =\lim _{k \rightarrow \infty} \frac{\sum_{j=1}^{k} \theta_{j, i}}{\sum_{j=1}^{k} f_{j}} \\
& =\frac{\sum_{r=0}^{i-1} \varphi(r, n)}{\sum_{z=0}^{n}(n-z) \varphi(z, n)} \tag{22}
\end{align*}
$$

where $f_{j}$ is the number of new frames transmitted in burst $j$ and $\theta_{j, i}=1$ for there is a new frame transmission in position $i$ of burst $j$; otherwise, $\theta_{j, i}=0$. Note that if there are $f_{j}$ new transmissions in burst $j$, this means that there are $n-f_{j}$ error transmissions in burst $j-1$ [with probability $\varphi\left(n-f_{j}, n\right)$ ]. Therefore, if $0 \leq f_{j} \leq n$, the mean value of $f_{j}$ should be $\sum_{z=1}^{n} z \varphi(n-z, n)$. If one new transmission occurs in position $i$ of burst $j$, this means that there are at most $i-1$ error transmissions in burst $j-1$. This is due to the fact that there must be a retransmission in position $i$ of burst $j$ if $r(r \geq i)$ frames are falsely transmitted in burst $j-1$. Thus, $\theta_{j, i}=1$ occurs with probability $\sum_{r=0}^{i-1} \varphi(r, n)$. The mean value of $\theta_{j, i}$ is $\sum_{r=0}^{i-1} \varphi(r, n)$. Let $F$ be the mean number of new frames transmitted in one burst and $V_{i}$ be the mean number of new frames transmitted in position $i$ for the first time. Obviously, $F$ and $V_{i}$ are the mean values of $f_{j}$ and $\theta_{j, i}$, respectively. Since $F=$ $\lim _{k \rightarrow \infty} \sum_{j=1}^{k} f_{j} / k, \quad V_{i}=\lim _{k \rightarrow \infty} \sum_{j=1}^{k} \theta_{j, i} / k$, and $\eta(i)=$ $F / V_{i}$, (22) can be obtained.

Finally, the average value $E\left[t_{d}\right]$ for delivery delay can be expressed as

$$
\begin{equation*}
E\left[t_{d}\right]=\sum_{i=1}^{n} \sum_{t_{d=0}}^{\infty} \eta(i) L_{i}\left(t_{d}\right) \phi_{i}\left(t_{d}\right) \tag{23}
\end{equation*}
$$

## IV. Simulation Results and Discussions

In this section, we present simulation results including the end-to-end delay, the queuing delay, and the delivery delay. The results help to validate our analysis, and understand the key factors that impact the delay performance of Dly-ACK, such
as the traffic load $G$, the frame error probability $p$, and various values of burst size $n$.

To verify the analytical results, they are compared with those obtained from the well-known simulator ns -2 [16]. In the simulation, the typical WPAN system configurations are used. Some important parameters are listed in Table III, and others are chosen according to [1] and [4].

As we mentioned earlier, from the viewpoint of the throughput, the Dly-ACK policy is superior to the Imm-ACK. However, it is not necessarily true for the delay performance. To understand the impact of traffic load $G$ on the delay performance, Fig. 6(a) shows the end-to-end delay in a UWB system when using $n$-Dly-ACK policy under various traffic load $G$, given that $p=0.05$. In the figure, the real lines represent our analytic results while the simulation results are denoted by various separated symbols. Unless stated otherwise, we use the same representation for the comparison of analytical and simulation results in the rest of this section. From Fig. 6(a), we can see that a perfect agreement is observed between analysis and simulation. For $G=0.2$, the 1-Dly-ACK policy, i.e., Imm-ACK, has the best performance. Moreover, the delay performance becomes worse with the increase of burst size $n$. When $G=0.4$, the best performance occurs at the point $n=2$. For $G=0.5$, 1-DlyACK policy becomes the worst, while 3-Dly-ACK is the best. Furthermore, for $G=0.6$ and 0.7 , delay becomes worse when using 1-Dly-ACK because the system is more saturated. The 5-Dly-ACK and 8-Dly-ACK are the optimal policies for $G=0.6$ and $G=0.7$, respectively. In conclusion, for a given $p$, there is one corresponding optimal Dly-ACK policy for a certain traffic input load $G$. Moreover, the optimal burst size $n$ becomes larger with the increase of $G$. The similar behaviors can be observed in Fig. 6(b) and (c), where $p=0.01$ and $p=0.10$, respectively. In fact, for other values of $p$, there is also a similar relationship between the traffic input load $G$ and the optimal burst size $n$.

Fig. 7 shows how the traffic load $G$ affects the queuing delay, while Fig. 8 is for the delivery delay. Both figures indicate that our analysis matches well with the simulations. For all values of G, the Dly-ACK policy that has a larger burst size $n$ will have a less queuing delay. This is due to the fact that when $n$ is larger, the frames queued in the T-buffer will be fewer because more frames can be transmitted in one burst. Therefore, the sender is able to transmit frames faster so that each frame stays in the sender's traffic queue for less time as the burst size increases. Furthermore, from Fig. 7, we can see that with the increase of G, the reduction of the queuing delay is more remarkable when using larger $n$. However, as shown in Fig. 8, the delivery delay will become larger with the increase of $n$. When $n$ is larger, the probability that one frame needs to wait for those frames with lower frame ids is larger. Moreover, the larger $n$ means that more time is needed to feedback one frame's transmission result (failure or success). Specially, for larger $n$ (for example, $n=9)$ and smaller $G(G=0.2)$, most of the delivery delay is due to waiting to fill in one burst in the sender. Thus, for 1-Dly-ACK, it has the fewest deliver delay. Since the impact of burst size $n$ on the queuing delay is completely opposite to that on the delivery delay, there exists an optimal $n$, which minimizes the summation of $E\left[t_{d}\right]+E\left[t_{q}\right]$ for a given $G$, and the optimal $n$ depends on $G$.


Fig. 6. (a) End-to-end delay versus various traffic load $G(p=0.05 ; H=$ $100 \mathrm{Mb} / \mathrm{s}$ ). (b) End-to-end delay versus various traffic load $G(p=0.01 ; H=$ $100 \mathrm{Mb} / \mathrm{s}$ ). (c) End-to-end delay versus various traffic load $G(p=0.10 ; H=$ $100 \mathrm{Mb} / \mathrm{s}$ ).

The impact of $p$ on the end-to-end delay performance is shown in Fig. 9 with $G=0.2$. It can be seen that the end-to-end delay becomes larger with the increase of $p$, considering that one frame needs to be retransmitted more times before successfully received by the receiver. From this figure, an interesting


Fig. 7. Queuing delay versus various traffic load $G(p=0.05 ; H=100 \mathrm{Mb} / \mathrm{s})$.


Fig. 8. Delivery delay versus various traffic load $G(p=0.05 ; H=100 \mathrm{Mb} / \mathrm{s})$.
behavior can be observed: Given the traffic load $G$, the optimal burst size $n(n=1)$ is almost independent of $p$ within a reasonable frame error-rate range, say, $p=[0.01-0.2]$. Moreover, the curves of delay versus $n$ have the same trend under various $p$. This means that the optimal burst size is heavily dependent on the input traffic load $G$ but very insensitive to the error probability $p$. In Fig. 10, where $G=0.5$, we can find exactly the same phenomenon (here, the optimal $n=3$ ). Furthermore, we illustrate the impacts of $p$ on the queuing delay and the delivery delay separately in Fig. 11 with $G=0.5$. We can see that the delivery delay increases with the increase of $n$, while the queuing delay decreases with the increase of $n$. This trend is irrespective of the choice of error probability $p$.

## V. Dynamic Tuning of Burst Size

As discussed in the previous section, the optimal burst size $n$ versus $G$ can be shown approximately in Fig. 12. There are two difficulties to determine the optimal burst size $n$. First, the points $g_{1}, \ldots, g_{n_{\max }}$ are difficult to obtain. Second, even if these points are determined by our simulation or analysis, the input traffic load $G$ is difficult to be obtain online because it may vary with time. Furthermore, when the input traffic is not Poisson, it will be more complex to determine the optimal burst size. As a result, we present a simple but very effective heuristic method to determine the selection of the burst size. In fact, the number of frames queued in the T-buffer is able to reflect the input traffic load to some extent. When $G$ is


Fig. 9. End-to-end delay versus various error probabilities $p(G=0.2 ; H=100 \mathrm{Mb} / \mathrm{s})$.


Fig. 10. End-to-end delay versus various error probabilities $p(G=0.5 ; H=100 \mathrm{Mb} / \mathrm{s})$.
low, this number should be small, whereas the queuing frame number in the T-buffer will be large if the traffic load is high. In a realistic network, the arrival of traffic may be bursty. At some time instances, there may be lots of frames queued in the T-buffer, or the T-buffer may be empty. Therefore, the selection of burst size must reflect this fluctuation. In other words, we can determine the burst size based on the number of frames queued in the T-buffer, rather than on the value $G$, which represents a macroscopical quantity of the whole traffic. We also do not need to estimate the points $g_{1}$, etc. Since a higher $G$ needs a larger $n$ to be optimized, the sender should transmit frames and does not need feedback information as long as there are frames in the T-buffer. More importantly, from the throughput point of view, the $n$-Dly-ACK policy is always superior to $(n-1)$-Dly-ACK.

Therefore, we should select a large value $n$ when it is possible.
The proposed dynamic Dly-ACK policy is as follows.

1) Before transmitting one frame, the sender detects whether the T-buffer is empty or not after this frame. If the T-buffer is empty, the sender requests a Dly-ACK frame by setting the Dly-ACK request bit in the MAC header [1]; else, go to 2).
2) The sender possibly transmits more frames as long as the T-buffer is not empty. Once the number of frames transmitted in one burst is larger than a given value $n_{\max }$, the sender requests a Dly-ACK frame.

We call this Dly-ACK policy the Dynamic Dly-ACK (D-Dly-ACK). In fact, it acts as the $n_{\max }$-Dly-ACK policy at most


Fig. 11. Queuing and delivery delays versus various error probabilities $p(G=0.5 ; H=100 \mathrm{Mb} / \mathrm{s})$.


Fig. 12. Optimal burst size versus input traffic load.
of the time if the input traffic load is high. When $G$ is low, its burst size is changed from 1 to $n_{\max }$ adaptively. While it is able to make the best use of the bandwidth, it can also achieve a pretty good delay performance. Here, we can choose a proper parameter $n_{\text {max }}$ so that the system improvement is trivial when the burst size is larger than $n_{\max }$, particularly when the traffic load is large. This can be seen from the results shown in the previous sections. For example, in Fig. 2, the MEB is almost constant when $n>10$. In general, we select the parameter $n_{\text {max }}$ being around 10. Fig. 13(a) shows that our scheme is superior over all other Dly-ACK schemes with fixed burst size in terms of the delay performance when the Poisson traffic is used. In order to further demonstrate our D-Dly-ACK performance under non-Poisson traffic, we present the delay-performance comparison for self-similarity traffic in Fig. 13(b). Here, we use the traffic generator SS in [17] to generate self-similarity traffic. The generator SS is based on superposition of a number
of Markov modulated Poisson processes (MMPPs) and has five associated parameters: rate_, packet_size_, correlation_, burst_, and time_scales_. In Fig. 13(b), the parameters correlation_, burst_, and time_scales_ are set to the default values $0.6,0.82$, and 0.5 , respectively; the parameter packet_size_is set to $f \mathrm{~B}$, and rate_ is set to a corresponding value based on $G$. It can be seen that D-Dly-ACK performs best. Note that D-Dly-ACK reduces the delay without the throughput penalty. The throughput comparison between D-Dly-ACK and fixed-burst-size Dly-ACK is shown in Fig. 13(c) for Poisson traffic. From Fig. 13(c), the throughput improvement with Dly-ACK over Imm-ACK can also be observed. That is, when $G>0.6$, the system begins to saturate with Imm-ACK, while it can still afford more injected traffic with Dly-ACK. For self-similarity traffic, the results are similar. To further investigate D-DlyACK, we illustrate the distribution of burst size of D-DlyACK with $p=0.05$ and Poisson traffic in Table IV. It can be seen that D-Dly-ACK can adaptively change the burst size according to the traffic load. As to $n_{\text {max }}$, its effects are shown in Fig. 14 with Poisson traffic $G=0.7$, and $p=0.05$ and 0.1 , respectively. We can see that in the two scenarios, the delay becomes smaller with the increase of $n_{\text {max }}$ when $n_{\text {max }}$ is lower than 8 . However, when $n_{\text {max }}$ is larger than 8 , the delay is almost stable. Therefore, it is unnecessary to select $n_{\max }$ to be larger than 10 .

## VI. Conclusion

We have comprehensively studied the delay performance of Dly-ACK for high-speed WPAN. It is concluded that the optimal burst size is heavily dependent on the input traffic volume and is not sensitive to the channel error rate. Therefore, the proposed dynamic Dly-ACK scheme, which tunes the burst size adaptively, can significantly improve the delay performance.


Fig. 13. (a) Delay comparison by using D-Dly-ACK policy ( $p=0.05$; $H=$ $100 \mathrm{Mb} / \mathrm{s}$, Poisson traffic). (b) Delay comparison by using D-Dly-ACK policy ( $p=0.05 ; H=100 \mathrm{Mb} / \mathrm{s}$, self-similarity traffic). (c) Throughput comparison by using D-Dly-ACK ( $p=0.05 ; H=100 \mathrm{Mb} / \mathrm{s}$, Poisson traffic).

## Appendix A

## Proof of Proposition 1

We know that the new frames that belong to a state are generated only in position $i$. Thus, $W_{q, i}$ can be computed only

TABLE IV
Distribution of Burst Size $N$ of Dly-ACK

| burst-size <br> $n$ | $G$ |  |  |
| :---: | :---: | :---: | :---: |
|  | 0.3 | 0.5 | 0.7 |
| 1 | $15685(91.53 \%)$ | $16284(79.90 \%)$ | $7044(55.61 \%)$ |
| 2 | $841(4.91 \%)$ | $1581(7.76 \%)$ | $908(7.17 \%)$ |
| 3 | $304(1.77 \%)$ | $790(3.86 \%)$ | $529(4.18 \%)$ |
| 4 | $151(0.88 \%)$ | $448(2.20 \%)$ | $364(2.87 \%)$ |
| 5 | $65(0.38 \%)$ | $315(1.55 \%)$ | $308(2.43 \%)$ |
| 6 | $38(0.22 \%)$ | $210(1.03 \%)$ | $255(2.01 \%)$ |
| 7 | $24(0.14 \%)$ | $154(0.76 \%)$ | $198(1.56 \%)$ |
| 8 | $14(0.08 \%)$ | $132(0.65 \%)$ | $198(1.56 \%)$ |
| 9 | $7(0.04 \%)$ | $99(0.49 \%)$ | $153(1.21 \%)$ |
| 10 | $7(0.04 \%)$ | $369(1.81 \%)$ | $2710(21.39 \%)$ |
| Total | 17136 | 20382 | 12667 |

by analyzing what will happen in position $i$. Since the slot in position 1 includes the ACK frame, it should be considered individually. First, we compute $W_{q, i}$ for $1<i \leq n$. Assume that the tagged frame arrives in position $i$ of slot $t$. Let $W_{q, i, k}$ be the mean number of frames that belong to state $\{q, i\}$, given that there are $k$ frames queued in the T-buffer at the end of slot $t-1$. Obviously, the slot $t-1$ is in position $i-1$. According to the definition $D_{k, i}$, we have

$$
\begin{equation*}
W_{q, i}=\sum_{k} W_{q, i, k} \cdot D_{k, i-1} . \tag{24}
\end{equation*}
$$

If the tagged frame is the first arrival among those frames generated in slot $t$, it should belong to state $\{k, i\}$. Accordingly, the tagged frame belongs to state $\{k+j-1, i\}$ if it is the $j$ th arriving frames in slot $t$. Then, if the tagged frame belongs to state $\{q, i\}$, this means that it is the $(q+1-k)$ th frame generated in slot $t$. Let $g$ be the number of new frames generated in slot $t$, then, only when $g \geq q+1-k$, the state $\{q, i\}$ may occur. Considering that the state $\{q, i\}$ occurs only once in slot $t$, we only need to know the probability that state $\{q, i\}$ occurs in slot $t$ when computing $W_{q, i, k}$. If state $\{q, i\}$ occurs in slot $t$, this means that there are at least $q+1-k$ frames generated in slot $t$. Thus, $W_{q, i, k}$ can be obtained by summing the probability $P\{g \mid k\}$ over $g \geq q+1-k$, where $P\{g \mid k\}$ denotes the probability that there are $g$ new frames generated in slot $t$, given that there are $k$ frames queuing in the T-buffer at the end of slot $t-1$ (note that the buffer status, i.e., empty or not, determines the length of slot $t$ ). When $k=0$, the probability $P\{g \mid k\}$ is $\alpha_{g-1}\left(t_{\mathrm{p}}\right)$, since the first new frame is transmitted in slot $t$. Accordingly, the probability $P\{g \mid k\}$ is $\alpha_{g}\left(t_{m}\right)$ if $k>0$. Thus, $W_{q, i, k}$ can be calculated as

$$
W_{q, i, k}=\left\{\begin{array}{cl}
\sum_{g=q+1-k}^{\infty} \alpha_{g}\left(t_{m}\right), & k>0  \tag{25}\\
\sum_{g=q+1}^{\infty} \alpha_{g-1}\left(t_{\mathrm{p}}\right), & k=0
\end{array} .\right.
$$

Actually, if $k>q$, any new frame will not belong to state $\{q, i\}$. Finally, by substituting (25) into (24), we can obtain the first equation of (7).


Fig. 14. Effects of parameter $n_{\max }(G=0.7 ; H=100 \mathrm{Mb} / \mathrm{s}$, Poisson traffic).

On the other hand, for $i=1$, we need to consider the number of frames $r$ that is falsely transmitted. At the beginning of slot $t$, there should be $k+r$ frames queued in the T-buffer. Similar to the case $i \neq 1$, we only need to compute $W_{q, i, k, r}$, given $k$ and $r$. Also, $P\{g \mid k, r\}$ is the probability that there $g$ new frames generated in slot $t$, given $k$ and $r$. If $k+r>0, g$ new frames are distributed in interval $t_{s}$, and $P\{g \mid k, r\}$ is $\alpha_{g}\left(t_{s}\right)$. When $k+r=0$, we should handle these two interval $t_{a}$ and $t_{\mathrm{p}}$ separately. If $g_{1}\left(g_{1}>0\right)$ new frames are generated in interval $t_{a}$ [with probability $\alpha_{g_{1}}\left(t_{a}\right)$ ], this means that there are no any idle time between $t_{a}$ and $t_{\mathrm{p}}$. The other $g-g_{1}$ new frames are generated in $t_{\mathrm{p}}$ [with probability $\alpha_{g-g_{1}}\left(t_{\mathrm{p}}\right)$ ]. If there are no any new frame generated in $t_{a}$, i.e., $g_{1}=0$, this means that one new frame must be generated between $t_{a}$ and $t_{\mathrm{p}}$. Thus, there are $g-1$ new frames generated in $t_{\mathrm{p}}$. Since $P\{g \mid k, r\}$ can be obtained by summing up $0 \leq g_{1} \leq g$, given that there are $r$ error transmissions with probability $\varphi(r, n)$, we have the second equation of (7).

Next, we compute $U$, which is the sum of mean number of new frames generated in each position $i$. For $1<i \leq n$, if $k>0$ (with probability $\sum_{k=1}^{\infty} D_{k, i-1}$ ), this means that slot $t$ has no idle time and is equal to $t_{m}$. Thus, there are on average $\lambda t_{m}$ frames generated in slot $t$. If $k=0$ (with probability $\left.D_{0, i-1}\right)$, slot $t$ consists of idle time and interval $t_{\mathrm{p}}$. There is only one new frame generated at the end of idle time, while on average $\lambda t_{\mathrm{p}}$ frames are generated in $t_{\mathrm{p}}$. For $i=1$, there are $\lambda t_{s}$ frames generated in slot $t$ if $k+r>0$. For $k+r>0$, there are two cases: One is $k>0$ (with probability $\sum_{k=1}^{\infty} D_{k, n}$ ); the other is $k=0$, and $r>0$ [with probability $D_{0, n}(1-\varphi(0, n))$ ]. When $k+r=0$ [with probability $D_{0, n} \varphi(0, n)$ ], $t_{a}$ and $t_{\mathrm{p}}$ should be analyzed individually. For $t_{a}$, there are $\lambda t_{a}$ new frames. However, the average number of new frames generated in $t_{\mathrm{p}}$ is dependent on whether there are new frames generated in $t_{a}$ or not. If there are some new frames generated in $t_{a}$ [with probability $1-\alpha_{0}\left(t_{a}\right)$ ], on average, $\lambda t_{\mathrm{p}}$ new frames will
be generated in $t_{\mathrm{p}}$. If no frame is generated in $t_{a}$, there are on average $\lambda t_{\mathrm{p}}+1$ new frames generated in $t_{\mathrm{p}}$, since one new frame must be generated just before the beginning of $t_{\mathrm{p}}$. By considering all the above conditions, (8) can be obtained. Actually, by some algebraic manipulations, it can be obtained that $U=\sum_{i=1}^{n} \sum_{q=0}^{\infty} W_{q, i}$.

## Appendix B <br> Proof of Proposition 3

When computing $E\left[t_{i}\right]$, we only need to consider the mean length of idle time in one slot. Since $\lambda$ represents the average frame arrival rate, the average length of one idle time should be equal to $1 / \lambda$. For the slots in position $i(i \neq 1)$, if there are slots that include some idle time, this means that T-buffer is empty just before the beginning of these slots. Thus, these slots consist of two parts: idle time with average length $1 / \lambda$ and one frame transmission $t_{\mathrm{p}}$. If the T-buffer has some frames, the lengths of these slots are $t_{m}$, because one frame is immediately transmitted after one MIFS. Also, the probability that there is no frame in the T-buffer just before the beginning of these slots is $D_{0, i-1}$. Because $E\left[t_{i}\right]$ only aims at the slots that are in position $i$ but not all slots, we must normalize the probability $D_{0, i-1}$ [the term $\sum_{q=0}^{\infty} D_{q, i-1}$ in (18)].

On the other hand, for those slots in position 1, if they include some idle time, their mean lengths should be $1 /\left(\lambda+t_{s}\right)$. Otherwise, the lengths are equal to $t_{s}$. When some idle time occurs in these slots, three conditions must be satisfied: 1) There is no frame queued in the T-buffer at the end of position $n$ of the previous burst (with probability $D_{0, n}$ ); 2) no frame is falsely transmitted in the previous burst [with probability $\varphi(0, n)$ ]; and 3) there is no new frame generated in $t_{a}$ [with probability $\alpha_{0}\left(t_{a}\right)$ ]. In addition, the probability $D_{0, n}$ is normalized. We then have (18).
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