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Abstract—Ultra-wideband (UWB) transmission is an emerging
wireless technology for future short-range indoor and outdoor
multimedia applications. To coordinate the access to the wireless
medium among the competing devices, the IEEE 802.15.3 medium
access control (MAC) is proposed for short-range high-speed
wireless personal area networks (WPANs) in the IEEE 802.15.3a
task group. In the MAC, three acknowledgment (ACK) mecha-
nisms are adopted during channel time allocation for error control
over the error-prone wireless channel: No-ACK, Immediate-ACK
(Imm-ACK), and Delayed-ACK (Dly-ACK). Frames received with
errors can be retransmitted in the Imm-ACK and Dly-ACK mech-
anisms. However, how to optimally use these ACK mechanisms
during channel time allocation is still an open issue.

In this paper, we investigate how to configure the ACK mecha-
nism parameters in order to achieve optimal throughput perfor-
mance. We first formulate the throughput optimization problem
for a contention-free channel time allocation under error channel
condition. We then apply the three ACK mechanisms in the con-
tention access period, to optimize the channel throughput. Simula-
tion results demonstrate the effectiveness of our investigation.

Index Terms—Bit-error rate (BER), error channel, IEEE
802.15.3, medium access control (MAC), ultra-wideband (UWB).

I. INTRODUCTION

ULTRA-WIDEBAND (UWB) is an emerging simple and
low-cost radio technology, and has been considered

as one of the promising technologies to provide multimedia
services in both indoor and outdoor applications, from wireless
personal area networks (WPANs) to wireless ad hoc networks.
The ultra-wide bandwidth and ultra-low transmission power
density make the UWB technology attractive for high-rate
( Mb/s) short-range ( m) or low-rate ( a few Mb/s)
moderate/long-range (100–300 m) wireless communications
[1], [2]. UWB transmission has a large processing gain for
robust operations in the presence of narrowband interference,
covert operations, and fine time resolution for accurate po-
sition sensing [1]. It promises to revolutionize home media
networking, taking over such tasks as transmitting video, voice,
images, and data among high-definition television (HDTV)
receivers, TV sets, computers, printers, digital cameras, etc.,
around a house/office [3], [4]. UWB can also be applied in
industrial automation and control, medical monitoring, and
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vehicular radar systems. As a significant breakthrough for
R&D on UWB, the U.S. Federal Communications Commis-
sion (FCC) has allowed UWB indoor applications using the
frequency band from 3.1 to 10.6 GHz on an unlicensed basis
[5]. Industrial standards for UWB include the IEEE 802.15.3a
(high data rate up to 480 Mb/s) [6], [7] and IEEE 802.15.4a
(very low data rate up to 1 Mb/s) [8]. UWB technology has
also been introduced to some Department of Defense (DoD)
systems, due to its enhanced ability in secured communications
(because of the transmission over ultra-wide bandwidth).

In a UWB network, the wireless medium is shared among
mobile devices. Therefore, the multiple access to the channel
should be coordinated by a medium access control (MAC)
mechanism in an effective and orderly manner. One major
stream of the UWB MAC research is the IEEE 802.15.3,
proposed in the IEEE 802.15.3a task group. Since wireless
channel is usually error prone, error control techniques should
be applied in MAC to provide a certain level of reliable delivery
for the network higher layers. Accordingly, the IEEE 802.15.3
standard adopts three acknowledgment (ACK) mechanisms,
No-ACK, Immediate-ACK (Imm-ACK), and Delayed-ACK
(Dly-ACK) under UWB error channel condition. Corrupted
frames can be retransmitted in the Imm-ACK and Dly-ACK
mechanisms. However, it is still an open issue how to configure
the parameters in the ACK mechanisms in order to achieve
optimal system throughput performance. This paper is in-
tended to contribute to the MAC parameter optimization in the
UWB-based IEEE 802.15.3 wireless networks. We demonstrate
that, for a given contention-free channel time allocation to a
station, the throughput with the three ACK mechanisms can
be represented by the same format. Accordingly, we formu-
late a throughput optimization problem under error channel
condition, and derive a closed-form solution for the optimal
throughput. We also apply the three ACK mechanisms in
contention access period (CAP), analyze the throughput perfor-
mance, and determine the optimal throughput numerically.

II. IEEE 802.15.3 MAC

The 802.15.3 MAC [9] adopts the notion of piconets. Each
piconet has a number of data devices (DEVs) to communicate
with each other on a peer-to-peer basis. Among the DEVs, one
is selected to act as the piconet coordinator (PNC), providing
timing, access control, and resource allocation in the piconet
via the transmission of a beacon. As shown in Fig. 1, time is
partitioned into superframes, each of which is further divided
into a beacon period, an optional CAP based on carrier sense
multiple-access/collision avoidance (CSMA/CA) and a backoff
procedure, and a channel time allocation period (CTAP) based
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Fig. 1. The basic superframe in IEEE 802.15.3.

Fig. 2. A CTA under different ACK mechanisms.

on time-division multiple access (TDMA), which consists of a
number of channel time allocations (CTAs) including manage-
ment CTAs (MCTAs). The PNC is responsible for an effective
and efficient resource allocation in each CTA.

IEEE 802.15.3 defines three types of acknowledgment
mechanisms for CTAs: the No-ACK, Imm-ACK and Dly-ACK
mechanisms. For the Imm-ACK and Dly-ACK mechanisms, re-
transmission is adopted to recover corrupted frames in previous
transmissions. For the No-ACK mechanism, ACK is not sent
after a reception. The No-ACK mechanism is useful for frames
that do not require guaranteed delivery, where the retransmitted
frame would arrive too late or where an upper layer protocol
is handling the ACK and retransmission. In the Imm-ACK
mechanism, each frame is individually ACKed following the
reception of the frame. The Dly-ACK mechanism allows the
source to send multiple frames without waiting for individual
ACKs. Instead, the ACKs of the individual frames are grouped
into a single response frame to be sent to the source DEV.

For the Imm-ACK and Dly-ACK mechanisms, frames start
transmission after a short interframe space (SIFS) at the end
of the previous frame transmission. When either the No-ACK
mechanism or the Dly-ACK mechanism is used, a minimum
interframe space (MIFS) is used in the CTA between a frame
and the next successive frame transmitted over the medium.

Fig. 2 shows a CTA with the No-ACK mechanism and the
Imm-ACK mechanism, respectively. For the Dly-ACK, the CTA
is similar to that for the No-ACK mechanism except that after a
burst of frames is received, the whole burst is acknowledged by
one ACK frame. The sender retransmits (in the next burst) the
frames not acknowledged in the previous ACK frames.

In our research, for the Dly-ACK mechanism, after the burst
of data frames is transmitted, the sender sends a delay-request
frame (separated by an MIFS) to trigger the ACK from the re-
ceiver since it makes the system more robust.

On the other hand, during the CAP, CSMA/CA is used. The
DEV or the PNC shall not transmit a frame if such a transmis-
sion as well as the ACK frame will go beyond the CAP. A DEV
with a frame to transmit first senses the medium for idle for a
random length of time, called backoff time. The PNC can send
a command after an SIFS following the ACK of a frame in the
CAP or following a frame with ACK policy field set to No-ACK
in the CAP. In this way, the PNC is not required to perform the
backoff procedure before transmitting its frame.

The backoff procedure has the following parameters:
retry_count is an integer that takes values in the range 0 to 3, in-
clusively; backoff_window(retry_count) takes values [7, 15, 31,
63]; pBackoffSlot is a physical-layer (PHY) dependent param-
eter based on the amount of time it takes to sense the channel;
bw_random(retry_count) is a random integer uniformly se-
lected over the interval [0,backoff_window(retry_count)].
A DEV begins the backoff procedure after an idle duration
of a backoff interframe space (BIFS), except that at the be-
ginning of the CAP, the DEV begins the backoff procedure
after an SIFS idle duration following the beacon frame. The
retry_count is zero for the first transmission attempt of a
frame. For each backoff stage, the DEV chooses a backoff
counter as bw_random(retry_count) and the backoff counter
is decremented only when the medium is idle for the entire
duration of pBackoffSlot. Whenever the channel is busy, the
backoff counter is suspended, and resumed if the channel is
sensed idle again for the duration of a BIFS period. When the
backoff counter reaches zero, the DEV transmits the frame.
The backoff counter is suspended outside of the CAP duration
or if there is no enough time remaining in the CAP for the
DEV to send the frame. The backoff counter is also maintained
across superframes and is not reset with each beacon. If the
total time has exceeded the transmission timeout specified for
the frame because it was queued for transmission, the backoff
counter shall be reset and the attempted transmission shall be
cancelled. When a frame is transmitted and the expected ACK
is not correctly received by the DEV, the retry_count shall be
incremented but shall not be set to more than 3, otherwise, the
frame is dropped [9].

III. THROUGHPUT OPTIMIZATION FOR A CTA

In this section, we define a throughput optimization problem
for a contention-free CTA and provide its solution under the
three ACK mechanisms. In our analysis, the CAP or MCTAs
are not considered for simplicity.

We assume a Gaussian wireless channel model and the
channel bit error rate (BER), denoted as ( ), can
be calculated via pervious frames. How to obtain is out of the
scope of this paper. The optimization problem is to maximize
the throughput within a CTA under error channel condition,
specifically defined as follows.

Throughput Optimization Problem: Given a BER for the
channel and a fixed CTA allocated to a station, the optimization
problem is defined as how to maximize the throughput, ,
during the fixed CTA period via arranging the transmitted pay-
load size under the Imm-ACK, the No-ACK, and the Dly-ACK
mechanisms, where is defined as the successfully transmitted
and/or acknowledged data.
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Let denote a fixed/allocated CTA for a station. Assume
that the station has enough data to transmit. For an ideal error-
free channel condition, a larger frame has a better throughput.
However, for error-prone channel condition, a larger frame is
more likely to be corrupted. Therefore, our objective is to obtain
the optimal payload size in order to maximize the throughput
during under the three different ACK mechanisms.

Let and denote the MAC overhead (header and trailer)
size and the payload size in bits in a frame, respectively; de-
note the transmission time of the preamble and the PHY header;

denote the ACK frame size in bits; denote the delay-re-
quest frame size in bits in the Dly-ACK mechanism; denote
the number of data frame transmissions during ; and

denote the base rate and the data rate, respectively. The base
rate is used for transmissions of MAC header/trailer, the beacon
frame, the delay-request frame and ACK, while the data rate is
used for transmissions of payloads of data frames.

For a frame with a length in bits, the probability that the
frame is successfully transmitted can be calculated as .

The probability that a data frame is considered (by the
sender) to be transmitted successfully is denoted by , where
the meanings of a successfully transmitted frame differ for
different ACK mechanisms. A data frame is considered to be
successfully transmitted if: 1) both the data frame and the ACK
are successfully transmitted in the Imm-ACK mechanism;
2) the data frame is successfully transmitted in the No-ACK
mechanism; or 3) the data frame, the delay-request frame, and
the ACK frame are all successfully transmitted in the Dly-ACK
mechanism. We use , , and to
denote the Imm-ACK mechanism, the No-ACK mechanism,
and the Dly-ACK mechanism, respectively. Then, we have

(1)

Note that should be used with care since other
transmitted frames may also be related with . For nota-
tion simplicity, we define a function as follows:

(2)

Then, we have the normalized throughput for the three ACK
mechanisms as

It can be seen that, throughputs for the three ACK mech-
anisms have the same format: , ,
and for the Imm-ACK, No-ACK, and Dly-ACK
mechanisms, respectively. Therefore, to optimize these through-
puts, we only need to study the function . Since

and ,
, we have

(3)

Equation (3) indicates that for all ACK mechanisms, if the
payload is too large, the throughput is very small as long as

holds.
On the other hand, since , we have

(4)

Equation (4) shows that for all ACK mechanisms, the
throughput performance with very small payload size is not
good. Therefore, from (3) and (4), it is expected that an op-
timal payload size exists to maximize the throughput, which is
determined as follows.

Take the first derivative of (2)

Let , we have

(5)

Since , among the two roots in (5), we choose
the positive one and define it as

(6)
One further consideration is that a period may not hold

an value in (6). In other words, there is a maximum value
for a fixed period, when holds.
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For the three ACK mechanisms, the maximum values for a
fixed period can be determined as

Therefore, the optimal payload sizes for the Imm-ACK mech-
anism, the No-ACK mechanism, and the Dly-ACK mechanism
are given as follows:

IV. OPTIMAL ACK SCHEMES IN CAP

In this section, we use the three ACK mechanisms in the CAP
with a contention-based CSMA/CA. We study how to optimize
the channel throughput using these ACK mechanisms under
error channel condition.

When the Imm-ACK mechanism is used in CAP, each node
adopts CSMA/CA with binary exponential backoff. Whenever
a node cannot receive successfully the ACK, it will double
its backoff window until the retry limit is reached. When the
No-ACK mechanism is used, each node will use a fixed backoff
window as it has no knowledge whether or not the transmitted
data frame is successfully received. If the Dly-ACK mechanism
is used, as long as the backoff timer of a node reaches zero,
the node will first send a number ( ) of data frames each
separated by an MIFS and a delay-request frame separated
by an MIFS, and wait for the ACK. If a burst transmission
(of data frames) is considered successful, the sender will
reset the backoff window to the initial value; otherwise, the
backoff window will be doubled. In this context, there are two
definitions at the sender to determine whether or not the burst
transmission is successful.

• The sender may consider a burst transmission being suc-
cessful if the ACK can be received successfully. In other
words, regardless of the reception status of the transmitted

data frames, a burst transmission is considered suc-
cessful as long as the delay-request frame and the ACK
frame are received successfully, and the unsuccessfully
transmitted data frames will be retransmitted during next
burst transmission.

• The sender may consider a burst transmission being suc-
cessful if the ACK is received successfully and it acknowl-
edges the successful reception of all the transmitted
data frames. In other words, a burst transmission is suc-
cessful only when all the data frames, the delay-request
frame, and the ACK frame are received successfully. If an
ACK is received successfully, but some of the transmitted
data frames are not, the sender will double its backoff
window but not retransmit the positively acknowledged
data frames.

Fig. 3. The state transition diagram for the Imm-ACK/Dly-ACK and No-ACK
mechanisms in CAP.

We use the first definition for the Dly-ACK mechanism. How-
ever, our analysis can be easily extended to the case with the
second definition. We assume that all the mobile nodes use the
same payload size and burst size in the Dly-ACK mecha-
nism. We also assume that each station always has frames ready
to send. Let denote the initial backoff window size, i.e.,
8 (7+1) for convenience, and the backoff stage, where ,
1, 2, 3 for the Imm-ACK mechanism and the Dly-ACK mech-
anism, and for the No-ACK mechanism. Let denote
current backoff window size in the th retry/retransmission (or
the th backoff stage). We have , , ,
and . Similar to Bianchi’s model and its enhanced
models [10]–[12], is defined as a random process repre-
senting the value of backoff counter at time , and is defined
as the random process representing the backoff stage . The
backoff counter is uniformly chosen in the range (

). Let denote the probability that a transmitted frame collides.
is also equal to the probability that a station in the backoff

stage senses the channel busy. Let denote failure probability
that a (burst) transmission is considered unsuccessful. We have
approximately

for
for

(7)

The bidimensional random process is a discrete-
time Markov chain under the assumption that the probability

and the probability are both independent to the backoff
procedure [10]. Therefore, the state of each station is described
by , where stands for the backoff stage, and stands for
the backoff timer value.

Fig. 3 illustrates the state transition diagrams for the No-ACK
mechanism, and Imm-ACK/Dly-ACK mechanisms, respec-
tively. Only one state is used for the No-ACK mechanism.
The retry-limit is 3 for Imm-ACK/Dly-ACK, and 0 for
No-ACK. When the retry-limit is reached, the unsuccessfully
transmitted frame(s) are dropped by the sender.

Let be the stationary
distribution of the Markov chain [10]. Let be the probability
that a station transmits during a generic slot time. A station
transmits when its backoff counter reaches zero, i.e., the station
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is at any of states . Let denote the number of stations.
Then, we have

(8)

(9)

Let denote the probability that the channel is busy, i.e., at
least one station transmits during a slot time. Let denote the
probability that a successful transmission occurs in a slot time.
We have

(10)

for
for
for

(11)

Let denote the duration of a slot time, the time for a trans-
mission considered successful (indicated by a successful recep-
tion of the ACK), the time for a transmission considered
failed (indicated by the unsuccessful ACK reception). Then,
and are given by the first equation at the bottom of the page,
where is the TIMEOUT value waiting for an ACK.
Then, we have the normalized saturation throughput, as shown
in (12) at the bottom of the page.

To optimize the throughput, we take the first derivative of
with , set it to zero: , and obtain the optimal

payload size numerically.

V. PERFORMANCE EVALUATION

For the IEEE 802.15.3 MAC, we adopt following parameters
unless stated otherwise: s, s,

s, s, Mb/s,
bytes. In the following subsections, we demonstrate

the performance of the throughput optimization in a CTA, and
the optimal ACK mechanisms in the CAP, respectively.

A. Throughput Optimization in a CTA

Fig. 4 shows the throughput for different payload sizes in
the Imm-ACK and No-ACK mechanisms, where “No” means

Fig. 4. Throughput versus payload size in Imm-ACK and No-ACK.

“the No-ACK mechanism,” “I” means “the Imm-ACK mecha-
nism,” “Analy” means “Analytical,” and “Sim” means “Simula-
tion.” It can be seen that, the simulation results match well with
our analysis. As expected, an optimal payload size exists for a
given BER. The optimal payload size increases as the BER de-
creases. It can also be seen that the No-ACK mechanism has
better throughputs than the Imm-ACK mechanism.

Fig. 5 shows throughput for different payload sizes in the
Dly-ACK mechanism. It can be seen that an optimal payload
size exists for a given BER, and the optimal payload size in-
creases as the BER decreases.

Fig. 6 shows throughput for different burst size values in
the Dly-ACK mechanism with payload size bytes for
each data frame. It can be seen that the normalized throughput
increases as increases.

Figs. 7 and 8 show optimal payload and throughput for dif-
ferent BER values in the three ACK mechanisms, respectively,
where “D” means “the Dly-ACK mechanism.” A burst size

is used for Dly-ACK. As the BER increases, both the optimal
payload size and the optimal throughput decrease. The No-ACK
mechanism has larger throughputs and smaller optimal payload
sizes than the Dly-ACK mechanism, and the Dly-ACK mecha-
nism has larger throughputs and smaller optimal payload sizes

for

for

for

for

for

for

for

for

for

(12)
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Fig. 5. Dly-ACK throughput versus payload size with burst size K = 1.

Fig. 6. Dly-ACK throughput versus K with payload size L = 300 bytes.

Fig. 7. Optimal payload size versus BER in CTA.

than the Imm-ACK mechanism. The good match between the
simulations and our analysis demonstrates the accuracy of our
analytical model.

B. Optimal ACK Schemes in the CAP

Fig. 9 shows the normalized throughput over different pay-
load size when the number of active stations is 10 and the
BER is 0.0001. A burst size is used for Dly-ACK in
CAP. For the No-ACK mechanism, we evaluate two cases: the
backoff window size value and . We can
see that the simulations match well with our analysis. For each
ACK mechanism, with the increase of the payload size, the
normalized throughput first increases, then decreases after the

Fig. 8. Optimal throughput versus BER in CTA.

Fig. 9. Throughput versus payload size with ten active stations, R =

432 Mb/s, and p = 0:0001.

maximal point. This can be explained as follows. In CAP, the
time to transmit the payload is only a small portion of the total
time used (including the time to transmit the payload, the inter-
frame spaces, time for PHY and MAC overhead, and the ACK
transmission time for the Imm-ACK/Dly-ACK mechanism).
Therefore, when the payload size increases, the transmission
efficiency can be increase, but the frame error probability also
increases. The increase of the curves in Fig. 9 is because the
effect of increased transmission efficiency is more significant
than the effect of increased frame error probability, and the
decrease of the curves is due to the dominant effect of increased
frame error probability when payload size further increases.
The optimal payload size for the four simulated cases is in the
neighborhood of 800 bytes.

From Fig. 9, it can be seen that the performance of the
No-ACK mechanism is sensitive to the backoff window size
setting. As there is no binary exponential backoff, the collision
probability largely depends on the number of active stations
and the backoff window size. Network designers should pay
attention when using the No-ACK mechanism in CAP. The
throughput of the Dly-ACK mechanism is larger than that of
the Imm-ACK mechanism, due to the reduced overhead.

Fig. 10 shows the normalized throughput of different ACK
mechanisms for different number of active stations. It can be
seen that throughput decreases as the number of active stations
increases. The decreasing degree in the No-ACK mechanism is
steeper than those in the Imm-ACK and Dly-ACK mechanisms.
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Fig. 10. Throughput versus number of active stations with payload size
600 bytes, R = 432 Mb/s, and p = 0:0001.

This is because no binary exponential backoff is adopted in the
No-ACK mechanism.

VI. CONCLUSION

We have extensively studied the optimal No-ACK,
Imm-ACK, and Dly-ACK mechanisms (adopted by IEEE
802.15.3) in contention-free CTA and contention-based CAP.
For a given ACK mechanism and error channel condition
(represented by BER), the optimal payload size (in terms of
maximal throughput) can be determined analytically (for CTA)
or numerically (for CAP). This research should provide helpful
insight to the implementation of UWB-based IEEE 802.15.3
wireless networks.

REFERENCES

[1] R. C. Qiu, H. Liu, and X. Shen, “Ultra-wideband for multiple access
communications,” IEEE Commun. Mag., vol. 43, no. 2, pp. 80–87, Feb.
2005.

[2] X. Shen, W. Zhuang, H. Jiang, and J. Cai, “Medium access control in
ultra-wideband wireless networks,” IEEE Trans. Veh. Technol., vol. 54,
pp. 1663–1677, Sep. 2005.

[3] Y. Xiao, “MAC layer issues and throughput analysis for the IEEE
802.15.3a UWB,” Dynamics of Continuous, Discrete and Impulsive
Systems, Series B: Applications & Algorithms, vol. 12, no. 3, pp.
443–462, Jun. 2005.

[4] X. Chen, Y. Xiao, Y. Cai, J. Lu, and Z. Zhou, “An energy diffserv
and application-aware MAC layer scheduling for multiple VBR
video streaming over high-rate WPANs,” in Computer Communica-
tions. New York: Elsevier, to be published.

[5] First Report and Order in the Matter of Revision of Part 15 of the
Commission’s Rules Regarding Ultra-Wideband Transmission Systems,
Federal Communications Commission (FCC 02-48), Std., ET Docket
98-153, Apr. 2002.

[6] IEEE P802.15-04/0137r1, DS-UWB physical layer submission to
802.15 Task Group 3a, Project: IEEE P802.15 Working Group for
Wireless Personal Area Networks (WPAN’s), 2004.

[7] IEEE P802.15-03/268r3, multi-band OFDM physical layer proposal for
IEEE 802.15 Task Group 3a, Project: IEEE P802.15 Working Group for
Wireless Personal Area Networks (WPAN’s), 2004.

[8] [Online.] Available: http://www.ieee802.org/15/pub/TG4a.html.
[9] IEEE 802 Part 15.3: Wireless medium access control (MAC) and phys-

ical layer (PHY) specifications for higher rate wireless personal area
networks (WPAN), 2003.

[10] G. Bianchi, “Performance analysis of the IEEE 802.11 distributed coor-
dination function,” IEEE J. Sel. Areas Commun., vol. 18, pp. 535–547,
Mar. 2000.

[11] H. Wu, Y. Peng, K. Long, S. Cheng, and J. Ma, “Performance of reli-
able transport protocol over IEEE 802.11 wireless LAN: Analysis and
enhancement,” in Proc. IEEE INFOCOM, 2002, pp. 599–607.

[12] Q. Ni, T. Li, T. Turletti, and Y. Xiao, “Saturation throughput analysis
of IEEE 802.11 wireless networks in error environments,” Wireless
Commun. Mobile Comput. J., vol. 5, no. 8, pp. 945–956, Dec. 2005.

Yang Xiao (SM’04) worked at Micro Linear as a
Medium-Access Control (MAC) Architect involved
in the IEEE 802.11 standard enhancement work
before he joined the Department of Computer
Science, University of Memphis, Memphis, TN, in
2002. He was a voting member of the IEEE 802.11
Working Group from 2001 to 2004. He serves as
Editor-in-Chief for the International Journal of
Security and Networks (IJSN) and for the Inter-
national Journal of Sensor Networks (IJSNet).
He serves as an Associate Editor or on the Editorial

Boards for the following refereed journals: International Journal of Commu-
nication Systems (Wiley), Wireless Communications and Mobile Computing
(Wiley), EURASIP Journal on Wireless Communications and Networking, and
the International Journal of Wireless and Mobile Computing. He has served as
a lead/sole journal guest editor for five journals during 2004–2005. He serves as
a referee for many funding agencies, as well as a panelist for the U.S. National
Science Foundation (NSF). His research areas include wireless networks and
network security.

Xuemin (Sherman) Shen (M’97–SM’02) received
the B.Sc. degree from Dalian Maritime University,
Dalian, China, in 1982, and the M.Sc. and Ph.D.
degrees from Rutgers University, Piscataway, NJ,
in 1987 and 1990, respectively, all in electrical
engineering.

Currently, he is with the Department of Electrical
and Computer Engineering, University of Waterloo,
Waterloo, ON, Canada, where he is a Professor
and the Associate Chair for Graduate Studies.
His research focuses on mobility and resource

management in interconnected wireless/wireline networks, UWB wireless
communications systems, wireless security, and ad hoc and sensor networks.
He is a coauthor of two books, and has published more than 200 papers and
book chapters in wireless communications and networks, control, and filtering.

Dr. Shen received the Outstanding Performance Award in 2004 from the
University of Waterloo, and the Premier’s Research Excellence Award (PREA)
in 2003 from the Province of Ontario, Canada, for demonstrated excellence
of scientific and academic contributions, and the Distinguished Performance
Award in 2002 from the Faculty of Engineering, University of Waterloo,
for outstanding contributions in teaching, scholarship, and service. He was
Technical Co-Chair for the IEEE GLOBECOM’03, ISPAN’04, QShine’05,
IEEE Broadnets’05, and WirelessCom’05, and was Special Track Chair of the
2005 IFIP Networking Conference. He serves as Associate Editor for the IEEE
TRANSACTIONS ON WIRELESS COMMUNICATIONS, the IEEE TRANSACTIONS

ON VEHICULAR TECHNOLOGY, Computer Networks, ACM/Wireless Networks,
Wireless Communications and Mobile Computing (Wiley), and the Interna-
tional Journal Computer and Applications. He has also served as Guest Editor
for the IEEE JOURNAL ON SELECTED AREAS IN COMMUNICATIONS, the IEEE
Wireless Communications, and the IEEE Communications Magazine.

Hai Jiang (S’04) received the B.S. and M.S. degrees
in electronics engineering from Peking University,
Beijing, China, in 1995 and 1998, respectively. He
is currently working towards the Ph.D. degree at the
Department of Electrical and Computer Engineering,
University of Waterloo, Waterloo, ON, Canada.

His research interests include quality-of-service
provisioning and resource management for multi-
media communications in all-IP wireless networks.


	toc
	Optimal ACK Mechanisms of the IEEE 802.15.3 MAC for Ultra-Wideba
	Yang Xiao, Senior Member, IEEE, Xuemin (Sherman) Shen, Senior Me
	I. I NTRODUCTION
	II. IEEE 802.15.3 MAC

	Fig. 1. The basic superframe in IEEE 802.15.3.
	Fig. 2. A CTA under different ACK mechanisms.
	III. T HROUGHPUT O PTIMIZATION FOR A CTA
	Throughput Optimization Problem: Given a BER for the channel and

	IV. O PTIMAL ACK S CHEMES IN CAP

	Fig. 3. The state transition diagram for the Imm-ACK/Dly-ACK and
	V. P ERFORMANCE E VALUATION
	A. Throughput Optimization in a CTA


	Fig. 4. Throughput versus payload size in Imm-ACK and No-ACK.
	Fig. 5. Dly-ACK throughput versus payload size with burst size $
	Fig. 6. Dly-ACK throughput versus $K$ with payload size $L=300~\
	Fig. 7. Optimal payload size versus BER in CTA.
	B. Optimal ACK Schemes in the CAP

	Fig. 8. Optimal throughput versus BER in CTA.
	Fig. 9. Throughput versus payload size with ten active stations,
	Fig. 10. Throughput versus number of active stations with payloa
	VI. C ONCLUSION
	R. C. Qiu, H. Liu, and X. Shen, Ultra-wideband for multiple acce
	X. Shen, W. Zhuang, H. Jiang, and J. Cai, Medium access control 
	Y. Xiao, MAC layer issues and throughput analysis for the IEEE 8
	X. Chen, Y. Xiao, Y. Cai, J. Lu, and Z. Zhou, An energy diffserv

	First Report and Order in the Matter of Revision of Part 15 of t
	IEEE P802.15-04/0137r1, DS-UWB physical layer submission to 802.
	IEEE P802.15-03/268r3, multi-band OFDM physical layer proposal f
	[Online.] Available: http://www.ieee802.org/15/pub/TG4a.html.
	IEEE 802 Part 15.3: Wireless medium access control (MAC) and phy
	G. Bianchi, Performance analysis of the IEEE 802.11 distributed 
	H. Wu, Y. Peng, K. Long, S. Cheng, and J. Ma, Performance of rel
	Q. Ni, T. Li, T. Turletti, and Y. Xiao, Saturation throughput an



