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Abstract—In this paper, the joint time-frequency domain
channel estimation problem in orthogonal frequency-division
multiplexing (OFDM) wireless communication systems is trans-
formed to a set of independent time-domain estimation problems.
A robust channel estimation algorithm based on the H ., filtering
approach is proposed to estimate the channel fading in the time
domain. The estimation criterion is to minimize the worst possible
amplification of the estimation errors in terms of the exogenous
input disturbances such as multiplicative and additive noise. The
criterion is different from the traditional minimum estimation
error variance criterion for the Kalman estimation algorithm,
and requires no a priori knowledge of the disturbance statistics.
It is shown that the proposed channel estimation algorithm is
more robust compared with the Kalman estimation counterpart
in terms of model uncertainty, and is more suitable to practical
OFDM wireless communication systems.

Index Terms—Channel estimation, orthogonal frequency-divi-
sion multiplexing (OFDM), H . filtering, wireless communica-
tions.

1. INTRODUCTION

HE high demand for alarge volume of multimedia services

in wireless communication systems requires high trans-
mission rates. However, high transmission rates may result in
severer frequency selective fading and intersymbol interference
(ISI) if the bandwidth of the transmitted signal is large com-
pared to the coherence bandwidth of the channel. Orthogonal
frequency-division multiplexing (OFDM) has been proposed to
combat these types of channel disturbance [1]-[4]. In an OFDM
system, the signal is transformed into a number of components,
each with a bandwidth narrower than the coherence bandwidth
of the propagation channel. Each of the OFDM signal com-
ponents is modulated onto a distinct subcarrier. With OFDM,
the transmission in each subcarrier experiences frequency flat
fading, and OFDM is said to have transformed frequency-selec-
tive fading to flat fading.

Channel state information is very important to achieve
optimal diversity combining and coherent detection at the
receiving end. In the absence of channel state information,
channel estimators can be used to provide estimates of the
channel state information. In OFDM, channel fading informa-
tion is present in both the time and frequency domains. A proper
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channel estimation algorithm for the OFDM systems should
capture both the time- and frequency-domain characteristics. In
recent years, channel estimation for OFDM systems has been
a very active research area, both in the time domain [6]-[9]
and in the frequency domain [4], [10], [11]. By representing
the correlation function of the channel fading as the product of
the correlation functions in the time domain and the frequency
domain, it is possible to perform channel estimation in the
time domain alone [5]. To our knowledge, the development of
estimation algorithms has been based on known statistics of
the fading channel and the additive noise. The criterion used is
minimization of the variance of the estimation errors, e.g., the
Kalman estimation algorithm. On the basis of known channel
statistics, the Kalman estimator is optimal in the sense that the
error covariance is minimized. However, in practical systems,
channel statistics are not completely known. When the Kalman
estimator is not the dual of the channel, the performance
of the Kalman estimator may suffer significant degradation
[12]. A robust channel estimator for practical OFDM wireless
communication systems, which does not depend on a priori
knowledge of the channel state information, is desirable. This
is the motivation behind the work presented in this paper.

In this paper, the two-dimensional time—frequency channel
estimation problem is first transformed to a set of independent
one-dimensional time-domain channel estimation problems
using the property that the joint time—frequency correlation
function of the channel fading can be represented as the product
of the correlation functions in the time and the frequency do-
mains. A robust H, channel estimation algorithm is proposed
to estimate the channel fading in the time domain. The H
approach differs from the traditional approach such as the
Kalman estimation in the following two respects.

1)  No a priori knowledge of the noise source statistics
is required. The only assumption is that the noise has
finite energy.

2)  The estimation criterion is to minimize the worst pos-
sible effect in the estimation error (including channel
modeling error and additive noise).

These two features make the proposed H., estimation algo-
rithm more appropriate for practical OFDM systems where
there is significant uncertainty in the statistics of noise and
channel fading. Since the proposed H, algorithm has an
observer structure similar to that of the Kalman algorithm, the
implementation complexity is similar to that of the Kalman
algorithm. For this reason, the Kalman algorithm will be used
as the benchmark for performance comparison. Simulation
results show that the proposed H., estimation approach can
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Fig. 1.

improve both the estimation error and bit error rate (BER)
performance compared to the Kalman estimation approach.

The remainder of this paper is organized as follows. Section II
presents the OFDM system model used in the derivation of the
H . estimation algorithm. In Section III, the two-dimensional
joint time—frequency domain channel estimation problem in the
OFDM system is decomposed and represented by one-dimen-
sional time-domain estimation problems. Section IV presents
the H, algorithm for channel estimation in the OFDM system.
In Section V, the performance of the H. estimation algorithm
is evaluated by simulation in terms of mean-square-error and
BER. Conclusions of this paper are given in Section VI.

II. SYSTEM MODEL

Fig. 1 shows the structure of an OFDM transceiver. The se-
rial data at the input is a sequence of samples occurring at in-
terval T. At the transmitter [Fig. 1(a)], the high-rate serial input
data sequence is first serial-to-parallel (S/P) converted into M
low-rate parallel streams in order to increase the symbol duration
to’I' = MT. The low-rate streams, represented by the symbols
bmlk],m =0,1,...,M — 1,k = 1,2, ..., are modulated onto
different subcarriers. In order to eliminate interference between
parallel data streams, each of the low-rate data streams is mod-
ulated onto a distinct subcarrier belonging to an orthogonal set
with subcarrier spacing 1/7". The parallel streams are then mul-
tiplexed and a cyclic prefix is added to eliminate the effect of ISI.
Thus, the signal transmitted during the kth symbol interval y(t)

Transceiver structure of the MC-CDMA system. (a) The transmitter structure. (b) The receiver structure.

can be written as

M-1
y(t) = D bmlk]e>™ T U+ ET <t < (k+1)T (1)
m=0

where b, [k] is the kth data symbol of the mth stream, M is the
total number of subcarriers, and U is the length of the guard in-
terval.

The transmitted signal y(¢) passes through the wireless
channel which introduces signal distortion and additive noise.
The wireless channel can be modeled as a multipath fre-
quency-selective fading channel using a tapped-delay line with
time-varying coefficients and fixed tap spacing [13], which can
be represented as

X

h(t,7) =D hi(t)8(r —m)

=0

@

where h;(t) and 7; are the complex amplitude and delay of the
lth path, respectively. x+1 is the total number of taps. 7, defines
the maximum multipath delay spread. For OFDM to be effec-
tive, the length of the cyclic prefix ¥ should be larger than the
maximum multipath delay spread of the channel. In this paper,
hi(t) is modeled as a wide-sense stationary uncorrelated scat-
tering (WSSUS) process, which has the following correlation
function:

én(At) £ E[hy(t)h; (t — At)]

= ofpe(At) 3)
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where * denotes complex conjugation, o7 is the variance of the
channel fading at path [, which is determined by the power delay
profile of the channel and satisfies "), 07 = 1, and ¢, (At) is
the normalized correlation function.

The received signal 7(¢) in the kth symbol duration can be
expressed as

) = / h(t, )yt — 1) dr

= h(t)y(t —7) + n(t) “4)
=0

where n(t) is the background noise.

At the receiver [Fig. 1(b)], the received signal is first demodu-
lated after cyclic prefix removal. For practical implementation,
modulation and demodulation can be achieved by inverse fast
Fourier transform (IFFT) and fast Fourier transform (FFT), re-
spectively. Channel estimation is applied to obtain the estimates
of channel fading in each subcarrier such that coherent detection
can be achieved. Delay blocks are introduced to synchronize the
outputs of the demodulator and channel estimator. In Fig. 1(b),
the second index ¢ at the output of the demodulator refers to the
gth subcarrier, and sy, 4 is the output for the gth subcarrier in
the kth symbol interval. By assuming that the channel impulse
response is quasi-static during the kth symbol interval so that
h(t) = h(kT) for kT <t < (k + 1)T, the intercarrier interfer-
ence can be neglected compared to the background noise. Thus,
the gth subcarrier output, s 4, ¢ € {0,1,..., M — 1}, from the
demodulator can be expressed as

1 kDT [XX:
Sk7q = — hl(kT)
T Jir 1=0
M—1 _ .
X Z bm[k]eJQTrm(t—‘rl)/T +’l’l(t) e—]27rqt/T dt
m=0
1 X M—-1 )
=7 > h(KT) > by [k]em 32 /T
=0 m=0
(k+1)T
% / ed2r(m=—a)t/T 1
kT
1 (k+1)T )
+ = n(t)e_ﬂ”qt/T dt
T Jyr
= Ck,qu,q + Vk,q (5)
where
Ch,q = by[k]
X .
Hk,q = Z hl(kT)B_]Qﬂ—qu/T
=0
1 (k+1)T )
Vka = n(t)e=72mat/T dt. (6)
JET

If the channel fading characterized by H}, , were known, then
coherent detection and optimum diversity combining would be
achievable at the receiver. However, H}, , is time varying and

IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. 3, NO. 6, NOVEMBER 2004

usually unknown. Hence, an effective channel estimation algo-
rithm is needed to accurately estimate the channel fading pa-
rameter Hy, 4, given s; 4,4 < kandg=0,1,...,M — 1.

III. JOINT TIME-FREQUENCY DOMAIN CHANNEL ESTIMATION

Decision-directed [14] and pilot-assisted [15] approaches are
two of the most commonly used channel estimation algorithms.
Because of the error propagation inherent in the decision-di-
rected approach, the pilot-assisted scheme is preferred. Fig. 2
shows the pilot pattern used in this paper, where the known pilot
symbols are inserted in every Dy OFDM symbols and Dy sub-
carriers. In general, the values of D; and D¢ may significantly
affect the estimation performance and should be selected prop-
erly [16]-[18]. Without loss of generality, let

Ck,q = 1, k € My, quf

where M; and M are the sets of pilot positions in the time and
frequency domains, respectively. Then, (5) becomes

Skg=Hpqg+veq keEM, q€DM;. (7)
Since the Hy, 4 are correlated for different ks and gs, a proper
channel estimation algorithm should be carried out jointly in
both the time and frequency domains. Directly solving this
two-dimensional estimation problem is very difficult. In the fol-
lowing, based on the separation property of the time—frequency
correlation function of the channel fading, the two-dimen-
sional estimation problem is decomposed to one-dimensional
time-domain estimation problems, which greatly simplifies the
original one.

From (3) and (6), the correlation function of the fading
channel {Hy, 4,k € M, and ¢ € My} for different times and
subcarriers can be written as [5]

dulm.n) 2 B [HigHi p, g, |

X
=E | h(kT)e 72mam/T

=0

X
X > b (KT — thT)eﬂ”(q"Df)T’/T]
'=0

X

= ¢+(mD,T) Z 0-126—j27ran7-1/T
=0
= ¢ [m]¢f [n] ®

where

o [m] £ ¢t(thT)
X

¢f[n] é ZUIZe_jZTmeT’/T'
=0

Equation (8) indicates that the time—frequency correlation func-
tion of the fading channel in the OFDM system can be repre-
sented as the product of the correlation functions in the time
domain and in the frequency domain.



CAlI et al.: ROBUST CHANNEL ESTIMATION FOR OFDM WIRELESS COMMUNICATION SYSTEMS

2063

D¢

Frequency (subcarrier index)

=

Time (OFDM symbol index)

% pilot
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Let
bylal

b/l = b10]
bsl-K +1+4)
®; = [,10] ¢;[1] ¢, 1K —1]]

where K = (M)/(Dy) is the number of pilot symbols in the
frequency domain given the symbol time instant k& € M;. As-

suming that @ is diagonalizable, the eigendecomposition of
P f is

®; =UYDU ©)

where the superscript H denotes Hermitian transposition, U is
a unitary matrix consisting of the eigenvectors of ®¢, and D
is a K x K diagonal matrix with the diagonals consisting of
Ky (Ko < K) nonzero eigenvalues d;,l = 0,1,..., Ko — 1,
and K — K zeros. In the absence of knowledge of the channel
fading statistics, we choose Ko = [7,,/T] [5], where [z] de-
notes the ceiling function. Alternatively, Ky may be determined
using the approach in [19]. Let

sk,(x—1)p,] U7
Hy (x-1)p,) U

ok, (k—1)p,] UF

Sk = [Sk,o Sk,Dy
gr = [Hro Hip,

Vi = [vk,o Uk, Dy
From (7) and (8), we have

Skl =gkl + V1, 1=0,1,...,Kg—1
bga[m] £ Elgragh mp, 1) = oe[m]Ui B UT = dipy[m]
o2 £ El|ox|"] = Ellor|?] = o2

(10)

|:| data

where 55, g1, and Uy, ; are the [th elements of sy, g, and vy,
respectively; Uy is the [th row of U. Since the columns of U
form a unitary system

E[gk,lgz,lfi] = UleUlIii = dlUlU{iZ = 0, for ¢ 75 0.

(11

Equation (11) indicates that given time instant k, the gy
are uncorrelated for different [, i.e., the estimate of g ; only
depends on the observation 54/ ;, k" < k. In other words,
the original joint time—frequency channel fading estima-
tion problem can be transformed to K, one-dimensional
time-domain estimation problems shown in (10). Fig. 3
shows the derived channel estimator structure, where the
observation Vector [sk 0,S8k,Dy;s---sSk,(K—1)D;] 1S trans-
formed to vector 8 = [5k.0,5k1,...,5k K—1] by the matrix
U, Then, {gx4,l = 0,1,...,Kq — 1} can be estimated
by Ky one-dimensional time-domain estimators. Let the
outputs of the K, estimators and K — K zeros form the
vector 8k = [Gk,0,-- -0k Ky—1,0,...,0]. The estimates of
Hyip,,! = 0,1,..., K — 1, can be obtained by the inverse
transforming g, using matrix U [5]. Given the estimate of H}, ;
at each pilot position, Hy;,Vl € {0,1,...,M — 1}, can be
obtained by interpolation.

For time-domain estimation, it is well known that the low-
pass slow-fading channel gy ; in (10) can be approximated by
an autoregressive (AR) process of the form [20], [21]

n

Ik, = E G 19k—iD,,l T Wk,
=1

12)

where n,a;;, and wy,; denote the order, the coefficient (tap-
gain parameter), and the model noise, respectively. Because the
channel fading gy, ; is a stationary stochastic process and wy,
is a white noise, the tap gain a;; and the variance of wy,; are
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Fig. 3. Joint time—frequency channel estimator for OFDM system.

time-invariant. Without loss of generality, let the zeroth time-
domain estimator be the reference and omit the second index .
From (10) and (12), the one-dimensional time-domain channel
fading estimation problem can be formulated by the following
state-space model:

X = AXy_1 + Bwy (state equation) (13)
S5 = CXj + U (measurement equation) (14)
where
T
Xk = [gb—(n=1)D1> Jh—(n-2)D,+ - - - + k]
0 1 0 - 00
0 0 1 00
A= 1 rr
0 0 0 e 001
ap  Ap-1 Gp—-2 --° G2 a1
Cc=]0,0,...,0,1]
B =[0,0,...,0,1]"

the superscript 7" denotes matrix transposition and A is the
channel state transition matrix. If the channel correlation func-
tion ¢,[m| in (10) is known, the tap gain parameter a; and
the variance of wy can be calculated using the Yule—Walker
equations [22]. If the variances of background noise vy, is also
known, the optimal minimum-error-variance-based estimation
algorithms, such as the Kalman filter, can be applied to estimate
X .. However, the severity of the channel impairments depends
on whether it is indoor or outdoor, urban or suburban [5]. In
practice, the channel correlation function ¢,4[m] and the vari-
ance of the background noise are not known a priori. The known
variance assumptions may provide an estimate that is highly vul-
nerable to statistical estimation errors, i.e., a small number of
measurement errors may have a large effect on the resultant esti-
mate. In the next section, an H . -based channel estimation algo-
rithm for the OFDM system, where knowledge of the variances
of wy, and 7y, is not needed, is presented. For comparison pur-
poses, we first briefly review the Kalman estimation algorithm.

IV. CHANNEL ESTIMATION ALGORITHMS

Impairments in a wireless channel are unknown and most
likely time-variant. Methods that do not depend on precise

.| Estimator 0 ko . . /I-\I
do=0 . K0
Estimator Kq-1 8KKo-1
dg,y-1 0

N Hy

0 U

—_—

Hik (k-1)D¢

knowledge of the channel characteristics should be more ef-
fective and robust for performing the channel estimation. The
designs of channel estimators in which the estimator gains
are optimized using a minimum error variance criterion (the
Kalman filtering approach) and a minimum estimation error
spectrum criterion (the H, filtering approach) are presented.
The Kalman approach is a covariance minimization problem
while the H., approach is a minimization problem where the
maximum “energy” of the estimation error over all disturbances
is minimized.

A. Kalman Estimation Algorithm: A Brief Review

Assume that both model noise wy, and background noise vy,
in (13) and (14) are uncorrelated white Gaussian processes with
zero mean and variances

E{wpwi} =W
E{vuv} = V.
The design objective of the Kalman estimation algorithm is to

determine the optimal estimate g, at time k based on the obser-
vation {3;} (1 < ¢ < k) such that the error covariance

e = E {eref } (15)
is minimized, where the estimation error ey, is given by
ek = gk — Jk- (16)

For the state-space model (13)and (14), the Kalman estimation
algorithm is given by
X = AX 1 4+ Ki[5, — CAX;_q] (17)

with initial condition X = [0],, 1. The estimator gain and error
covariance equations are

Ki =Py 1C[V + CPy . C"]7h (18)

Py i1 = AP,_1AT + BWB" (19)

Py = [I-KiC|Py |11 (20)

where K, is the Kalman gain vector, Py |,_1 = F[(X) —

Xk | 1) H (X — Xk lk—l)] is the a priori error covariance ma-
trix, P = E[(Xy — X)# (X}, — X}.)] is the a posteriori error
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covariance matrix, with initial condition Py = [0];,xn, and I is
an n X n identity matrix.

B. H., Estimation Algorithm

Consider the state-space model (13)—(14). We shall not make
any assumptions on the disturbances wy, and vy, except that they
have finite energy. The finite energy assumption is reasonable
since in any practical system, both wj and vj, are samples of
bandlimited noise process. Let z;; = &Xj, where € is a 1 Xn
linear transformation operator. Thus, unlike the Kalman estima-
tion approach, the H, estimation approach achieves estimation
using a linear combination of the channel state variables. Let 2,
be the estimate of z;, and the estimation error be

er = 2g — . 1)
The design criterion of the H, estimator is to provide a uni-
formly small estimation error for any wy, Uk, and initial condi-
tion X. The measure of performance is defined as the transfer
operator which transforms the wy,, ), and the uncertainty of the
initial condition X to the estimation error ej;. The objective
function is

Zzo |ei|23

=
Xo - Xol2 ., + X232 { I

(22)

2 2
R o |wi 771}
Vi Wy

A " . . . .
where |x|4 = xHGx,X, is an a priori estimate of

Xo, (X9 — Xp) represents unknown initial condition error,
and Q > 0,pp > 0,Wg > 0, and Vg > 0 are weighting
parameters. po denotes a positive definite matrix that reflects a
priori knowledge on how close the initial guess X, is to Xo.
Wy and Vg are weighting variables which are left to the choice
of the designer and depend on the performance requirement. In
practical systems, the values of Wy and Vi can be chosen as
the estimates of the covariances of the corresponding noises.
The optimal estimate of z; among all possible 2 (i.e., the
worst case performance measure) should satisfy

[J]|loe & sup J <y (23)

Vg, Wk, Xo

where “sup” stands for supremum and vy (>0) is a prescribed
level of noise attenuation. The value that y can take is discussed
in the next section. Equation (23) shows that the H., optimal
estimator guarantees the smallest estimation error energy over
all possible disturbances with finite energy.

The discrete-time H., estimation can be interpreted as a
minimax problem where the strategy is to play the estimate
21, against the exogenous inputs wyg, Uy and the uncertainty of
the initial state X [23]. Using 2z, = &€Xj and 2, = ff(k, the
performance criterion can be equivalently represented as

I & 12 1 & & 12
J = 57 |X0_X0|p0—1+§;)[|xk_xk|Q

= (il + 2] @4

min  max
X Tr,wk,(Xo)
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where Q = ¢7Q¢, and “min” and “max” stand for minimiza-
tion and maximization, respectively. In (24), the maximization
is used to calculate the worst case of .J over all disturbance, and
then, the estimate is obtained by minimizing the worst case of .J.
This minimax problem can be solved by using a game theory ap-
proach [23]-[25]. For the state-space model (13) and (14) with
the performance criterion (24), there exists an H, estimator for
zp. if and only if there exists a stabilizing symmetric positive
definite solution Py, to the following discrete-time Riccati type
equation:

Pii1 = AP, (I-7QPy + CTV;'CPy) " AT
+BWgyB”

Po=po (25)
where pg is the initial condition. If a solution Py, exists, then
the H,, estimator is given by

4, = EXy,

k=1,2,3,... (26)

where

Xy = AX_1 + G(5x — CAX;_1), Xo=[0]nx1 27)

and Gy, is the gain of the H,, estimator given by
G, =P, (1-1QP, + C"V,'CP,) ' C"V,; ' (28)

Comparing the Kalman estimation algorithm (17)—(20) and
the H ., estimation algorithm (25)—(28), we can observe the fol-
lowing.

1)  The Kalman estimation algorithm minimizes the co-
variance of the estimation error of the state vector Xy,
based on the {3;} (1 < ¢ < k). The algorithm is inde-
pendent of &.

2)  The H, estimation algorithm gives the optimal esti-
mate of £X, based on the {5;} (1 < ¢ < k) such that
the effect of the worst disturbances on the estimation
error is minimized.

3) The H, and Kalman estimation algorithms have sim-
ilar observer structure.

Let the weighting parameters (Wg, Vi) and pg of the H, esti-
mation algorithm be the same as the covariances (W, V') and P
of the Kalman estimation algorithm. In the limiting case, where
the parameter v — 0, the H., estimation algorithm reduces to
a Kalman estimation algorithm.

The following observations reveal a glimpse of the implemen-
tation complexity of the H, algorithm relative to the Kalman
and MMSE algorithms.

1)  From the similar observer structure between the pro-
posed H, and the Kalman estimation algorithms, the
H_, estimator has a similar hardware structure and
computation complexity as the Kalman estimator.

2) For the H, estimation algorithm, different estimation
results can be obtained with different vector £. For
example, if we choose & = [1,0,...,0]1xn, the Ho
estimation algorithm is designed to obtain the optimal
estimation of g,_(,_1)p,. The estimate flk—(n—1) D,
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should give a better estimation of channel fading
9k—(n—1)D, at the kth instant since the estimation is
based on the {5;},1 <4 < k. This estimation is equiv-
alent to the fixed-lag smoothing problem. The only
difference from the traditional fixed-lag smoothing
problem is that no additional computation is required
in this case.

3) Although the MMSE estimation algorithm proposed in
[5] can endure some mismatch on the correlation func-
tion of the channel fading, information on coherence
bandwidth of the channel fading and the variance of the
background noise is still required. Obtaining this accu-
rate information may greatly increase the complexity
of the receiver design. For the proposed H ., algorithm,
the inherent robustness reduces the dependence of the
estimation performance on the accuracy of the param-
eter estimation, which significantly reduces the com-
plexity of the receiver design. In addition, because of
the recursive property of the H, algorithm, the com-
plexity on the matrix computation is much less than
that in the MMSE algorithm since there is no need to
store a large number of past measurements.

C. ~y Value Determination

A necessary and sufficient condition for the existence of the
H , estimator is that the discrete-time Riccati equation (25) has
a positive-definite solution Pj. Thus, the parameter v should be
selected carefully to satisfy this constraint. From (25), as long
as the parameter vy is small enough, the Riccati equation always
has positive definite solutions. On the other hand, in the design
criterion (23), it is observed that the larger the -y value, the less
effect the interference has on the estimation error. As a result,
the -y value at any time instant k& 4+ 1 depends on P;,, Q, C, and
V.

From (25), in order to guarantee P, to be positive definite,
it requires

P, (I-vQP, + CTV;'CPy) ' > 0
=P;'-1Q+CTv;'C >0
=1Q<P;'+CTV;'C
=7 (P, '+CTV,!C) > Q
= I>Q(P;'+CTV;ic)”
=41 max{eig [Q (Pt + CTV§1C)’1]} (29)

where max{eig(X)} denotes the maximum eigenvalue of the
matrix X.

D. Tap-Gain Parameter Estimation

The channel estimation algorithm proposed in Sec-
tion IV-B needs the information on the tap-gain parameters,
a;,t = 1,2,...,n, of the AR model. In this section, an H,
algorithm is proposed to estimate the tap-gain parameters from
the observations.
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Since the low-pass slow-fading channel g; can be approxi-
mated by an AR model described in (12), from (10), the received
signal at the pilot position can be written as

Sk = gk + Vg

n
= E @;9k—iD, + Wk + Uk
i=1
n
= E a; (3x—ip, — Tk—iD,) + Wi + T
i=1

ai5y—ip, + Ug (30)

Il

Il
—

where u, = wp + U — Z?:l a;Uk—ip,. For the stationary
stochastic process gx, {a;,4 = 1,2,...,n} is time-invariant.
Here, we need to estimate a; given the observation sj. Let
T
a = [an7 Ap—1s5--+, al]
. . . T
0 = [Sken> Sk—n+t1,-- -, Sk—1] 3D

and @, be the estimate of « at time instant k. Then the measure-
ment and estimation error equations can be written as

(32)
(33)

= A
S = 0kak + ug

et =07 a— 0]y

where the superscript ¢ denotes that the error is due to the tap-
gain estimation. The performance criterion can be represented
as

1 —
min max J' = —=(v") !

~ 12
a—Q N —1
e S = () e ol

[leklary =7 il ] 34

!
2

o
=0

2

where @ is an a priori estimate of a, and Q*, (p}), and V'*
are weights. Following a similar approach as in Section IV-B,
the H, estimation algorithm to estimate the optimal a;, can be
obtained as

ap = ap_1 + K (5K — 0rd—1), & =[0]nx1 (35)
K! = P! (I — 9710, Pt + 9{(Vt)—1okP;)_l
x 0 (V) (36)
P, =P (I — 9710, PL + asva,(Vf)*lo,CP;)_1
P} = pp. (37)

In order to guarantee the existence of the algorithm, ~¢ should
satisfy (29). In practical systems, the tap-gain parameters can
be estimated by transmitting a training sequence with high
signal-to-noise ratio (SNR). Simulation results in the next sec-
tion show that for high SNR training sequences, the estimator
can provide fairly accurate estimates of the tap-gains.
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Fig. 4. Performance comparison between one-dimensional estimation and joint two-dimensional estimation.
parameters a;,2 = 1,2,...,n, are also estimated based on

V. SIMULATION RESULTS AND DISCUSSION

In this section, simulation results are presented to evaluate
the performance of channel estimation with both the H,, and
Kalman approaches.

A. System Parameters

Consider an OFDM system using binary phase-shift keying
with 32 subcarriers. The channel used in the simulation is a two-
path Rayleigh-fading channel model with delay zero and T5.
The power spectral density satisfies Jakes model, i.e., the time
correlation function is of the form

de[m] = Jo(2m faT'mDy) (38)
where fyI" is the normalized Doppler frequency and is set to

0.05 to characterize a slowly fading channel. The power delay
profile is assumed exponentially distributed, i.e.,

1/ Gt )

B Z}:o e—1/(x+1)" (39)

o

The background noise is modeled as a zero-mean indepen-
dent identically distributed complex Gaussian random sequence
with variance o2. The signal power is normalized to 1 so that the
input SNR is defined as 1/0%. The length of the time window
n is three and the vector € of the H,., estimation algorithm
is[1, 0, 0]. ¥ = 1 is obtained from (29). For performance com-
parison, without loss of generality, we choose D; = 1. Since
the focus is robustness of the channel fading estimation algo-
rithm to the errors on W and V', accurate tap-gain parameters
a;,t = 1,2,...,n, are used in the simulation. The tap-gain

(35)—(37) by transmitting a training sequence with SNR = 40
dB. It is shown the performance with the estimated tap-gain pa-
rameters is similar to that with the accurate tap-gain parameters.

B. Effect of Number of Pilots in the Frequency Domain

Fig. 4 shows the mean-square-error of the H ., algorithm with
different values of D ;. For performance comparison, the one-di-
mensional time-domain estimation algorithm proposed in [17],
which only uses the time correlation of the channel fading, is
also simulated. To make a fair comparison between one-dimen-
sional and two-dimensional algorithms, in our simulation, the
one-dimensional H,, estimation algorithm is used in place of
the one-dimensional least square (LS) algorithm in [17]. The
simulation results show that joint estimation in both the time and
frequency domains outperforms the one-dimensional time-do-
main estimation. Decreasing the value of Dy, i.e., increasing
the number of pilots in the frequency domain, can further im-
prove the estimation performance. However, further increasing
the number of pilots can only yield marginal improvement on
the mean-square-error since the improvement saturates at about
Dy = 4. In the following simulation, without loss of generality,
we choose Dy = 2.

C. Effect of Input SNR

Fig. 5 shows the mean-square-error versus SNR [no interfer-
ence (intracell or intercell interference)]. The simulation results
show the following.

D With an increase in input SNR, the mean-square-error

performance of both the H, and Kalman estimation
algorithms improves.
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Fig. 6. Effects of errors on background noise covariance V.

2)

3)

The H ., estimation algorithm outperforms the Kalman
estimation algorithm over all the SNR range consid-
ered.

At very high SNR, the performance of the H., and
Kalman estimation algorithms merges because the
signal component tends to swamp out the channel
noise.

D. Effect of Model Parameter (V and W) Errors

Figs. 6 and 7 show the effects of the background noise and the
model noise covariance errors on the estimation performance,
respectively. Note that the accurate values of W and V' are used
in Figs. 6 and 7, respectively. In the simulation, the input SNR
is chosen to be 15 dB. Let the channel noise covariance and



CAlI et al.: ROBUST CHANNEL ESTIMATION FOR OFDM WIRELESS COMMUNICATION SYSTEMS

x 10

2069

Mean square error

T T I T T

— H_ filter with y=1

—*— Kalman filter H

1 | 1 1 1

1 | 1
-10 -8 -6 -4 -2

0 2 4 6 8 10

Model noise variance error (dB)

Fig. 7. Effects of errors on model noise covariance W.

the model noise covariance used for estimator design be pV
and pW, respectively, where p is a multiplier to represent the
deviation of the design parameters from the true values. In the
simulation, p takes value in the range from —10 to 10 dB and
p = 0 dB means no deviation. From the figures, it can be seen
that model parameter errors can considerably degrade the per-
formance of the Kalman estimation algorithm. The H, esti-
mation algorithm outperforms the Kalman estimation algorithm
over the whole error range considered. The larger the error, the
larger is the performance gain of the H,, algorithm over the
Kalman algorithm. Furthermore, as the errors increase, the per-
formance degradation of the H, estimation algorithm is more
gradual compared to that of the Kalman estimation algorithm.
For example, in Fig. 6, the mean-square-error using the Kalman
estimation algorithm changes from 0.0038 at 0 dB to 0.009 at
10 dB, while the mean-square-error using the H,, estimation
algorithm changes from 0.0015 at 0 dB to 0.0028 at 10 dB. The
variation of mean-square-error for the Kalman estimation algo-
rithm is four times larger than that of the H, estimation algo-
rithm. The smaller variation indicates that the H., estimation
algorithm is more robust against the parameter errors compared
to the Kalman estimation algorithm.

E. BER Performance

At the receiver, the received signal is multiplied by the conju-
gate of the channel estimate to compensate for the phase offset
introduced by the fading channel, and the data symbols are re-
covered by coherent detection.

Fig. 8 shows the BER performance of the OFDM system
using the H, and Kalman channel estimation algorithms. The
following is observed.

1) The BER performance based on the H,, estimation
algorithm outperforms that based on the Kalman es-
timation algorithm over all the SNR range considered.
The reason is that the more accurate channel estimate
obtained by the H, estimation algorithm can provide
more accurate phase information about the channel
fading. More accurate phase information can provide
better coherent detection performance. For example, at
a BER of 10, the input SNR of the system with H,
estimation is 27.2 dB, while itis 31.7 dB for the system
with Kalman estimation. The improvement is 4.5 dB.

2) At high SNR, the BER characteristics of both the H,
and Kalman estimation algorithms are close to each
other. The reason is that, at high SNR, both estimation
algorithms can achieve nearly the same channel esti-
mation accuracy.

VI. CONCLUSION

A robust channel estimation algorithm based on the H. ap-
proach has been proposed for OFDM wireless communication
systems. The proposed H,., algorithm minimizes the effect
of worst disturbance (including both background noise and
channel model noise) on the estimation error and, therefore,
is less sensitive to the uncertainty of the channel statistics.
Simulation results indicate that the H., estimation algorithm
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has superior performance to the Kalman estimation counterpart,
while keeping the similar implementation complexity.

ACKNOWLEDGMENT

The authors wish to thank the anonymous reviewers for their
helpful reviews and suggestions.

REFERENCES

[1] J. A. C. Bingham, “Multicarrier modulation for data transmission: An
idea whose time has come,” IEEE Commun. Mag., vol. 28, pp. 5-14,
May 1990.

[2] S. B. Weinstein and P. M. Ebert, “Date transmission by frequency-di-
vision multiplexing using the discrete Fourier transform,” IEEE Trans.
Commun., vol. COM-19, pp. 628-634, Oct. 1971.

[3] L. J. Cimini Jr., “Analysis and simulation of a digital mobile channel
using orthogonal frequency division multiplexing,” IEEE Trans.
Commun., vol. COM-33, pp. 665-675, July 1985.

[4] V. Mignone and A. Morello, “CD3-OFDM: A novel demodulation
scheme for fixed and mobile receivers,” IEEE Trans. Commun., vol. 44,
pp. 11441151, Sept. 1996.

[5] Y.Li, L. J. Cimini, and N. R. Sollenberger, “Robust channel estimation
for OFDM systems with rapid dispersive fading channels,” IEEE Trans.
Commun., vol. 46, pp. 902-915, July 1998.

[6] H. Minn and V. K. Bhargava, “An investigation into time-domain ap-
proach for OFDM channel estimation,” IEEE Trans. Broadcast., vol. 46,
pp. 240-248, Dec. 2000.

[7]1 P. K. Frenger, N. Arne, and B. Svensson, “Decision-directed coherent
detection in multicarrier systems on Rayleigh fading channels,” IEEE
Trans. Veh. Technol., vol. 48, pp. 490-498, Mar. 1999.

[8] S. U. H. Qureshi, “An adaptive decision-feedback receiver using
maximum-likelihood sequence estimation,” in Proc. IEEE Int. Conf.
Commun., Seattle, WA, June 1973, pp. 14.10-14.16.

[9] D. K. Borah and B. D. Hart, “Frequency-selective fading channel es-
timation with a polynomial time-varying channel model,” IEEE Trans.
Commun., vol. 47, pp. 862-873, June 1999.

25 30 35 40 45 50
Input SNR (dB)

BER performance comparison between the H ., and Kalman estimation algorithms.

[10] O. Edfors, M. Sandell, and J. van de Beek, “OFDM channel estimation
by singular value decomposition,” IEEE Trans. Commun., vol. 46, pp.
931-939, July 1998.

[11] J.vande Beek, O. Edfors, M. Sandell, S. K. Wilson, and P. O. Borjesson,
“On channel estimation in OFDM systems,” in Proc. 45th IEEE Vehic-
ular Technology Conf., Chicago, IL, July 1995, pp. 815-819.

[12] I.R.Petersen and A. V. Savkin, Robust Kalman Filtering for Signals and
Systems with Large Uncertainties. Boston, MA: Birkhduser, 1999.

[13] R. Steele, Mobile Radio Communications. New York: IEEE Press,
1992.

[14] M. J. Omidi, S. Pasupathy, and P. G. Gulak, “Joint data and Kalman
estimation of fading channel using a generalized Viterbi algorithm,” in
Proc. ICC’96, Dallas, TX, June 1996, pp. 1198-1203.

[15] P. Schramm and R. R. Muller, “Pilot symbol assisted BPSK on rayleigh
fading channels with diversity: Performance analysis and parameter op-
timization,” IEEE Trans. Commun., vol. 46, pp. 1560-1563, Dec. 1998.

[16] R. V. Nee and R. Prasad, OFDM for Wireless Multimedia Communica-
tions. Norwood, MA: Artech House, 1999.

[17] Y. Li, “Pilot-symbol-aided channel estimation for OFDM in wireless
systems,” IEEE Trans. Veh. Technol., vol. 49, pp. 1207-1215, July 2000.

[18] P. Hoeher, S. Kaiser, and P. Robertson, “Tow-dimension pilot-symbol-
aided channel estimation by Wiener filtering,” in Proc. ICASSP 1997,
Munich, Germany, Apr. 1997, pp. 1845-1848.

[19] H.Minn, D. 1. Kim, and V. K. Bhargava, “A reduced complexity channel
estimation for OFDM systems with transmit diversity in mobile wireless
channels,” IEEE Trans. Commun., vol. 50, pp. 799-807, May 2002.

[20] M. K. Tsatsanis, G. B. Giannakis, and G. Zhou, “Estimation and equal-
ization of fading channels with random coefficients,” Signal Process.,
vol. 53, pp. 211-229, 1996.

[21] S.M. Kay, Modern Spectral Estimation: Theory and Application. En-
glewood Cliffs, NJ: Prentice-Hall, 1987.

[22] G. E. P. Box and G. M. Jenkins, Time Series Analysis, Forecasting and
Control. San Francisco, CA: Holden-Day, 1976.

[23] X. Shen and L. Deng, “A dynamic system approach to speech enhance-
ment using the H . filtering algorithm,” IEEE Trans. Speech Audio Pro-
cessing, vol. 7, pp. 391-399, July 1999.

[24] U. Shaked and Y. Theodor, “H . -optimal estimation: A tutorial,” in
Proc. 31st IEEE CDC, Tucson, AZ, Dec. 1992, pp. 2278-2286.

[25] K.M. Nagpal and P. P. Khargonekar, “Filtering and smoothing in an H
setting,” IEEE Trans. Automat. Contr., vol. 36, pp. 152-166, Feb. 1991.



CAI et al.: ROBUST CHANNEL ESTIMATION FOR OFDM WIRELESS COMMUNICATION SYSTEMS

Jun Cai received the B.Eng. degree in radio tech-
niques and the M.Eng. degree in communication and
information systems from Xi’an Jiaotong University,
China, in 1996 and 1999, respectively. He is currently
pursuing the Ph.D. degree in electrical and computer
engineering, University of Waterloo, ON, Canada.

His research interests include channel estimation,
interference cancellation, and resource management
in wireless communication systems.

Xuemin (Sherman) Shen (M’97-SM’02) received
the B.Sc. degree from Dalian Marine University,
China, in 1982 and the M.Sc. and Ph.D. degrees from
Rutgers—The State University, New Brunswick,
NJ, in 1987 and 1990, respectively, all in electrical
engineering.

From 1990 to 1993, he was with Howard Univer-
sity, Washington ,D.C., and then with the University
of Alberta, Edmonton, AB, Canada. Since 1993,
he has been with the Department of Electrical and
Computer Engineering, University of Waterloo, ON,
Canada, where he is a full Professor. His research focuses on mobility and
resource management in interconnected wireless/wireline networks, stochastic
process, and control. He is a coauthor of two books and has publications in
communications networks, control, and filtering.

Dr. Shen is an Editor of the IEEE TRANSACTIONS ON WIRELESS
COMMUNICATIONS, Associate Editor of the IEEE TRANSACTIONS ON
VEHICULAR TECHNOLOGY, as well as three other international journals.
He received the Premier’s Research Excellence Award from the Province of
Ontario for demonstrated excellence of scientific and academic contributions
in 2003. He received the Distinguished Performance Award from the Faculty
of Engineering, University of Waterloo, for outstanding contributions in
teaching, scholarship, and service in 2002. He was the Technical Vice Chair,
IEEE Globecom’03 Symposium on Next Generation Networks and Internet.
He was Guest Coeditor, IEEE WIRELESS COMMUNICATIONS, Special Issue
on 4G Mobile Communication—Toward Open Wireless Architecture, 2003.
He was Technical Program Vice Chair, International Symposium on Parallel
Architectures, Algorithms, and Networks, 2003. He is a registered Professional
Engineer of Ontario, Canada.

2071

Jon W. Mark (M’62-SM’80-F’88-LF’03) received
the B.A.Sc. degree from the University of Toronto,
ON, Canada, in 1962 and the M.Eng. and Ph.D.
degrees from McMaster University, Hamilton, ON,
Canada, in 1968 and 1970, respectively, all in
electrical engineering.

From 1962 to 1970, he was an Engineer and then
Senior Engineer with Canadian Westinghouse Co.
Ltd., Hamilton. In 1970 he joined the Department of
Electrical and Computer Engineering, University of
Waterloo, ON, where he is currently a Distinguished
Professor Emeritus. He was Department Chairman during 1984—1990. In 1996
he established the Centre for Wireless Communications at the University of
Waterloo and is currently its Founding Director. He was on sabbatical leave at
the IBM T. J. Watson Research Center, Yorktown Heights, NY, as a Visiting
Research Scientist (1976-1977); AT&T Bell Laboratories, Murray Hill, NJ,
as a Resident Consultant (1982-1983); Laboratoire MASI, Université Pierre
et Marie Curie, Paris, France, as an Invited Professor (1990-1991); and the
Department of Electrical Engineering, National University of Singapore, as a
Visiting Professor (1994-1995). He previously worked in the areas of adaptive
equalization, spread-spectrum communications, and antijamming secure
communication over satellites. His current research interests are in broadband
and wireless communication networks, including network architecture, routing,
and control, and resource and mobility management in wireless and hybrid
wireless/wireline communication networks. He is currently an Editor of
Wireless Networks and an Associate Editor of Telecommunication Systems.

Dr. Mark was an Editor of the IEEE TRANSACTIONS ON COMMUNICATIONS
during 1983-1989. He was Technical Program Chairman of INFOCOM’89.
He was a member of the Inter-Society Steering Committee of the IEEE/ACM
TRANSACTIONS ON NETWORKING during 1992-2003. He received an NRC PIER
Fellowship.



	toc
	Robust Channel Estimation for OFDM Wireless Communication System
	Jun Cai, Student Member, IEEE, Xuemin Shen, Senior Member, IEEE,
	I. I NTRODUCTION

	Fig.€1. Transceiver structure of the MC-CDMA system. (a) The tra
	II. S YSTEM M ODEL
	III. J OINT T IME F REQUENCY D OMAIN C HANNEL E STIMATION

	Fig.€2. Configuration of pilot arrangement.
	Fig.€3. Joint time frequency channel estimator for OFDM system.
	IV. C HANNEL E STIMATION A LGORITHMS
	A. Kalman Estimation Algorithm: A Brief Review
	B. $H_\infty$ Estimation Algorithm
	C. $\gamma$ Value Determination
	D. Tap-Gain Parameter Estimation


	Fig.€4. Performance comparison between one-dimensional estimatio
	V. S IMULATION R ESULTS AND D ISCUSSION
	A. System Parameters
	B. Effect of Number of Pilots in the Frequency Domain
	C. Effect of Input SNR


	Fig.€5. Mean-square-error performance over different input SNR.
	Fig.€6. Effects of errors on background noise covariance $V$ .
	D. Effect of Model Parameter ( $V$ and $W$ ) Errors

	Fig.€7. Effects of errors on model noise covariance $W$ .
	E. BER Performance
	VI. C ONCLUSION

	Fig. 8. BER performance comparison between the $H_{\infty}$ and 
	J. A. C. Bingham, Multicarrier modulation for data transmission:
	S. B. Weinstein and P. M. Ebert, Date transmission by frequency-
	L. J. Cimini Jr., Analysis and simulation of a digital mobile ch
	V. Mignone and A. Morello, CD3-OFDM: A novel demodulation scheme
	Y. Li, L. J. Cimini, and N. R. Sollenberger, Robust channel esti
	H. Minn and V. K. Bhargava, An investigation into time-domain ap
	P. K. Frenger, N. Arne, and B. Svensson, Decision-directed coher
	S. U. H. Qureshi, An adaptive decision-feedback receiver using m
	D. K. Borah and B. D. Hart, Frequency-selective fading channel e
	O. Edfors, M. Sandell, and J. van de Beek, OFDM channel estimati
	J. van de Beek, O. Edfors, M. Sandell, S. K. Wilson, and P. O. B
	I. R. Petersen and A. V. Savkin, Robust Kalman Filtering for Sig
	R. Steele, Mobile Radio Communications . New York: IEEE Press, 1
	M. J. Omidi, S. Pasupathy, and P. G. Gulak, Joint data and Kalma
	P. Schramm and R. R. Muller, Pilot symbol assisted BPSK on rayle
	R. V. Nee and R. Prasad, OFDM for Wireless Multimedia Communicat
	Y. Li, Pilot-symbol-aided channel estimation for OFDM in wireles
	P. Hoeher, S. Kaiser, and P. Robertson, Tow-dimension pilot-symb
	H. Minn, D. I. Kim, and V. K. Bhargava, A reduced complexity cha
	M. K. Tsatsanis, G. B. Giannakis, and G. Zhou, Estimation and eq
	S. M. Kay, Modern Spectral Estimation: Theory and Application . 
	G. E. P. Box and G. M. Jenkins, Time Series Analysis, Forecastin
	X. Shen and L. Deng, A dynamic system approach to speech enhance
	U. Shaked and Y. Theodor, $H_{\infty}$ -optimal estimation: A tu
	K. M. Nagpal and P. P. Khargonekar, Filtering and smoothing in a



