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Abstract— To enable ever-increasing vehicular applications,
heterogeneous vehicular networks (HetVNets) are recently
emerged to provide enhanced and cost-effective wireless network
access. Meanwhile, edge caching is imperative to future vehicular
content delivery to reduce the delivery delay and alleviate
the unprecedented backhaul pressure. This work investigates
content caching in HetVNets where Wi-Fi roadside units (RSUs),
TV white space (TVWS) stations, and cellular base stations are
considered to cache contents and provide content delivery. Partic-
ularly, to characterize the intermittent network connection pro-
vided by Wi-Fi RSUs and TVWS stations, we establish an on-off
model with service interruptions to describe the content delivery
process. Content coding then is leveraged to resist the impact of
unstable network connections with optimized coding parameters.
By jointly considering file characteristics and network conditions,
we minimize the average delivery delay by optimizing the content
placement, which is formulated as an integer linear program-
ming (ILP) problem. Adopting the idea of student admission
model, the ILP problem is then transformed into a many-to-one
matching problem and solved by our proposed stable-matching-
based caching scheme. Simulation results demonstrate that the
proposed scheme can achieve near-optimal performances in terms
of delivery delay and offloading ratio with low complexity.

Index Terms— Heterogeneous vehicular networks, edge content
caching, stable matching, fountain coding.
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I. INTRODUCTION

THE Internet of vehicles (IoV), which enables ubiqui-
tous information exchange and content sharing among

vehicles, is envisioned as a promising solution to improve
road safety and transportation efficiency [2]–[4]. Furthermore,
IoV is also expected to support multifarious vehicular info-
tainment applications, including video/audio streaming, online
gaming, and social networks, to improve the experience of
both drivers and passengers. The Federal Communications
Commission (FCC) has allocated 75 MHz bandwidth at the
5.9 GHz spectrum band for dedicated short-range commu-
nications (DSRC) for vehicular communications. However,
DSRC mainly focuses on enabling vehicular safety applica-
tions [5], i.e., supporting rapid short message exchange, and
the limited spectrum resource is insufficient to satisfy the
quality of services of the bandwidth-intensive infotainment
applications. Regarding the capacity constraint and high cost
of data downloading in cellular networks, exploring alter-
native networks to support infotainment content delivery is
imperative to offload cellular traffic and reduce communication
cost.

Generally, different radio access technologies have their
pros and cons, including transmission delay, throughput, jitter,
etc. For instance, Wi-Fi technology can provide cost-effective
and high-throughput Internet access for drive-by vehicles [6],
but the Wi-Fi service is intermittent for vehicles due to limited
coverage of Wi-Fi roadside units (RSUs) and high vehicle
mobility. The vacant TV band, which is referred to as TV
white space (TVWS) band, is also considered as important
alternative spectrum resources to provide network connections
with high penetration capabilities, low path loss, and wide
coverage [7]. However, the TVWS network access might
be interrupted by the primary users to ensure non-interfering
spectrum access. Therefore, instead of relying on single radio
for vehicular network access, utilizing multiple heterogeneous
wireless technologies can make up for the deficiency and
exploit their advantages. Thus, the heterogeneous vehicular
networks (HetVNet) are deemed to be the future solution
for vehicular users [8]. In this work, we consider Het-
VNet where the cellular networks coexist with Wi-Fi and
TVWS access networks to increase the probability of suc-
cessful content delivery and mitigate the cellular network
congestion.

Although the wireless cellular traffic can be offloaded by
utilizing HetVNets, the backhaul networks which support all
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vehicular Internet data still face substantial pressure. In fact, a
large portion of mobile multimedia traffic can be attributed
to duplicated downloads of a small fraction of popular
files. In vehicular networks (VNs), location-based applications
also boost the repetitive download of location-oriented data
(e.g., real-time traffic report, high definition maps, and so
forth). To better utilize the computing and storage capacities
of current network infrastructure and modern vehicles, it
is possible to cache popular files closer to the user end.
By enabling direct content delivery from the caching-enabled
access points (APs), e.g., Wi-Fi RSUs, TVWS stations, and
cellular base stations (CBSs), to the vehicles, edge caching on
network edge infrastructure can significantly offload backhaul
traffic [9]–[11]. Besides, since the repeated transmission on
backhaul links can be avoided, the content delivery delay
is reduced significantly, which is essential in VNs to facili-
tate efficient content delivery with rapidly changing network
topology.

Motivated by the above, this work focuses on edge caching
in HetVNets to serve the vehicular content requests. However,
the design of efficient content caching schemes in the highly
dynamic HetVNets faces several challenges. Firstly, as vehi-
cles move fast with different velocities and accelerations,
the contact duration between the vehicles and the fixed APs
is limited and generally insufficient for content delivery. Sec-
ondly, caching different files in different types of APs leads to
distinct delivery performances. Thus, the characteristics of the
content files and access networks should be jointly considered,
which further complicates the optimization of the content
caching scheme. In addition, given that different types of
access networks are generally managed by different operators,
it is challenging to design an efficient content caching scheme
without requiring inter-operator collaborations.

A. Related Works

As a promising technology dealing with the unprecedented
growth of mobile data traffic, edge caching has attracted
increasing attentions from both academia and industry. With-
out loss of generality, we categorize the existing works on
edge caching into two parts: edge caching with single access
technology and edge caching in heterogeneous networks (Het-
Nets).

1) Edge Caching With Single Access Technology: Edge
caching in networks with low user mobility is studied in
[12], [13], where the content files are cached in user devices.
In VNs, caching in vehicles to assist V2V communications is
studied in [14]–[16]. In [14], each vehicle makes its caching
decision independently to cache popular content by consider-
ing different types of applications, the crucial features of data,
and a set of key attributes of the VNs. In [15], vehicles com-
municate in a peer-to-peer manner and determine the content
placement in a probabilistic way. Vehicle mobility prediction
is studied in [16] to select vehicles with longer sojourn time
in hot regions to cache the content files. Edge caching in
infrastructures (or APs) is investigated in [2], [17], [18], where
the popular contents are cached in homogeneous APs. Optimal
content distribution in infrastructures is investigated in [17]

by considering the available storage capacity and the link
capacity. In [2], content placement in RSUs is optimized by
utilizing an auction-based scheme in a two-way street scenario
with equidistantly distributed RSUs. Considering that vehicles
might also have cached some files, caching in APs is optimized
by analyzing the impact of potential V2V content delivery.

2) Edge Caching in HetNets: Motivated by the network
performance gain via the cooperation among different access
technologies, HetNets have attracted broad interests, including
data offloading in Wi-Fi/cellular HetNet [19], TVWS-based
HetVNet for vehicular safety message [20], [21], and central-
ized data routing protocol design in LTE/DSRC HetNet [22].
Edge caching in HetNets has also gained increasing attention
recently especially in low-mobility networks, e.g., caching
content files in CBSs in a multi-tier cellular HetNet [23], [24]
or caching in user devices in device-to-device communications
underlying heterogeneous networks [25], [26]. Focusing on
the VNs, the high vehicle mobility intensifies the design
complexity of the edge caching scheme in HetVNets. In [27],
the air-ground integrated vehicular network is investigated
where the aerial high-altitude platforms proactively broadcast
content files to vehicles while ground RSUs serve the vehic-
ular requests via unicast on demand. In [28], an SDN-based
HetVNet is considered to solve the coding-assisted broadcast
scheduling problem by incorporating vehicular caching and
network coding in scheduling decisions, where the SDN
controller has a global view of vehicles, RSUs and CBSs.
However, content files are assumed to be cached only in
vehicles in [27], [28]. Hierarchical caching in EPC, RSUs,
and vehicles is investigated in [29], where the interest topic
and content of the vehicles are predicted and then the most
popular content files are cached.

Summary: Edge caching in HetVNets is imperative for
future vehicular content delivery and has attracted substantial
research interests recently. In spite of the aforementioned
works, the following problems, which are essential in the
highly dynamic vehicular networks to provide enhanced and
diversified wireless network access for moving vehicles and
reduce delivery delay, are insufficiently studied in existing
works: 1) in the time-varying and unreliable VNs, content
delivery might encounter service interruptions, which signifi-
cantly affect the caching performance and further the caching
policy. However, this inherent vehicular characteristic has not
been considered in any of the exiting works on HetVNet
caching; 2) most existing works do not take full advantage of
the heterogeneous network resources to boost the caching per-
formance gain. Instead, caching content files simultaneously
in multiple types of APs should be considered by taking into
account their specific network characteristics, e.g., network
coverage, network capacity, AP distribution, etc; and 3) the
street layout or vehicle mobility patterns in most existing
works are idealized or assumed to follow certain distributions,
which is not practical.

B. Main Contributions

In this paper, we investigate content caching in HetVNet
APs, i.e., Wi-Fi RSUs, TVWS stations, and CBSs, by tak-
ing into account the above-mentioned problems, to provide
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enhanced and diversified wireless network access for mov-
ing vehicles, effectively offload cellular traffic, and reduce
delivery delay. Considering the high vehicle mobility and the
intermittent network access provided by Wi-Fi and TVWS
transmissions, the volume of data that can be transmitted
within one coverage area is limited. Therefore, caching the
whole content files, especially large files, in the Wi-Fi RSUs or
TVWS stations is inefficient since the complete downloading
of one file requires multiple encounters with Wi-Fi RSUs
or TVWS stations. To improve the caching capability, resist
the impact of intermittent network connection, and enhance
storage efficiency, coded caching can be applied to encode files
into small pieces. Each AP only needs to cache the encoded
pieces with smaller sizes. Recovering the entire file requires
downloading a certain number of encoded packets, which may
need the cooperation among the APs. Particularly, Fountain
Codes (also known as rateless erasure codes) [30], [31] are
used in this work to encode the files for the following rea-
sons. Firstly, when using a fixed-rate erasure code, a receiver
missing a source packet must successfully receive another
source packet it has not previously received. This introduces
additional overhead when coordinating different APs to serve
a moving vehicle. Fountain codes, however, allow receivers to
recover the original file by retrieving any subset of encoded
packets of size slightly larger than the set of source packets,
which is more flexible and reliable with lower communication
overhead. Secondly, compared with other codes widely used in
distributed data storage systems with O(K3) complexity, e.g.,
random linear codes, fountain codes have a superior decoding
complexity of O(K ln K) [32], where K is the number of
source packets to be encoded.

To minimize the content delivery delay for vehicles, we pro-
pose a matching-based caching scheme in HetVNets. By
modeling the intermittent Wi-Fi/TVWS network connections
as on-off service processes, the delivery delay is analyzed by
applying partial repeat-after-interruption (PRAI) transmission
mode. Based on the delay analysis, the caching placement
problem, which is formulated as an integer linear program-
ming (ILP) problem, is further transformed into a many-to-
one preference-based matching problem between the content
files and the HetVNet APs. More specifically, by design-
ing the preference lists of content files and HetVNet APs
based on file popularity, vehicle mobility, and APs’ storage
capacities, a student admission (SA) matching-based caching
scheme is proposed, which is further solved by leveraging the
Gale-Shapley (GS) algorithm [33] to obtain a stable match-
ing. Simulation results show that the proposed scheme can
effectively reduce the delivery delay and offload the cellular
traffic.

The main contributions of this paper have three-folds:
1) By leveraging the interplay between file characteristics

and network conditions, the problem of edge caching
in multiple types of APs in HetVNets is investigated.
Particularly, the dynamics of the content files (e.g., file
size and file popularity) and the network connection
(e.g., network capacity, AP distribution, and vehicle
mobility pattern) are jointly considered in this work. The
joint consideration facilitates efficient content caching

schemes in the heterogeneous APs to achieve the mini-
mal average delivery delay.

2) Taking into account the inherent time-varying and unre-
liable characteristics of VNs, we model the intermittent
network connections to Wi-Fi RSUs and TVWS stations
as on-off service processes with generally distributed
on-periods and off-periods. Furthermore, coded caching
is leveraged to resist the impact of unstable network
connection. The coding parameters are optimized to
adapt to the characteristics of different access networks.
Then, by applying PRAI transmission mode, the pro-
posed coded caching scheme can achieve a good balance
between delivery delay and offloading performance (i.e.,
the volume of data downloaded without going through
backhaul links).

3) The problem of content caching in HetVNets with
service interruption is formulated as a many-to-one
matching problem and solved by our proposed stable-
matching-based caching algorithm. The construction of
the two-sided preference lists is multi-objective, con-
sidering both the delivery delay and offloading per-
formances. With the carefully designed preferences for
content files and the APs, our matching-based caching
scheme achieves a good performance with low time
complexity.

4) We carry out extensive experimental results and provide
insightful views on the suitability of various caching
schemes in different HetVNet scenarios, by comparing
multiple performance metrics including delivery delay,
offloading ratio, cache hit rate, etc.

The remainder of this paper is organized as follows. In
Section II, the system model and content delivery scenario in
HetVNet are described and the problem formulation is given.
In Section III, the detailed derivation of the average content
downloading delay from HetVNet APs is analyzed, and the
matching-based content placement optimization scheme is
described in Section IV. Simulation results are carried out in
Section V to demonstrate the performance of the proposed
scheme. At last, we conclude the paper and direct our future
work in Section VI.

II. SYSTEM SCENARIO AND PROBLEM FORMULATION

A. Scenario Description and Assumptions

Vehicular users in this work are assumed to be equipped
with three radio interfaces for cellular, Wi-Fi, and TVWS
communications.1 Notice that, in addition to Wi-Fi and
TVWS based access technologies, there exist many other
techniques [34]. Although only Wi-Fi, TVWS, and cellular
networks are considered in this work, our methodology and

1Compared with the cellular and Wi-Fi radio interfaces which have been
widely adopted, TVWS technology has not been widely implemented. How-
ever, many standards and research works have been done to facilitate vehicular
communications in the TVWS band. Furthermore, there exist many industrial
organizations (e.g., Carlson RuralConnect, Adaptrum, and 6 Harmonics) that
provide devices and systems for TVWS Internet connectivity. Therefore, it can
be expected that, just like Wi-Fi, the widespread implementation of TVWS
technology will also become a reality in the near future.
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Fig. 1. Caching-based content delivery scenario in HetVNet.

the proposed algorithm are applicable to HetVNets scenarios
with more access techniques.

This work studies content caching in HetVNet APs, i.e.,
Wi-Fi RSUs, TVWS stations, and CBSs, and the communi-
cation scenario is depicted in Fig. 1(a). Considering urban
and sub-urban scenarios where CBSs are densely deployed,
we assume that the CBSs can provide seamless network
connection for vehicles at any time. Content delivery from
Wi-Fi RSUs or TVWS stations is available only when vehicles
travel through the corresponding coverage areas, as shown
in Fig. 1(b). The intermittent connections to Wi-Fi/TVWS
networks are modeled as on-off processes, which will be
introduced in detail in Section II-B. When a vehicle gener-
ates content requests, there are two possible cases as shown
in Fig. 1(c): 1) cache miss: if the requested files are not cached
in the APs, the CBSs can fetch them from the content server
via backhaul links and then deliver to the vehicle; and 2)
cache hit: the requested files are cached and the vehicle can
download data from the APs based on the caching location.

In addition to the CBSs covering the entire target area,
there also exist NT TVWS stations and NW Wi-Fi RSUs
in the scenario. Notations used in this paper are summarized
in Table I. The TVWS and Wi-Fi coverage radii are denoted
by rT and rW , respectively. The bandwidth of a Wi-Fi RSU is
shared by all vehicles associated to it, i.e., the average trans-
mission data rate of one vehicle equals to RW = Ra

W /Na
W ,

where Ra
W is the overall achievable aggregate rate and Na

W

is the average number of vehicles associated with one RSU.
Likewise, the bandwidths of TVWS stations and CBSs are
shared by vehicles associated to the same AP. The average
TVWS and CBS transmission data rates are denoted by RT

and RC , respectively.
Notice that file popularity distribution has a great impact on

the caching performance, including hit ratio, delivery delay,

and cellular traffic offloading ratio. Let F = {f1, · · · , fM}
be the set of M files and zf = [z1, · · · , zM ] be the vector
representing the sizes of the M content files. All the files in set
F are sorted by descending order based on the file popularity.2

Thus, fm is the m-th popular file with request probability
pm

req. Considering the fact that the popularity distribution of the
network content items (e.g., YouTube videos) approximately
follows Zipf’s law, we model the file popularity by the Zipf
distribution in this work: for a content file which ranks m,
the probability that it is requested by vehicles is

pm
req =

1
mξ

/(∑M

k=1

1
kξ

)
, (1)

where the exponent ξ (ξ ≥ 0) controls the relative popularity
of the files, i.e., a larger ξ means that the first few popular
files account for the majority of requests.

B. On-Off Service Model

Recall that Wi-Fi RSUs and TVWS stations provide inter-
mittent network access for drive-thru vehicles. To avoid harm-
ful interference to licensed users, TVWS band can only be
accessed by unlicensed users when it is not occupied by
incumbent users.3 Intermittent Wi-Fi and TVWS network ser-
vices are modeled as on-off processes in this work. For Wi-Fi

2File popularity can be estimated based on the historical requests and
predicted as studied in many existing works (e.g., [11]). Popularity prediction
is beyond the scope of this paper.

3To conform to this rule, a database-assisted TVWS network architecture
is used according to 802.11af, where a master TVWS device (TVWSD) (i.e.,
TVWS station in this work) can communicate with the geolocation database
to obtain a list of available TVWS channels, while slave TVWSDs (i.e.,
vehicles in this work) can only access to TVWS channels under the control
of the master TVWSD. The TVWSDs need to update the TVWS information
subjecting to regulatory constraint, e.g., every 60 seconds according to
802.11af.
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TABLE I

SUMMARY OF NOTATIONS

transmissions, as shown in Fig. 1(b), on-periods correspond
to the time duration when Wi-Fi access is available and off-
periods appear when the vehicle is not covered by Wi-Fi
RSUs. For TVWS transmissions, the off-periods also include
the duration when TVWS channels are occupied by incumbent
users and not available for secondary access. In this work,
we consider a discrete-time system to divide on-periods and
off-periods into constant length intervals called slots. Taking
Wi-Fi transmission as an example, we define the length of one
slot as the time required to transmit one bit of data by Wi-Fi
RSUs: l = 1/RW . Thus, an on-period with time length of T W

on

has T W
on /l slots.

Let pW
on(x) and pW

off(x) be the probability mass func-
tions (pmfs) of the duration of the on-periods and off-periods
for the Wi-Fi transmission. Generally, the distributions of
the on-off periods are affected by the characteristics of the
RSUs (e.g., the deployment density and the coverage radius)
and the mobility patterns of the vehicles. The distributions
of the on- and off-periods can be obtained by observing the
vehicle mobility traces in certain area, which leads to various
distributions in different areas. Alternatively, the distributions
can also be assumed to follow geometrical distributions for
analysis simplicity. In this work, the on- and off-periods are
assumed to be generally distributed, and the scheme proposed
in this work can be applied to the cases with any known
distributions for the on- and off-periods.

C. Fountain Coding

In this work, rateless fountain codes are used to encode files
cached in TVWS stations and Wi-Fi RSUs due to their good
computational efficiency and high flexibility and reliability.
In the following, LT (Luby Transform) codes [35], the first
proposed fountain codes, are briefly introduced and used in
our subsequent discussions and performance evaluation.

When applying LT coding, a source file fm is divided into
km source packets s1, s2, · · · , skm , each of which has a size
of αm = zm

km
, where zm is the total size of fm. Each encoded

packet is obtained from the bitwise exclusive-or (XOR) of d
randomly and independently chosen source packets, where d
is drawn from a degree probability distribution Ω(d) with 1≤
d≤km. In other words, with d obtained from Ω(d), a vector
(v1, v2,· · ·, vkm) is generated randomly satisfying vi ∈ {0, 1}
for i = 1, 2,· · ·, km and

∑i=km

i=1 vi = d. The encoded packet
is
∑i=km

i=1 visi (bitwise sum modulo 2). From any set of Km

encoded packets (Km is slightly larger than km, which will be
explained at the end of this subsection), source file fm can be
decoded with success probability 1−ε, where ε is the decoding
failure probability when receiving Km encoded packets.

Following [35], the degree distribution Ω(d) follows the
Robust Soliton Distribution. Let R≡ c

√
km ln(km

ε ) for some
suitable constant c>0 and 0<ε≤1. Define

ρ(d) =

{
1/km for d=1
1/ [d(d − 1)] for d=2, · · · , km

,

φ(d) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

R/(kmd) for d=1, · · · ,
km

R
− 1

R ln (R/ε) /km for d=
km

R

0 for d>
km

R

,

βm =
∑d=km

d=1
[ρ(d) + φ(d)]. (2)

Then we have Ω(d) = [φ(d) + ρ(d)]/βm for d = 1, · · · , km.
To ensure that the source file can be decoded with success
probability no smaller than 1−ε, at least Km =kmβm encoded
packets should be downloaded. Since

∑
d ρ(d) = 1, βm is

always larger than 1. Therefore, the improvement of caching
reliability and storage efficiency in RSUs and TVWS stations
are achieved at the expense of total storage space. Considering
that data downloading from CBSs is always available, content
files cached in the CBSs are stored without coding to avoid
unnecessary extra storage occupancy and delivery delay.
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D. Problem Formulation

In this work, content caching in HetVNet APs is investigated
to minimize the average content delivery delay. For files with
various popularities and data sizes, caching them in different
types of APs with diverse coverage ranges, transmission data
rates, and availabilities leads to distinct content delivery per-
formances. Therefore, different files are suitable to be cached
in different types of HetVNet APs, i.e., the network priority
varies for different files. In this work, we jointly consider the
file characteristics and network conditions to facilitate efficient
content caching schemes in heterogeneous APs to minimize
the average delivery delay.

Let aW
m , aT

m, and aC
m indicate the caching of file fm in Wi-Fi

RSUs, TVWS stations, and CBSs, respectively, where

aW
m =

{
1, filefmis cached in Wi-Fi RSUs

0, Otherwise
,

aT
m =

{
1, filefmis cached in TVWS stations

0, Otherwise
,

aC
m =

{
1, filefmis cached in CBSs

0, Otherwise
.

Notice that, one content file can only be cached in one type of
APs in this work for the following reasons: 1) when adopting
encoded caching, if a vehicle downloads encoded packets
of a file from multiple access networks, the HetVNet APs
need to negotiate and keep the same coding parameters to
ensure successful content decoding. However, different types
of access networks are managed by different service operators,
which are competitors in the market and do not generally
cooperate and coordinate the caching scheme; and 2) by
constraining aW

m +aT
m +aC

m ≤ 1, the storage efficiency can be
improved and more content files can be cached in the HetVNet
APs to serve more vehicular requests, which facilitates the
overall content delivery delay minimization.

The ideal case is that all the files are cached in the APs
to avoid extra backhaul delays, which however is impractical
due to limited storage capacities of the APs. Therefore, what
kind of content files should be selected for caching and where
they should be cached need to be carefully designed to reach
an overall low delay. Uncached files can be downloaded
from CBSs through backhaul links without coding. Therefore,
focusing on the minimization of the average delivery latency
for all the files in the library, we formulate our objective
function as

min
AT ,AW ,AC

∑M

m=1
pm

req

(
aW

m D
W

m + aT
mD

T

m + aC
mD

C

m

+
(
1 − aT

m − aW
m − aC

m

)
D

B

m

)
(3)

s.t.
∑M

m=1
aT

mnT
mαm ≤ CT , (3a)∑M

m=1
aW

m nW
m αm ≤ CW , (3b)∑M

m=1
aC

mzm ≤ CC , (3c)

aW
m + aT

m + aC
m ≤ 1, ∀m = 1, · · · , M, (3d)

aW
m , aT

m, aC
m ∈ {0, 1}, (3e)

where AW =
[
aW
1 , · · · , aW

m , · · · , aW
M

]
,AT =[

aT
1 , · · · , aT

m, · · · , aT
M

]
, and AC =

[
aC
1 , · · · , aC

m, · · · , aC
M

]
.

CW , CT , and CC denote the storage capacities of the Wi-Fi
RSUs, TVWS stations, and CBSs, respectively. nT

m and nW
m

are the numbers of encoded packets of file fm cached in each
TVWS station and Wi-Fi RSU, respectively. D

W

m , D
T

m, D
C

m,
and D

B

m represent the average delays of downloading file fm

from the Wi-Fi, TVWS, CBS, and backhaul transmissions,
respectively. Therefore, constraint (3a) indicates that the total
size of files cached in the HetVNet APs cannot exceed the
corresponding maximum storage capacities. Constraint (3b)
shows that one content file can be cached in at most one type
of APs.

III. AVERAGE DELIVERY DELAY ANALYSIS IN HetVNet

To design a caching policy with minimized average overall
content delivery delay, the delay performances of different
delivery options (i.e., Wi-Fi, TVWS, CBS, and backhaul
transmissions) should be analyzed. Firstly, for files encoded
and cached in Wi-Fi RSUs and TVWS stations, the coding
parameters are optimized based on the file characteristics and
network conditions. Then the PRAI transmission mode is used
to deliver the encoded packets and the corresponding average
delivery delay is analyzed. For files not cached in Wi-Fi
RSUs or TVWS stations, the delays of the CBS and backhaul
transmission will also be given.

A. Determination of Coding Parameters

Determined by the AP deployment and vehicle mobility
patterns, the distributions of the on- and off-periods for Wi-Fi
and TVWS transmissions are spatially and temporally variant.
For instance, the on-periods in urban scenarios generally
sustain longer than in rural areas due to lower vehicle velocity
and denser deployment of the APs. Targeting only on the
urban scenarios, the distributions of the on-off periods vary in
rush hours and in off-peak hours by virtue of different vehicle
densities and velocities. The information of these distributions,
however, can be gathered by monitoring vehicle mobility
traces over a certain area. Generally, the distributions of the
on-off periods might change over a day, but regularity can be
observed for the same time period (e.g., rush hours) in different
days. Without loss of generality, this work assumes that the
characteristics of the on-off service processes are known
in consequence of previous observations. In the following,
content download from Wi-Fi RSUs is taken as an example to
illustrate the impact of the on-off model on the determination
of coding parameters.

Basically, the time length of the on-periods dominates the
volume of data that can be transmitted within one coverage
area. In our coding-based caching scheme, the size of one
encoded packet is determined based on the distribution of
on-periods to ensure that most vehicles can successfully down-
load at least one packet when traveling through the RSUs’
coverage areas. To ensure that vehicles driving through a
Wi-Fi coverage area have a probability of at least pW

suc to
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Algorithm 1: Determination of Coding Parameters in
Wi-Fi Transmission
F : Set of all content files. αm: Size of one encoded
packet.

zm: Size of file fm. kW
m : Number of source packets.

KW
m : Number of encoded packets required to recover file

fm.
nW

m : Number of encoded packets cached in each Wi-Fi
RSU.

begin
for fm ∈ F do

Calculate the coding parameters αW
m and kW

m based
on Eqs. (4)∼(5).

if kW
m = 1 and αW

m = zm then
File fm has small file size and can be cached in
Wi-Fi RSUs without coding.
nW

m = 1, KW
m = 1.

else
Obtain the value of nW

m based on Eq. (6) and
calculate the value of KW

m based on analysis in
Section II-C. Let nW

m = min{nW
m , KW

m }.
end

end
Output: αW

m , kW
m , nW

m , and KW
m for any fm ∈ F .

end

successfully download at least one packet, we determine the
coding parameters kW

m and αW
m by

Pr(T W
on ≥ αW

m

RW

) ≥ pW
suc⇒

∞∑
T W

on=αW
m /RW

pW
on(T W

on ) ≥ pW
suc, (4)

where T W
on is the length of the on-period.

With any known distribution of the on-periods, we can
obtain the upper bound for the value of αW

m from (4), which is
denoted by αmax

m . Considering that the encoding and decoding
complexity of LT codes increase with the value of kW

m [32],
we choose the smallest possible value of kW

m (largest possible
value of αW

m ) as follows.

kW
m = 
zm/αmax

m � , αW
m = zm/kW

m . (5)

Since vehicles spend different amount of time within dif-
ferent coverage areas, the volume of data downloaded by the
vehicles within each RSU varies from one another. Given
that fountain codes can generate unlimited number of encoded
packets for each file, the number of packets cached in each
RSU should be carefully designed. On one hand, a small
number of cached packets gives rise to large delivery delays
for vehicles spending long time in the coverage area, since
they have to wait after downloading all the cached packets in
the RSU. On the other hand, caching storage is wasted if too
many packets are cached in each RSU while the vehicles can
never download so much data within one coverage area.

To achieve a good trade-off between delivery delay and
storage efficiency, the number of encoded packets cached in
each RSU can be determined based on service requirements.
For instance, to ensure that pW

max×100% of the vehicles can

download enough number of packets for fm within one RSU
without wasting time, each RSU should cache at least nW

m

packets:

Pr(T W
on ≤ nW

m αW
m

RW

) ≥ pW
max ⇒

nW
m αW

m
RW∑
0

pW
on(T W

on ) ≥ pW
max. (6)

With known pmf for on-periods, we can easily obtain the
values of αW

m , kW
m , KW

m , and nW
m . Note that small files (with

kW
m =1 and αW

m =zm) can be cached without coding to avoid
extra storage occupancy and delivery delay. In addition, when
the value of nW

m calculated from Eq. (6) is larger than Km,
then nW

m = KW
m since KW

m encoded packets are sufficient to
recover fm. The detailed procedure of determining the coding
parameters is given in Algorithm 1. Similar analysis can be
applied to coded caching parameter design in TVWS stations.

B. Effective Service Time

Let us define the terms service time and effective service
time (EST). Service time of a packet is the time required for
transmission without interruption. By defining the length of
one slot as the time required to transmit one bit by Wi-Fi
RSUs, the service time of fm in Wi-Fi transmission is equal
to zm slots.4 On the other hand, the EST of delivering content
file fm is defined as the time period between the slot when
the file request is generated and the end of the slot when
transmission of the Km-th packet is finished. For the Wi-Fi
and TVWS content delivery, the EST includes the periods
when content downloading is available and the time duration
when the service is interrupted. In the following, the EST
of content delivery is analyzed by taking the Wi-Fi content
downloading as an example.

Considering that content files are encoded using LT codes
and then cached in Wi-Fi RSUs, continuous-after-interruption
(CAI) transmission mode is not suitable since the encoded
data packets cached in the RSUs are different. Thus, PRAI
transmission mode is adopted in this work. When delivering an
encoded packet, if it is not finished before service interruption,
this packet will be dropped and a new encoded packet of the
same content file needs to be transmitted when the vehicle
encounters another available Wi-Fi coverage in PRAI.

Taking the illustration in Fig. 2 as an example, a vehicle
requests file fm with size zm at time t0 and content delivery
starts as soon as there is available network access at time t1.
Therefore, if the vehicle is not covered by a Wi-Fi RSU when
generating the file request, it has to wait for t1 − t0 to get
served; otherwise, t1 = t0. After successfully downloading
the first packet of fm, the transmission of the second packet
is interrupted when the vehicle leaves the Wi-Fi coverage
area. When entering the coverage area of another Wi-Fi RSU,
the second packet (not necessarily the same as the unfinished
one) needs to be re-transmitted. Thus, the EST of the second
packet is t5−t2. Correspondingly, the EST of file fm is t7−t0,

4Similarly, for TVWS transmission, we can define the length of one slot as
the time required to transmit one bit by TVWS station, and the service time
of file fm in TVWS transmission is equal to zm slots.
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Fig. 2. Effective service time illustration for PRAI transmission mode.

which includes the waiting period t0 ∼ t1 and the ESTs of
Km packets.

C. Average Delay of Wi-Fi and TVWS Delivery

Let μW
on and μW

off denote the average time length in slots
for on- and off-periods. The probability that an arbitrary slot
is an on-slot, denoted by σ, can be expressed as

σ = μW
on/

(
μW

on + μW
off

)
. (7)

For a randomly generated file request, if the vehicle is out of
the Wi-Fi service range, it has to wait for a certain time to
get served. Denoting by T W

off the length of the off-period in
slots with mean μW

off , the average waiting time slots can be
obtained by:

T
W

wait = E

⎧⎨
⎩(1 − σ) ·

T W
off∑

x=1

1
T W

off

x

⎫⎬
⎭

= (1 − σ) · E
{

1
T W

off

· T W
off (T W

off + 1)
2

}

=
(1 − σ)

2
(μW

off + 1). (8)

Denote by A the event that an on-period continues after an
on-slot. Let δ denote the probability that event A happens and
T W

on denote the duration of on-periods with mean value μW
on.

We have:

δ = Pr(A)=
∞∑

x=0

Pr(A|T W
on =x)×Pr(T W

on =x)

=
∞∑

x=0

x − 1
x

×pW
on(x) = 1−E

{
1

T W
on

}
, (9)

which can be easily calculated with known pW
on(x).

To obtain the EST of the files, we first calculate the EST of
one encoded packet. Referring to the repeat-after-interruption
mode in [36], let sW

n,�(x) denote the probability that the
remaining EST of a packet with size n bits equals x slots
given that the remaining service time is 
 slots and that the slot
preceding the remaining EST is an on-slot. Thus sW

n,�(x) = 0
for x < 
 and

sW
n,�(x) = δsW

n,�−1(x − 1)

+(1 − δ)
∑∞

j=1
pW

off(j)sW
n,n−1(x − j − 1), (10)

which is obtained based on the on-off state of the first slot of
the remaining EST.

Let SW
n,�(z) and PW

off (z) be the probability generating
functions (pgfs) of sW

n,�(x) and pW
off(x), respectively, i.e.,

PW
off (z) =

∑∞
x=1

pW
off(x)zx, SW

n,�(z) =
∑∞

x=1
sW

n,�(x)zx.

Thus, we have

SW
n,�(z) = δzSW

n,�−1(z)+(1−δ)zPW
off(z)SW

n,n−1(z),

SW
n,n(z) =

(
δz+(1−δ)zPW

off(z)
)

(δz)n−1(1−δz)

1−δz−(1−δ)zPW
off(z) [1−(δz)n−1]

. (11)

The detailed derivation of (11) can be found in Appendix.
Notice that SW

n,0(z) = 1 because if there are no more bits to
send, the downloading process ends in the current slot with
probability 1. Based on the moment-generating property of
pgf’s, the average EST (in slots) of transmitting a packet with
size n bits, denoted by T

W

n , can be obtained by

T
W

n =
dSW

n,n(z)
dz

∣∣∣∣
z=1

=
(

δ

1−δ
+δμW

off

)(
1
δn

−1
)

=
δ

1−δ

(
1 + (1−δ)μW

off

)( 1
δn

−1
)

. (12)

Thus, after waiting for T
W

wait slots, the following slot is an
on-slot which can serve one unit of data. Then, the EST of
transmitting the remaining αW

m − 1 units of the packet can be
obtained by replacing n by αW

m −1 in (12). After transmitting
the first packet, the remaining KW

m − 1 packets’ service is
preceded by an on-slot as the last slot of each packet’s service
is clearly an on-slot. Therefore, each of the remaining KW

m −1
packets has an EST of T

W

αm
slots. Thus, the average EST (i.e.,

delivery delay) of file fm, denoted by D
W

m , is expressed as:

D
W

m = (T
W

wait + 1 + T
W

αW
m −1 + (KW

m − 1)T
W

αW
m

) × l. (13)

As shown in the equation above, the EST of a content file is
determined by the on-off distribution (affected by AP distribu-
tions and vehicle mobility patterns), network capacity, and the
content file size. The same analysis procedure can be applied
when calculating D

TV

m , the average delay of downloading file
fm from TVWS stations, with different distributions of the
on-off periods and network capacities.

D. Delivery Delay of Cellular Downloading

Recall that CBSs can provide seamless coverage for driving
vehicles and uncoded caching scheme is applied for CBS
caching. When a file is not completely delivered within the
range of one CBS, a CAI transmission mode can be applied
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when a vehicle travels through multiple CBSs. With uncoded
caching and CAI transmission mode, no re-transmission is
required and the average delay of downloading a file fm

from CBSs can be expressed as D
C

m = zm/RC . Note that
the requests for content files not cached in CBSs should be
served by the CBS through the backhaul links. Without loss of
generality, CBSs are connected to the core network with wired
backhaul links. Referring to [37], one hop can be assumed for
the wired backhauls, and the average delay for transmitting
file fm with size zm through wired backhaul links is:

D
B

m = D
C

m +
((

1 + 1.28
λb

λg

)
κ

)
· (a + bzm) , (14)

where λb and λg are the densities of the CBSs and the
gateways, respectively. a, b, and κ are constants that reflect
the processing capability of the nodesz5

IV. MATCHING-BASED CONTENT CACHING SCHEME

In this section, the content placement is optimized to mini-
mize the overall content delivery delay based on the optimized
coding parameters and the average delivery delay analysis
given in Section III. Note that (3) is an ILP problem, and
the optimal solution can be obtained by using ILP algorithms,
e.g., branch and bound (B&B) algorithm. Considering the high
time complexity of the B&B algorithm, a more efficient way
to solve this problem is needed.

Construct a weighted bipartite graph G = (V , I, E), where
V is the set of content files, I is the set of HetVNet APs,
and E is the set of edges connecting vertices in V and I.
Each edge has a weight which can be defined related to the
content delivery delay as analyzed in Section III. Therefore,
the content placement problem is actually a weighted bipartite
b-matching problem, i.e., to find a subgraph A ⊂ G to
minimize the overall delay such that each vertex in A has at
most b edges. Specifically, each file has b = 1, but the values
of b for the APs are unknown for two reasons: 1) HetVNet APs
have different storage capacities; and 2) caching different files
in the same AP requires different storage sizes. Therefore, b-
matching algorithms are not suitable for the content placement
optimization. In this work, we adopt the idea of the SA model
and apply GS-based stable matching algorithm to allocate
content files to the HetVNet APs.

A. Complexity Analysis

As stated above, the optimal solution to the caching place-
ment problem can be found by applying B&B algorithm.
Although the B&B algorithm is guaranteed to find the optimal
solution, its worst-case time complexity is as high as that
of brute-force exhaustive search. In this work, considering
that each file has four possible states (i.e., cached in Wi-Fi
RSUs, TVWS stations, CBSs, or uncached), the worst-case
complexity of the B&B algorithm is O(4M ), where M is the
total number of content files. Although the practical searching
times is not as large as 4M in most cases, and the average
complexity of the B&B algorithm can be reduced to be

5The exact values of the above parameters can be obtained through fitting
using real measurements, which goes beyond the scope of our paper.

polynomial under some conditions, there is no complexity
guarantee and the effectiveness of B&B is still limited by
the potential exponential growth of the execution time as a
function of problem size.

SA model solves the matching between students and col-
leges which have limited quotas, based on the two-sided
preferences. By adopting the SA model in this work, we can
map the content files to be the students and the APs to be the
colleges. The content placement problem in this work can then
be formulated as a many-to-one matching problem between
the files and the HetVNet APs. That is, one file can only be
cached in one type of APs, while one type of APs can cache
multiple files up to its quota (i.e., storage capacity). Then,
the GS algorithm can be leveraged to solve this matching
problem with much lower time complexity, which is O(4×M).

B. Preference Lists

The matching between files and the caching APs is
processed based on the two-sided preferences. The construc-
tion of the preference lists can significantly affect the matching
results and further the caching performance gain. Basically,
the two-sided preference lists should be defined highly related
to, but not always exactly the same as our optimization
objective. In this work, a multi-objective construction of the
preference lists is considered, by using two different metrics
when designing the preference lists for content files and the
APs.

Considering that our optimization objective is to minimize
the overall delivery delay for all files, the preferences of
content files over the HetVNet APs can be measured by the
average delivery delay. Specifically, file fm’s preference over
the APs is expressed as

Pfiles(fm, I) = D
I

m, (15)

where I refers to different ways to download file fm, i.e., Wi-
Fi RSUs, TVWS stations, and CBS transmissions. In other
words, Pfiles(fm, Wi-Fi) = D

W

m , Pfiles(fm, TVWS) = D
T

m,

and Pfiles(fm, CBS) = D
C

m. Basically, it is preferred that a
content file is cached in the type of APs leading to the lowest
delivery delay. Thus, by sorting the elements in Pfiles(fm, I)
in ascending order, the first type of APs in fm’s preference
list is the one that leads to the minimum delay.

When designing the preference lists for the APs, however,
we do not prioritize the content files based on the delivery
delay. Since the content delivery delay is largely dependent on
file size, the delay oriented preference would let all APs prefer
to cache files of smaller size rather than higher popularity. To
address this issue, in this work, we define a new metric to rank
the files based on file popularity and the volume of data that
can be offloaded from the backhaul traffic. In other words, APs
prefer to cache files with higher probability to be downloaded
from them and with larger requested data size. By caching
this kind of files, the APs can leverage their storage capacities
more efficiently and offload more traffic with lower delivery
latency. Thus, the APs ’ preferences over file fm are measured
by

PI(I, fm) = pm
req · αI

m · KI
m, (16)
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Algorithm 2: Matching-Based Caching Optimization
Algorithm
F : Set of all the content files. zm: Size of content file
fm. Fu: Set of unmatched content files.

CT , CW , CC : Storage capacities of the Wi-Fi RSUs,
TVWS stations, and CBSs, respectively.

aW
m , aT

m, aC
m: Indicators showing the caching of file fm in

RSUs, TVWS stations, and CBS, respectively.
Pfiles(fm, I): Preference lists of content files.
PI(I, fm): Preference lists of HetVNet APs.

begin
Initialize Fu = F .
repeat

for fm ∈ Fu do
Propose to the first type of APs I in its
preference list Pfiles(fm, I).

Set aI
m = 1 (aI

m ∈ {aW
m , aT

m, aC
m}) and remove

I from Pfiles(fm, I).
end
for I ∈ Wi-Fi RSUs, TVWS stations, CBSs do

Sm
I,req = zm if I is CBS; otherwise,
Sm

I,req = αI
m · nI

m.
if
∑

m∈F (aI
m · Sm

I,req) ≤ CI then
I keeps all the proposed content files and
removes accepted files from Fu.

else
I keeps the most preferred files under
storage capacity constraint and rejects the
rest; Remove these accepted files from Fu.

For the rejected files, set aI
m = 0 and add

them into Fu.
end
CI,remain = CI −∑m∈F(aI

m · Sm
I,req)

end
until Fu = ∅ or CI,remain ≤ min

fm∈Fu

Sm
I,req, ∀I;

Output: aW
m , aT

m, and aC
m for any fm ∈ F .

end

where the definition of I is the same as in (15). Thus,
by sorting the elements in PI(I, fm) in descending order,
the first file in each type of APs’ preference list is file fm

leading to the maximum average offloading data size.

C. Matching-Based Content Placement Policy

In this subsection, we illustrate the caching placement
scheme in HetVNet with on-off service model. The details
are summarized in Algorithm 2. Firstly, for every content
file fm, the average delay performance is analyzed for all
the HetVNet APs, based on which the preference lists are
constructed as discussed in (15) and (16). After that, the GS
algorithm is exploited to solve the SA-based many-to-one
matching problem between the content files and the APs. The
matching process can be described as follows:

Step 1: Each content file proposes to its current most
favorite caching APs and then removes this type of APs from
its preference list.

Algorithm 3: Overall Process of the Proposed
Matching-Based Caching Scheme

begin
Step 1: Determine the coding parameters according to
Algorithm 1.

Step 2: Analyze the content delivery delay of the
coded caching scheme in HetVNets with service
interruption based on Sections III-C and III-D.

Step 3: Construct multi-objective two-sided
preference lists based on Section IV-B.

Step 4: Optimize content placement according to the
matching-based algorithm in Algorithm 2.

end

Fig. 3. Simulation settings.

Step 2: Each type of APs check all the received proposals
from the files, including both the new proposals and those
accepted in former iterations, and then accept the most pre-
ferred files within the storage capacity constraint and reject
the rest.

Step 3: For all the rejected files, go to Step 1. The matching
process terminates when all the files are successfully cached
or all the APs’ storage capacities are occupied.

As a summary, Algorithm 3 shows the overall process
of our proposed matching-based content caching optimization
scheme with on-off service model.

V. PERFORMANCE EVALUATION

A. Simulation Setting

We conduct simulations based on the real scenario of
University of Waterloo campus. The campus map is shown
in Fig. 3a and the main roads are drawn in Fig. 3b. Without loss
of generality, we assume that vehicles in the target region can
always access to the CBS, which is marked as the pink triangle
in Fig. 3b. Blue circles in Fig. 3b represent the coverage areas
of five Wi-Fi RSUs, and the red circles are the coverage areas
of three TVWS stations. To simulate vehicle traffic, we use
VISSIM simulation tool to generate the traffic of 200 vehicles
in the campus scenario. The size of the content files is within
the range of [0 MB, 1000 MB]. The file popularity follows
Zipf distribution with exponent ξ = 0.7. The default values
of main simulation parameters are listed in Table II unless
otherwise specified.

Recall that we assume known distributions of the on-off
periods in this work. Considering that the time length of the
on-off periods might not follow any well-known distributions
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TABLE II

SIMULATION PARAMETERS

(e.g., exponential distribution and normal distribution) in prac-
tice and hence a general distribution is assumed for the on-off
service models. In our simulation, based on the mobility traces
generated by VISSIM and the deployment of the APs, we can
easily obtain the time vehicles spend in each kind of APs,
thus distributions of the on-off periods can be acquired. For
instance, our simulation uses Matlab to process the vehicle
trace files, and the distributions of the on-off service periods
for TVWS transmission are shown in Fig. 4. Note that the
time length of the on- and off-periods is affected by factors
including, but not limited to the distance between the TVWS
stations, the road layout, and the average vehicle velocity.
Therefore, the distributions vary in different target regions with
various AP deployments. Simulations in this work leverage
the on-off TVWS service time distributions in Fig. 4, and the
on-off Wi-Fi service time distribution can be obtained in a
similar way. However, the caching scheme proposed in this
work can be applied to scenarios with any other well-known
distributions for the on-off periods.

To evaluate the delay performance, we monitor all vehicles
in the target region, which generate content requests based on
the file popularity distribution. Then a vehicle is randomly
chosen at a random time instant and its data downloading
performance is observed. All the following simulation results
are averaged over 1000 trials.

B. Tradeoff Between Delay Performance and Complexity

Fig. 5 shows the impact of the number of content files
on the achievable delay performance6 and complexity of the
algorithms. In addition to the B&B and our matching-based
algorithm, one evolutionary algorithm, the particle swarm
optimization (PSO) algorithm, is also included in the per-
formance comparison to further illustrate the effectiveness
and efficiency of our proposed scheme. Intuitively, with more
content files in the network, the delivery delay per unit data
and the time complexities of all the three algorithms increase.
As shown in Fig. 5a, the delivery delay increases because
more files need to be fetched from backhaul transmission due

6Given that overall content delivery delay is dominated by file sizes, average
delay per unit data (sec/bit), which is the ratio of the overall delay defined in
(3) over the total size of the requested data, is adopted in the simulation to
better illustrate the content delivery delay performance.

Fig. 4. Distributions of on-off periods for TVWS transmission.

to limited storage capacities. The delay performance of the
B&B algorithm outperforms that of the GS matching-based
algorithm, while the performance gap is insignificant. On
the other hand, comparing to the B&B algorithm which has
exponentially increased complexity over the network size,
the GS-based matching algorithm is significantly less time-
consuming, which can be seen in Fig. 5b, especially when the
system scales. The PSO algorithm, as shown in the figure,
achieves larger delivery delay with longer simulation time
when compared with the proposed matching-based algorithm.
The delay performance of the PSO algorithm can be further
improved, while the corresponding simulation time will also
increase significantly. Therefore, the proposed algorithm is a
favorable choice to reduce the time complexity with modest
delay performance loss, especially in complex or heteroge-
neous networks with a large number of files.

C. Impact of File Size

Fig. 6 shows the impact of file size on the average delay
performance of downloading files from Wi-Fi RSUs, TVWS
stations, CBS, or backhaul transmission. Since the average
transmission rates of CBS and backhaul delivery are mainly
dominated by the number of vehicles sharing the spectrum and
the deployment of the CBSs, the average delays of these two
kinds of transmissions keep unchanged with increasing file
size, as shown in Fig. 6. The average delays per unit data for
Wi-Fi and TVWS transmissions decline with larger file size,
and the former has better delay performance than the latter.
For small-size files, Wi-Fi and TVWS transmissions have poor
delay performance. The reason is that, when compared to the
average waiting time, the required service time for small files
plays a minor part in the EST in our on-off service models,
therefore leading to a large delay per unit data. When file size
grows, an increasing part of the EST comes from the service
time rather than the time wasted in waiting for service. Finally,
the average delay per unit data converges to a constant value
which is determined by the average Wi-Fi/TVWS transmission
rate and the ratio of the average time length of on-periods over
that of the off-periods. Therefore, it is advisable that small
files (e.g., texts or pictures) are cached in the CBS without
coding, while large files such as movies and high definition
maps should be encoded into packets and cached in Wi-Fi
RSUs or TVWS stations to achieve performance improvement.

D. Coded Caching vs. Uncoded Caching

Recall that content files are encoded and cached in the
Wi-Fi RSUs and TVWS stations. If the transmission of an
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Fig. 5. Delay and complexity performance comparison between B&B, PSO, and GS matching algorithms.

Fig. 6. Average delay per unit data vs. file size.

encoded packet is interrupted when vehicles move out of
the coverage area, a PRAI transmission mode is adopted
as explained in Section III-B. In contrast, uncoded caching
scheme indicates that files are cached entirely in the APs
and the CAI transmission mode can be applied when the
vehicle travels through multiple APs. With uncoded caching
and CAI transmission mode, one may naively believe that
the delivery delay can be reduced since no re-transmission
is required. However, uncoded caching leads to low storage
efficiency especially for large files, which further affects the
overall delay and offloading performance. Therefore, in this
subsection, we compare the performances of the coded caching
and uncoded caching schemes to dispel any wishful thinking.

Similar to the analysis in Section III-C, the EST of trans-
mitting a file with size zm by using the CAI transmission
mode is analyzed as follows (taking Wi-Fi transmission as an
example). Given that the slot preceding the effective service
time is an on-slot, the probability that the EST of a packet of
length n bits equals 
 slots is:

sW,CAI
n (
) = δsW,CAI

n−1 (
 − 1)

+ (1 − δ)
∑∞

j=1
pW

off (j)sW,CAI
n−1 (
 − j − 1), (17)

The corresponding pgf of sW,CAI
n (
) is:

SCAI
n (z) =

[
δz + (1 − δ)zPW

off (z)
]
SCAI

n−1 (z)

⇒ SCAI
n (z) =

[
δz + (1 − δ)zPW

off (z)
]n

(18)

Therefore, the EST of transmitting a file with size zm in CAI
mode is:

D
W, CAI
m =

(
T

W, CAI
wait +1+

dSCAI
αm−1(z)

dz

∣∣∣∣
z=1

)
×l

=

(
(1−σ)μW

off

2
+1+(zm−1)

[
1+(1−δ)μW

off

])×l.

(19)

In Fig. 7, we compare the delay and offloading perfor-
mances of coded and uncoded content caching schemes.
As shown in Fig. 7a, the average delay per unit data for both
caching schemes increases with more content files, because
more files need to be retrieved by backhaul transmissions
due to limited storage capacities of the HetVNet APs. It is
worth noting that when the number of files is large enough
(≥ 50), coded caching scheme outperforms the uncoded
scheme in terms of overall average delay, since the former
can cache more content files in the APs due to higher storage
efficiency.

Define offloading ratio as the ratio of the data volume down-
loaded without going through backhaul links over the overall
requested data volume. As shown in Fig. 7b, the offloading
ratio performances of the coded and uncoded caching schemes
are identical when there are less than twenty files, since the
HetVNet APs can successfully cache all the files. With increas-
ing number of files, a smaller portion of files can be cached
in the APs for uncoded caching scheme, leading to higher
probability of backhaul downloading and lower offloading
ratio. On the other hand, despite the decline of offloading
ratio, the coded caching scheme has significant advantage
in terms of offloading performance when compared with the
uncoded scheme. Stemming from the above observations,
uncoded caching is preferred in scenarios with small number
of content files, while coded caching scheme is more suitable
when network scales to achieve better delay and offloading
performances.

E. Single-Access-Based Caching vs. Multi-Access-Based
Caching

In the proposed caching scheme, one file is allowed to
be cached in only one type of APs to improve caching
storage efficiency without requiring the cooperation among
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Fig. 7. Delay and offloading performance comparison for coded caching and uncoded caching schemes.

Fig. 8. Cache hit rate, delay, and offloading performance comparison between the proposed scheme and multi-access-based caching scheme.

Fig. 9. Cache hit rate, delay, and offloading performance comparison between the proposed scheme and popularity-based caching schemes.

different access networks. Intuitively, for the cached files,
the delivery delay can be further reduced if they are stored
in all the APs such that the vehicles can get served within
any access network coverage. However, whether the over-
all delay performance can be improved remains unknown.
In this subsection, we compare the proposed caching scheme
with the case where the files are encoded and cached
in all the APs, named as the “Multi-Access Caching”, to
reveal insights on the suitability of these two types of
caching schemes in different scenarios. Notice that, in “Multi-
Access Caching” scheme, the files are encoded with the
same coding parameters (i.e., in Algorithm 1, let αm =
min{αW

m , αT
m} and km = zm/αm, then nI

m and KI
m (I refers

to Wi-Fi RSUs, TVWS stations, or CBSs) can be calculated
accordingly.).

In Fig. 8, we provide the performance comparison between
the proposed scheme and the “Multi-Access Caching” scheme

with different caching storage ratio.7 With increasing storage
capacities of the HetVNet APs, both caching schemes achieve
better cache hit rate, delivery delay, and offloading perfor-
mances. As shown in Figs. 8(a) and 8(c), the proposed scheme
can effectively cache files in different APs and has a high
cache hit rate and offloading ratio. On the other hand, when
adopting the “Multi-Access Caching” scheme, much fewer
content files are cached in the HetVNet APs and offloaded
from the backhaul transmission since each cached file occupies
substantial caching storage. Although the cached files can be
downloaded faster in the “Multi-Access Caching” scheme,
the overall delivery delay performance is unsatisfactory due to
the substantial backhaul transmission when the caching storage
capacity is limited. Nevertheless, the “Multi-Access Caching”

7All the APs are assumed to have the same storage capacity, and the caching
storage ratio is the ratio of the storage capacity of one AP over the total size
of all the content files.
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scheme outperforms the proposed scheme in terms of overall
delivery delay when the storage capacity is large enough, e.g.,
when the cache size of each AP is no less than 0.9 of the total
size of all the files as shown in Fig. 8b. To summarize, the
“Multi-Access Caching” scheme is a favourable choice when
the storage capacity is sufficiently large, while the proposed
scheme works well in general cases with limited caching
resources.

F. Performance Comparison With Popularity-Based Caching
Schemes

In this subsection, we compare our proposed caching
scheme with the popularity-based caching schemes. In par-
ticular, the popularity-based schemes prioritize and cache the
files based only on file popularity. As shown in Fig. 9, we use
‘Popularity’ to denote the popularity-based caching schemes.
In addition, ‘Wi-Fi > TVWS > CBS’ denotes that content
files are cached in the Wi-Fi RSUs with the highest priority,
i.e., the most popular content files are first cached in Wi-Fi
RSUs until reaching the caching capacity, then in the TVWS
stations, and the CBSs have the lowest priority. ‘TVWS >
Wi-Fi > CBS’ and ‘CBS > Wi-Fi > TVWS’ are defined in
a similar way. In addition to the average delay and offloading
performance, the cache hit rate8 is also considered to further
compare the performance of the proposed algorithm and the
popularity-based algorithms.

As shown in Fig. 9, with a small number of content files,
all the files can be cached in the APs, which means that the
cache hit rate and offloading ratio are both equal to 1 for
all the algorithms. When the number of files increases, more
files need to be retrieved from backhaul links, thereby leading
to lower cache hit rate, longer delivery delay, and lower
offloading ratio for all the algorithms. As shown in Fig. 9a,
the popularity-based schemes have higher cache hit rate than
the proposed scheme since the former ones only cache the
most popular files. On the other hand, in addition to the file
popularity, the proposed scheme also takes file size, vehicle
mobility, and network characteristics into consideration to
wisely cache different types of files in the APs. Therefore,
the proposed scheme presents better delay and offloading
performances as shown in Figs. 9b and 9c.

VI. CONCLUSION

In this paper, we have investigated content caching in
HetVNet APs to provide enhanced and diversified wireless
network access for moving vehicles and reduce delivery
delay, by considering the impact of factors including file
popularity, vehicle mobility, network service interruption, and
storage capacities of the APs. Specifically, we have pro-
posed a matching-based scheme with multi-objective two-
sided preference lists to optimize the content placement prob-
lem. Simulation results have validated the effectiveness of the
proposed content caching scheme, which can further provide
an insight into the optimization of content sharing in different
network conditions. This work provides a theoretical basis

8The cache hit rate is defined as the ratio of the number of cache hit in all
the APs’ caches to the overall number of vehicular content requests.

for future studies related to content caching in heterogeneous
networks, e.g., the emerging space-air-ground integrated net-
work (SAGIN), which is a specific HetNet involving satellites,
UAVs, and ground devices. For the future work, we will further
investigate the design of cooperative caching schemes where
content files are delivered with cooperation among different
types of APs in various types of HetVNets to further improve
the delivery performance.

APPENDIX

According to Eq. (13), the pgf of sW
n,�(x) is

SW
n,�(z)

=
∞∑

x=1

δsW
n,�−1(x − 1)zx

+
∞∑

x=1

(1 − δ)
∞∑

j=1

pW
off(j)sW

n,n−1(x − j − 1)zx

= δz

∞∑
x=0

sW
n,�−1(x)zx

+ (1 − δ)z
∞∑

x=1

∞∑
j=1

pW
off (j)zjsW

n,n−1(x − j − 1)zx−j−1

= δzSW
n,�−1(z) + (1 − δ)zPW

off (z)SW
n,n−1(z).

For notational simplicity, let ζ = (1− δ)zPW
off(z). Thus we

have SW
n,�(z) = δzSW

n,�−1(z) + ζSW
n,n−1(z).

By substituting different values for 
, we have:
• � = n : SW

n,n(z) = δzSW
n,n−1(z) + ζSW
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⇒ SW

n,n(z) = (δz + ζ)SW
n,n−1(z);
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⇒ SW
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• � = n − 3 : SW
n,n−3(z) = δzSW

n,n−4(z) + ζSW
n,n−1(z)

⇒ SW
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· · ·
By deductive proof, we have
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