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#### Abstract

In device-to-device (D2D) underlaying vehicle-tovehicle (V2V) communications, radio resource blocks (RBs) are allocated to primary cellular users, which yields sub-optimal rates and a long access latency for secondary D2D-enabled vehicles. This work investigates a joint radio resource and power management (RRPM) problem for secure cellular underlaying V2V communications, where cellular users and vehicles have the same priority, giving vehicles more opportunities to access the RBs. Specifically, we aim to maximize secrecy rates of V2V channels under the condition that eavesdropper has an adaptive receiving detection vector to maximize the received signal-to-interference-plus-noise ratio (SINR) from vehicles. For a single pair of a vehicle and a cellular user, the closed-form optimal power allocation expressions are derived for the interference-limited scenario and the noise-limited scenario, respectively. Moreover, for multiple pairs of vehicles and cellular users, a 3-partite hypergraph based 3-dimensional matching approach is proposed to solve a mixed-integer and non-convex problem, which achieves a near-optimal result with an $O\left(n^{4}\right)$ time complexity. Simulations in different scenarios show that the secrecy rate of the proposed scheme can be improved by $50 \%$ if compared to existing schemes.
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## I. Introduction

WITH the technological advancement in connected and autonomous vehicles, intelligently connected vehicles (ICVs) are expected to be equipped with sensors, automotive controllers and actuators, and use advanced network and communication technologies to exchange driving, sensing, and cooperative information among vehicles for autonomous driving [1]-[3].

Legacy solutions for V2V communications are based on adhoc technologies such as IEEE 802.11p standard, where a total 75 MHz bandwidth with seven sub-carriers in $5.85-5.925 \mathrm{GHz}$ bands is allocated on physical layer. Each sub-carrier is medium-access-controlled by carrier-sense multiple access (CSMA) [4], and thus the V 2 V devices should wait for idle channels, which may be rare in rush hours. In order to satisfy the quality of service (QoS) requirements of massive access and different services in ICV networks, 3GPP Release 15 presents a baseline mode for V2V communications [5]. Specifically, the underlaying device-to-device (D2D) technologies are the enablers for the V2V physical layer architecture, in which the uplink spectrum of cellular networks allocated to cellular user equipments (CUEs) is shared with vehicle user equipments (VUEs) [6]. Benefited from the global deployment and wide spectrum band of 5 G systems, the coverages and physical layer resources of vehicular communications will be expanded dramatically. Following the 3GPP standard, plenty of researches have been conducted to investigate D2D-based V2V communications with radio resource allocation to address the issues on underlay-induced interference and performance improvement. The radio resource allocation schemes usually include RB assignment and power allocation [6]-[11].

In V 2 V communications, confidentiality of transmitted information should be guaranteed as the leakage of driving information may cause serious consequences, such as malicious tracing, property loss, and driver casualties [12]-[15]. In IEEE 802.11 p based V2V communications, message confidentiality is guaranteed via symmetric key agreement after time-consuming vehicle authentication processes [4]. In the 3GPP standard, the upper layer cryptographic protocols and complicated secret key managements are centrally controlled by the authentication, authorization, and accounting (AAA) servers, which require
certificate managements, deployment of trusted third-parties and tamper-proof devices, and complex cryptographic computations [16]-[18]. In addition, cryptographic schemes cause extra latency due to centralized cryptography managements and complex cryptographic computing, and therefore they are not suitable for latency-critical ICV networks. As an important security mechanism, physical layer security achieves confidentiality via random characteristics of wireless medium, and can be implemented in a relatively efficient manner without cryptographic methods, which has received intensive research interests in ICV networks [19]-[21].

Recently, physical layer security based D2D communications has been studied in a large-scale cellular network. If underlaying D2D is used for secure communications without sophisticated resource managements, cellular system performance may be severely degraded because of underlay-induced interference. Power and RB allocation schemes were proposed for secrecy rate maximization of D2D links, where interference between cellular devices and D2D devices is limited at a low level [22]. On the contrary, underlay-induced interference with some delicate interference management can work as cooperative jamming to prevent eavesdroppers from wiretapping cellular links. Thus, Wang et al. improved channel capacities of D2D links and provided secure transmission for cellular users with the help of the interferences from D2D users [23]. Shen et al. designed a mode selection scheme, where each D2D pair can switch between the underlay and overlay modes according to different communication and security requirements [24]. Zhang et al. used a coalition algorithm to solve an RB sharing problem between D2D devices and cellular users to improve the sum secrecy rate in D2D links [25]. Zhang et al. made an effort to safeguard D2D-based V2V communications via physical layer security, where a Kuhn-Munkres (KM) algorithm was proposed to establish RB reuse pair of CUE and VUEs [26]. However, these physical layer security-aimed D2D technologies [22]-[26] are not suitable for secure ICV networks. That is because in traditional D2D-underlaying cellular networks, D2D transmissions are secondary with respect to cellular transmissions, where RBs are pre-allocated to CUEs and the resource allocation to D2D users that causes excessive interference to the CUEs is not allowed. Such a secondary D2D resource allocation may lead to two consequences. First, V2V pairs should wait for extra time if RBs are not free, leading to an extra delay, which is critical in delay-sensitive ICV applications. Second, the RB allocation is managed for CUEs and cannot achieve a global optimization on the tripartite allocation among CUEs, VUEs, and RBs. Therefore, we want to transform the traditional "primary" and "secondary" D2D mode to a new "primary" and "primary" D2D-V2V mode, in which RBs are not pre-allocated to CUEs, and thus RB allocation can be globally optimized based on the requirements of CUE rates and VUE secrecy rates, as shown in Fig. 1. This new concept is heuristic and has been accepted for cache optimization in D2D data dissemination [27], [28].

In this article, we propose a joint radio resource and power management (RRPM) scheme for secure ICV networks under strict latency and secrecy rate requirements. Specifically, the contributions of this article are summarized as follows.


Fig. 1. Traditional "primary CUEs and secondary VUEs" mode and the proposed "primary CUEs and primary VUEs" mode, where RBs, i.e., $B_{1}$ and $B_{2}$ are per-allocated to CUEs in "primary CUEs and secondary VUEs" mode, whereas resource allocation in "primary CUEs and primary VUEs" mode treats both CUEs and VUEs equally.

1) We formulate an optimization problem for maximizing CUEs' capacities and VUEs' secrecy rates in Rician channels, which is the first work to treat CUEs and VUEs with the same RB priority for secure ICV networks. The joint RB allocation and transmission power optimization problem is a mixed-integer nonlinear optimization problem and is non-convex.
2) We use a 2-step strategy to transform the original problem to power allocation for a single CUE-VUE pair and RB allocation for multiple CUE-VUE pairs. The first step solves the power allocation problem in the interferencelimited scenario and the noise-limited scenario, respectively, where closed-form power allocation expressions are deduced. In the general scenario, we use convex optimization and a one-dimensional searching algorithm to solve the power allocation problem. Then, we generate a 3-partite hypergraph based on the results of the first step, and propose a 3-dimensional matching algorithm on the 3-partite hypergraph to allocate RBs for multiple CUEs and VUEs.
3) We consider a scenario, where a multiple-antenna eavesdropper uses an adaptive receiving detection (ARD) vector for signal reception, with which the eavesdropper aims to maximize wiretap SINR from vehicles to impair the secrecy rates of V2V channels. The solution obtained from the optimization problem helps to avoid the secrecy outage if the eavesdropper uses the multiple antennas.
The notations used in this article are defined in the sequel. Bold uppercase letters denote matrices and bold lowercase letters denote column vectors. $\mathbf{A}^{\dagger}$ represents the Hermitian transpose of $\mathbf{A} . \mathbf{I}_{a}$ is an identity matrix with its rank $a \cdot \mathcal{C N}(\mu, \Gamma)$ is a complex normal (or Gaussian) variable with its mean $\mu$ and


Fig. 2. A wiretap channel model in D2D-based V2V communications with 2-D structured RBs.
variance $\Gamma .(\mathbf{x})^{-1}$ is an inverse function of $\mathbf{x} .|\mathbf{x}|$ is the Euclidean norm of $\mathbf{x} . \mathrm{E}[\cdot]$ is an expectation operator. $\ln (\cdot)$ is the natural logarithm with the base $e$.

## II. System Model

## A. System and Channel Models

Let us consider a single cell network, which includes $M$ CUEs, denoted by $\mathcal{M}=\{1,2, \ldots, M\}$, and $N$ VUEs, denoted by $\mathcal{N}=\{1,2, \ldots, N\}$, where CUEs and VUEs share uplink radio resources. Both CUEs and VUEs are equipped with single antenna, while BS has $N_{r}$ antennas and an eavesdropper (Eve) has $N_{e}$ antennas. In this scenario, the available resources have a 2-D structure in frequency and time domains, as shown in Fig. 2, where the whole uplink spectrum is partitioned into $F$ subcarriers, defined as $\mathcal{F}=\{1,2, \ldots, F\}$. A similar D2D scenario was assumed in [6], [30]. Investigations in [31], [32] showed that both vehicular and cellular channels are assumed to be Rician slow-fading channels, whose channel state information (CSI) is constant within the coherence time. The Rician channel model is a probabilistic model based on the assumption that there are a large number of statistically independent reflected and scattered paths. Also, a fixed line-of-sight path exists in addition to reflected and scattered paths. We define $\mathcal{T}=\{1,2, \ldots, T\}$ as a set of time domain RB indices, where $T$ is an access latency constraint for V 2 V communications, which should be smaller than the coherence time. Hence, the set of RB indices is denoted as $\mathcal{R}=\mathcal{F} \times \mathcal{T}=\{1,2, \ldots, R\}$, where $R=F \times T$. Assume that each CUE uses one of the RBs to communicate with BS. Similarly, each VUE uses one of the RBs to communicate with another vehicle. However, an RB can be reused by a pair of CUE and VUE. The reuse will bring in interferences between vehicular and cellular links.

Assume that the $m$ th CUE, i.e., $U_{m}$, and the $n$th VUE, i.e., $V_{n}$, share the $i$ th RB, i.e., $B_{i} . U_{m}$ communicates with BS while $V_{n}$ communicates with its destination vehicle $V_{\mathrm{tar}, n}$, and thus intra-cell interference occurs in these reused RBs. In general, the interference channel between $U_{m}$ and $V_{\mathrm{tar}, n}$ is defined as $h_{m n, i}$, and the interference channel between $V_{n}$ and BS is denoted by an $N_{r} \times 1$ vector, i.e., $\mathbf{h}_{n b, i}$. In cellular communications, an $N_{r} \times 1$ vector, i.e., $\mathbf{h}_{m b, i}$, represents the cellular channel between $U_{m}$ and BS. In vehicular communications, vehicular channel between $V_{n}$ and $V_{\mathrm{tar}, n}$ is defined as $h_{n, i}$. Eve creates
two channels, including an interference channel between $U_{m}$ and Eve, defined by an $N_{e} \times 1$ vector, i.e., $\mathbf{h}_{m e, i}$, and a wiretap channel between $V_{n}$ and Eve, defined by an $N_{e} \times 1$ vector, i.e., $\mathbf{h}_{n e, i}$.

Here, assume all CSIs are available to BS and Eve, and the channels between CUEs and BS have been protected by AAA servers. We focus only on the V 2 V confidential transmission.

Within a given time period, $B_{i}$ is shared by $V_{n}$ and $U_{m}$. $V_{n}$ transmits signal $v_{i}$ to its receiving vehicle $V_{\text {tar, } n}$, while $U_{m}$ uses the same RB to send signal $x_{i}$ to BS. The received signals at $V_{\mathrm{tar}, n}$ and BS, i.e., $y_{n, i}$ and $\mathbf{y}_{b, i}$ are

$$
\begin{align*}
& y_{n, i}=h_{n, i} v_{i}+h_{m n, i} x_{i}+n_{n, i}  \tag{1}\\
& \mathbf{y}_{b, i}=\mathbf{h}_{m b, i} x_{i}+\mathbf{h}_{n b, i} v_{i}+\mathbf{n}_{m b, i}, \tag{2}
\end{align*}
$$

where

$$
\begin{align*}
& h_{n, i}=a_{n, i} \sqrt{\frac{k_{n, i}}{1+k_{n, i}}}+\hat{h}_{n, i} \sqrt{\frac{1}{1+k_{n, i}}}  \tag{3}\\
& h_{m n, i}=a_{m n, i} \sqrt{\frac{k_{m n, i}}{1+k_{m n, i}}}+\hat{h}_{m n, i} \sqrt{\frac{1}{1+k_{m n, i}}}  \tag{4}\\
& \mathbf{h}_{m b, i}=\alpha_{m b, i}\left(\mathbf{a}_{m b, i} \sqrt{\frac{k_{m b, i}}{1+k_{m b, i}}}+\hat{\mathbf{h}}_{m b, i} \sqrt{\frac{1}{1+k_{m b, i}}}\right)  \tag{5}\\
& \mathbf{h}_{n b, i}=\alpha_{n b, i}(\mathbf{a} n \tag{6}
\end{align*}
$$

Here, $\hat{h}_{n, i}$ and $\hat{h}_{m n, i}$ are independent and identically distributed (i.i.d.) circular complex Gaussian random variables obeying $\mathcal{C N}(0,1) . \hat{\mathbf{h}}_{m b, i}$ and $\hat{\mathbf{h}}_{n b, i}$ are $N_{r} \times 1$ i.i.d. circular symmetric complex Gaussian random vectors obeying $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{N_{r}}\right) . k_{n, i}$, $k_{m n, i}, k_{m b, i}$, and $k_{n b, i}$ are Rician fading factors. $a_{n, i}$ and $a_{m n, i}$ are deterministic complex constants containing the line-of-sight components of $h_{n, i}$ and $h_{m n, i} . \mathbf{a}_{m b, i}$ and $\mathbf{a}_{n b, i}$ are deterministic $N_{r} \times 1$ complex vectors containing the line-of-sight components of $\mathbf{h}_{m b, i}$ and $\mathbf{h}_{n b, i}$ [33]. $v_{i}$ is the confidential signal from $V_{n}$ encoded by Wyner coding [34], and $x_{i}$ is the common signal from $U_{m}$, which satisfy the total power constraints as

$$
\begin{equation*}
\mathrm{E}\left[\left|v_{i}\right|^{2}\right] \leq P_{n}^{\text {sum }}, \quad \mathrm{E}\left[\left|x_{i}\right|^{2}\right] \leq P_{m}^{\text {sum }} \tag{7}
\end{equation*}
$$

where $P_{n}^{\text {sum }}$ and $P_{m}^{\text {sum }}$ are the powers of $V_{n}$ and $U_{m} . n_{n, i}$ is an additive white Gaussian noise (AWGN) variable with $\mathcal{C N}(0,1)$, and $\mathbf{n}_{m b, i}$ is an AWGN vector obeying $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{N_{r}}\right)$. We consider the large-scale fading effect in cellular channels by setting the large-scale fading factor of $\mathbf{h}_{m b, i}$ as $\alpha_{m b, i}$, and the large-scale fading factor of $\mathbf{h}_{n b, i}$ as $\alpha_{n b, i}$, respectively.

At the same time, Eve with $N_{e}$ antennas wiretaps the signals from $V_{n}$, such that the received signal at $V_{e}$, i.e., $\mathbf{y}_{e, i}$, can be expressed as

$$
\begin{equation*}
\mathbf{y}_{e, i}=\mathbf{h}_{n e, i} v_{i}+\mathbf{h}_{m e, i} x_{i}+\mathbf{n}_{n e, i} \tag{8}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{h}_{n e, i} & =\mathbf{a}_{n e, i} \sqrt{\frac{k_{n e, i}}{1+k_{n e, i}}}+\hat{\mathbf{h}}_{n e, i} \sqrt{\frac{1}{1+k_{n e, i}}},  \tag{9}\\
\mathbf{h}_{m e, i} & =\mathbf{a}_{m e, i} \sqrt{\frac{k_{m e, i}}{1+k_{m e, i}}}+\hat{\mathbf{h}}_{m e, i} \sqrt{\frac{1}{1+k_{m e, i}}} . \tag{10}
\end{align*}
$$

Here $\hat{\mathbf{h}}_{n e, i}$ and $\hat{\mathbf{h}}_{m e, i}$ are $N_{e} \times 1$ i.i.d. circular symmetric complex Gaussian random vectors with the distribution $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{N_{e}}\right)$. $\mathbf{a}_{n e, i}$ and $\mathbf{a}_{m e, i}$ are deterministic complex constants containing the line-of-sight components of $\mathbf{h}_{n e, i}$ and $\mathbf{h}_{m e, i}$, respectively. $\mathbf{n}_{n e, i}$ is an AWGN vector obeying $\mathcal{C N}\left(\mathbf{0}, \mathbf{I}_{N_{e}}\right)$.

## B. ARD Vector Used by Eve

Assume that Eve knows the indices of the RBs and powers allocated to vehicles. Also assume that Eve has an ARD vector, i.e., a $1 \times N_{e}$ vector $\mathbf{w}_{n e, i}$, to maximize wiretap SNR, and thus Eve can find $\mathbf{w}_{n e, i}$, which is formulated as

$$
\begin{equation*}
\max _{\mathbf{w}_{n e, i}}\left(\frac{q_{n, i} P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}}{\mathbf{w}_{n e, i}\left(\mathbf{I}_{N_{e}}+q_{m, i} P_{m}^{s u m} \mathbf{h}_{m e, i} \mathbf{h}_{m e, i}^{\dagger}\right) \mathbf{w}_{n e, i}^{\dagger}}\right), \tag{11}
\end{equation*}
$$

where $P_{n, i}$ is a fixed value, $q_{m, i}$ is a binary variable taking 1 when $B_{i}$ is assigned to the $m$ th CUE, and 0 otherwise, and so is $q_{n, i}$. From the knowledge of Rayleigh quotient, the optimal $\mathbf{w}_{n e, i}$ is the eigenvector of the largest eigenvalue of $\left(\mathbf{I}_{N_{e}}+q_{m, i} P_{m}^{s u m} \mathbf{h}_{m e, i} \mathbf{h}_{m e, i}^{\dagger}\right)^{-1} \mathbf{h}_{n e, i} \mathbf{h}_{n e, i}^{\dagger}$. With $\mathbf{w}_{n e, i}$, the estimated signal at Eve, i.e., $\hat{y}_{e, i}$, is

$$
\begin{equation*}
\hat{y}_{e, i}=\mathbf{w}_{n e, i} \mathbf{h}_{n e, i} v_{i}+\mathbf{w}_{n e, i} \mathbf{h}_{m e, i} x_{i}+\mathbf{w}_{n e, i} \mathbf{n}_{n e, i} \tag{12}
\end{equation*}
$$

It is hard for Eve to obtain the information of transmission power of $U_{m}$ because of the protection of AAA severs, such that Eve has to use the total power of $U_{m}$, i.e., $P_{m}^{s u m}$, in the detection algorithm.

## C. BS Detection Vector Design

To improve the cellular network performance, BS uses a zero-forcing (ZF) detection vector [35]. BS generates a $1 \times N_{r}$ detection vector $\mathbf{w}_{m b, i}$ to eliminate the interference from $\mathbf{h}_{n b, i}$ and gather the signals from $\mathbf{h}_{m b, i}$. The detection vector $\mathbf{w}_{m b, i}$ is

$$
\begin{equation*}
\mathbf{w}_{m b, i}=\frac{\mathbf{h}_{m b}^{\dagger} \mathbf{G}_{n b, i}^{\dagger}}{\left|\mathbf{G}_{n b, i} \mathbf{h}_{m b}\right|} \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{G}_{n b, i}=\mathbf{I}_{N_{r}}-\mathbf{h}_{n b, i}\left(\mathbf{h}_{n b, i}^{\dagger} \mathbf{h}_{n b, i}\right)^{-1} \mathbf{h}_{n b, i}^{\dagger} . \tag{14}
\end{equation*}
$$

With $\mathbf{w}_{m b, i}$, the estimated signal at BS, i.e., $\hat{y}_{b, i}$, is

$$
\begin{equation*}
\hat{y}_{b, i}=\mathbf{w}_{m b, i} \mathbf{h}_{m b, i} x_{i}+\mathbf{w}_{m b, i} \mathbf{n}_{m b, i} \tag{15}
\end{equation*}
$$

In this case, the channel capacity between BS and $U_{m}$ is a function of $P_{m, i}$ and $q_{m, i}$, i.e., $C_{m, B S, i}\left(P_{m, i}, q_{m, i}\right)$, which is expressed as

$$
\begin{equation*}
C_{m, B S, i}\left(P_{m, i}, q_{m, i}\right)=\log _{2}\left(1+\gamma_{m, B S, i}\right), \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\gamma_{m, B S, i}=q_{m, i} P_{m, i}\left|\mathbf{w}_{m b, i} \mathbf{h}_{m b, i}\right|^{2} \tag{17}
\end{equation*}
$$

and $P_{m, i}$ is the transmission power of $U_{m}$ on $B_{i} . q_{m, i}$ is a binary variable that is one when $B_{i}$ is assigned to the $m$ th CUE, and 0 otherwise.

## D. Secrecy Rate Expression

Under the assumption that Eve uses the ARD vector i.e., $\mathbf{w}_{n e, i}$, the secrecy rate between $V_{n}$ and $V_{\mathrm{tar}, n}$ is a function of $P_{m, i}, P_{n, i}, q_{m, i}$, and $q_{n, i}$, i.e., $R_{n, m, i}\left(P_{m, i}, P_{n, i}, q_{m, i}, q_{n, i}\right)$, which is expressed as

$$
\begin{align*}
& R_{n, m, i}\left(P_{m, i}, P_{n, i}, q_{m, i}, q_{n, i}\right) \\
& =\left[C_{n, i}-C_{n, e, i}\right]^{+} \\
& =\left[\log _{2}\left(1+\gamma_{n, i}\right)-\log _{2}\left(1+\gamma_{n, e, i}\right)\right]^{+} \tag{18}
\end{align*}
$$

where

$$
\begin{align*}
\gamma_{n, i} & =\frac{q_{n, i} P_{n, i}\left|h_{n, i}\right|^{2}}{1+q_{m, i} P_{m, i}\left|h_{m n, i}\right|^{2}}  \tag{19}\\
\gamma_{n, e, i} & =\frac{q_{n, i} P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}}{1+q_{m, i} P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}} \tag{20}
\end{align*}
$$

where $[x]^{+}=\max (x, 0)$, and $C_{n, i}$ and $C_{n, e, i}$ are channel capacities of V 2 V and wiretap channels, respectively.

## E. Problem Formulation

According to the earlier discussions, the problem is mathematically expressed as maximizing vehicles' sum secrecy rate in the cell. We can obtain vehicles' sum secrecy rate as

$$
\begin{align*}
& R_{\text {sum }}\left(P_{m, i}, P_{n, i}, q_{m, i}, q_{n, i}, \forall n, m, i\right) \\
& =\sum_{i=1}^{R} \sum_{m=1}^{M} \sum_{n=1}^{N} R_{n, m, i}\left(P_{m, i}, P_{n, i}, q_{m, i}, q_{n, i}\right) \tag{21}
\end{align*}
$$

Then, the sum secrecy rate maximization problem can be formulated as

$$
\text { P1: } \max _{\left\{\begin{array}{c}
P_{m, i, i}, P_{n, i}  \tag{22}\\
q_{n, i}, q_{n, i} \\
\forall n, m, i
\end{array}\right\}}\left[R_{\text {sum }}\left(P_{m, i}, P_{n, i}, q_{m, i}, q_{n, i}, \forall n, m, i\right)\right],
$$

s.t. $q_{m, i} \in(0,1), q_{n, i} \in(0,1), \forall n, m, i$,

$$
\begin{align*}
& 0 \leq \sum_{i=1}^{R} q_{n, i} P_{n, i} \leq P_{n}^{\text {sum }}, \forall n,  \tag{24}\\
& 0 \leq \sum_{i=1}^{R} q_{m, i} P_{m, i} \leq P_{m}^{\text {sum }}, \forall m,  \tag{25}\\
& \sum_{i=1}^{R} q_{n, i} \leq 1, \sum_{i=1}^{R} q_{m, i} \leq 1, \forall m, n,  \tag{26}\\
& \sum_{n=1}^{N} q_{n, i} \leq 1, \sum_{m=1}^{M} q_{m, i} \leq 1, \forall i,  \tag{27}\\
& C_{m, B S, i}\left(P_{m, i}, q_{m, i}\right) \geq \varepsilon_{m, i}, \forall m, \tag{28}
\end{align*}
$$

where $i \in \mathcal{R}, m \in \mathcal{M}, n \in \mathcal{N}$, and $q_{m, i}$ is equal to 1 if the $m$ th CUE is assigned to the $i$ th RB, and 0 otherwise. A similar definition applies to $q_{n, i}$. Eqns. (24) and (25) give transmission power constraints of $V_{n}$ and $U_{m}$, respectively. Eqn. (26) reveals that each VUE or CUE can be allocated with only one RB. Eqn. (27) guarantees orthogonal RB allocation, i.e., each RB is only assigned to one CUE-VUE pair. Finally, Eqn. (28) specifies a channel capacity constraint for each CUE.

Obviously, P1 is a mixed-integer nonlinear problem and is non-convex. We transform this non-convex problem into two subproblems, i.e., a power allocation problem and an RB allocation problem, and address these problems via RRPM. Note that the CSI is constant within the coherence time, such that the results of the power allocation and RBs management are valid within the coherence time. Hence, the proposed algorithm should be executed within the coherence time. Here, we use a centralized resource allocation mechanism, where the BS is responsible for the RRPM process and informing vehicles their allocated RBs and transmission power parameters.

## F. Workflow

The schedule of RRPM and secure transmissions is sketched as follows.

1) Power allocation in the BS RRPM server: The server determines optimal transmit power for all CUE-VUE-RB combinations, i.e., $P_{n . i}^{*}$ and $P_{m . i}^{*}$ for $V_{n}$ and $U_{m}, \forall n, m, i$, then calculates the corresponding optimal secrecy rates, i.e., $R_{n, m, i}^{*}, \forall n, m, i$. The detail in the power optimization process is shown in Section IV. The parameters $P_{n . i}^{*}$ and $R_{n, m, i}^{*}, \forall n, m, i$ are delivered to the RB allocation process.
2) $R B$ allocation in the $B S R R P M$ server: The data set $R_{n, m, i}^{*}$, $\forall n, m, i$ records optimal results of all CUE-VUE-RB combinations. For any RB, such as $B_{i}, \mathrm{RB}$ allocation is used to find the optimal RB-reused combination, i.e., $q_{n, i}$ and $q_{m, i}$, to maximize the vehicles' sum secrecy rate.
3) Transmission of vehicles: The RB license, i.e., $q_{n, i}$, the corresponding transmission power of $V_{n}$, i.e., $P_{n, i}^{*}$, and the corresponding secrecy rate, i.e., $R_{n, m, i}^{*}$, are sent to $V_{n}$ from BS. $R_{n, m, i}^{*}$ is set as the Wyner coding rate to encode the confidential message. Finally, $V_{n}$ uses $P_{n, i}^{*}$ to transmit the message to its targeted vehicle via $B_{i}$.


Fig. 3. The workflow includes the power allocation and RB allocation in the BS RRPM server (in the blue frame) and vehicular transmissions (in the red frame).

The workflow of the RRPM scheme including three aforementioned steps is shown in Fig. 3. The RRPM scheme focuses on establishing secure V2V communications. For any CUE, such as $U_{m}$, the RB license $q_{m, i}$ and the power parameter $P_{m . i}^{*}$ are delivered to $U_{m}$ via independent cellular control links [16].

## III. Optimal Power Allocation for Single CUE-VUE PAIR

In this section, we will design an optimal power allocation scheme based on each possible CUE-VUE reuse pair. Given that $V_{n}$ shares $B_{i}$ with $U_{m}$, the power allocation problem of this single CUE-VUE pair can be formulated as

$$
\begin{align*}
& \text { P2: } \max _{P_{m, i}, P_{n, i}}\left[R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right)\right],  \tag{29}\\
& \text { s.t. } 0 \leq P_{n, i} \leq P_{n}^{\text {sum }}  \tag{30}\\
& \quad 0 \leq P_{m, i} \leq P_{m}^{\text {sum }}  \tag{31}\\
& \quad C_{m, B S, i}\left(P_{m, i}, 1\right) \geq \varepsilon_{m, i} . \tag{32}
\end{align*}
$$

We can observe that $R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right)$ is a non-convex function of $P_{m, i}$ and $P_{n, i}$. Therefore, first we transform this non-convex problem into two convex problems in interferencelimited and noise-limited scenarios, and derive closed-form expressions for $P_{m, i}$ and $P_{n, i}$. Then, we consider a general case and present a one-dimensional search algorithm for the secrecy rate maximization problem.

## A. Approximate Power Allocation

1) Noise-Limited Scenarios: In a noise-limited scenario, we have $P_{m, i}\left|h_{m n, i}\right|^{2} \gg 1$ and $P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} \gg 1$. Ignoring AWGN in Eqns. (19) and (20), we can simplify $R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right)$ as

$$
\begin{align*}
& R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right) \\
& =\left[\log _{2}\left(\frac{P_{n, i}\left|h_{n, i}\right|^{2}+P_{m, i}\left|h_{m n, i}\right|^{2}}{P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}+P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}} \rho\right)\right]^{+}, \tag{33}
\end{align*}
$$

where

$$
\begin{equation*}
\rho=\frac{\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}}{\left|h_{m n, i}\right|^{2}} . \tag{34}
\end{equation*}
$$

Eqn. (33) is the secrecy rate of a V 2 V channel with a single pair ( $U_{m}$ and $V_{n}$ ) when $q_{n, i}=q_{m, i}=1$ in a noise-limited scenario.
2) Interference-Limited Scenarios: In an interferencelimited scenario, we have $P_{m, i}\left|h_{m n, i}\right|^{2} \ll 1$ and $P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} \ll 1$. Ignoring interference terms in Eqns. (19) and (20), we can simplify $R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right)$ as

$$
\begin{align*}
& R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right) \\
& =\left[\log _{2}\left(\frac{1+P_{n, i}\left|h_{n, i}\right|^{2}}{1+P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}}\right)\right]^{+} . \tag{35}
\end{align*}
$$

Eq. (35) is the secrecy rate of a V2V channel with a single pair ( $U_{m}$ and $V_{n}$ ) when $q_{n, i}=q_{m, i}=1$ in an interference-limited scenario.

Proposition 1: In both interference-limited and noise-limited scenarios, an optimal solution of $P_{n, i}$ and $P_{m, i}$ in P2 always exists on the boundary of the constraint (32).

Moreover, the optimal solution of $P_{n, i}$ and $P_{m, i}$ in P2 admits a closed-form expression, which is given in the following two cases.

- Case 1: In a noise-limited scenario, if $\left|h_{m n, i}\right|^{2}$ $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} \geq\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}$, we have

$$
\begin{equation*}
P_{n, i}^{*}=0, \quad P_{m, i}^{*}=c_{i} \tag{36}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i}=\frac{2^{\varepsilon_{m, i}}-1}{\left|\mathbf{w}_{m b, i} \mathbf{h}_{m b, i}\right|^{2}} \tag{37}
\end{equation*}
$$

If $\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}<\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}$, the optimal solution is given by

$$
\begin{equation*}
P_{n, i}^{*}=P_{n}^{\text {sum }}, \quad P_{m, i}^{*}=c_{i} \tag{38}
\end{equation*}
$$

- Case 2: In an interference-limited scenario, if $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} \geq\left|h_{n, i}\right|^{2}$, we have

$$
\begin{equation*}
P_{n, i}^{*}=0, \quad P_{m, i}^{*}=c_{i} . \tag{39}
\end{equation*}
$$

If $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}<\left|h_{n, i}\right|^{2}$, we have

$$
\begin{equation*}
P_{n, i}^{*}=P_{n}^{\text {sum }}, \quad P_{m, i}^{*}=c_{i} \tag{40}
\end{equation*}
$$

Proof: See Appendix A.
Remark 1: It is deduced from Case 1 that when the combined gain of wiretap channels and interference channels between $U_{m}$ and $V_{n}$ is larger than the combined gain of the main channel and interference channels between $U_{m}$ and Eve, there is no positive secrecy rate. Hence, the optimal choice is to set $P_{n, i}=0$, and let SINR from $U_{m}$ to BS approach to the threshold. In the situation that the combined gain of the main channel and interference channels between $U_{m}$ and Eve is relatively high, a positive secrecy rate always exists. VUEs prefer to use their total power to send signals, while CUEs use the pre-defined thresholds for BS. In addition, based on $\mathbf{w}_{n e, i}$, increasing $P_{m}^{s u m}$ will increase $\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}$, and thus allows a vehicle to have $\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}<\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}$ to achieve a positive secrecy rate.

Remark 2: Case 2 is relevant to an interference-limited scenario, where the interference channels of CUE are ignored. Hence, if the gain of wiretap channels is larger than the main
channel, the secrecy rate is always zero. If the main channel becomes better, secrecy rates increase with an increasing $P_{n, i}$, such that VUEs try their best to send signals with a pre-defined threshold for BS. In addition, increasing $P_{m}^{s u m}$ will decrease $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}$, and thus more likely a vehicle has $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}<$ $\left|h_{n, i}\right|^{2}$ to achieve a positive secrecy rate.

In conclusion, the secrecy rate will be improved by increasing $P_{n}^{s u m}$ and $P_{m}^{\text {sum }}$.

## B. General Case

Since $R_{n, m, i}\left(P_{m, i}, P_{n, i}, 1,1\right)$ is a non-convex function with $P_{m, i}$ and $P_{n, i}$, we transform P2 into a convex optimization problem by introducing an auxiliary variable $\theta$ as

$$
\begin{equation*}
\text { P3: } \max _{\theta}[\chi(\theta)] \tag{41}
\end{equation*}
$$

where $\chi(\theta)$ is defined as

$$
\begin{align*}
& \chi(\theta)=\max _{P_{m, i}, P_{n, i}}\left[\log _{2}\left(1+\gamma_{n, i}\right)-\log _{2}(1+\theta)\right]  \tag{42}\\
& \text { s.t. } \log _{2}\left(1+\gamma_{n, e, i}\right) \leq \log _{2}(1+\theta) \tag{43}
\end{align*}
$$

$$
\begin{equation*}
\text { Constraints }(30),(31) \text {, and (32). } \tag{44}
\end{equation*}
$$

Here, $\chi(\theta)$ is still non-convex. We use Charnes-Cooper transform to transform this non-convex optimization into a convex one via changing transmission power variables to

$$
\begin{equation*}
Q_{n, i}=\varphi P_{n, i}, \quad Q_{m, i}=\varphi P_{m, i}, \quad \varphi>0 \tag{45}
\end{equation*}
$$

and thus $\chi(\theta)$ can be transformed to

$$
\begin{align*}
& \chi^{\prime}(\theta)=\max _{Q_{m, i}, Q_{n, i}, \varphi}\left(\varphi+Q_{n, i}\left|h_{n, i}\right|^{2}+Q_{m, i}\left|h_{m n, i}\right|^{2}\right)  \tag{46}\\
& \text { s.t. } \quad\left(\varphi+Q_{m, i}\left|h_{m n, i}\right|^{2}\right)(1+\theta)=1  \tag{47}\\
& \quad Q_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}-\varphi \theta-\theta Q_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} \leq 0 \tag{48}
\end{align*}
$$

$$
\begin{equation*}
Q_{n, i}-\varphi P_{n}^{\text {sum }} \leq 0 \tag{49}
\end{equation*}
$$

$$
\begin{equation*}
Q_{m, i}-\varphi P_{m}^{s u m} \leq 0 \tag{50}
\end{equation*}
$$

$$
\begin{equation*}
Q_{m, i}\left|\mathbf{w}_{m b, i} \mathbf{h}_{m b, i}\right|^{2}-\varphi \eta_{m, i} \geq 0 \tag{51}
\end{equation*}
$$

$$
\begin{equation*}
Q_{n, i} \geq 0, \quad Q_{m, i} \geq 0, \quad \varphi>0 \tag{52}
\end{equation*}
$$

where $\eta_{m, i}=2^{\varepsilon_{m, i}}-1$. The objective function in Eqn. (46) is an affine function with $Q_{n, i}, Q_{m, i}$, and $\varphi$. Eqn. (47) is a hyperplanes with $Q_{m, i}$ and $\varphi$. The inequality (48) is a convex function with $Q_{n, i}, Q_{m, i}$, and $\varphi$. The inequality (49) is a convex function with $Q_{n, i}$ and $\varphi$. The inequalities (50) and (51) are convex with $Q_{m, i}$ and $\varphi$. Hence, $\chi^{\prime}(\theta)$ is a convex problem that can be solved by CVX package. Note that $\chi^{\prime}(\theta)$ has no valid solution in some CSI cases. For example, if the main CSI $h_{n, i}$ is very small, there is no valid solution and the secrecy rate is zero. In this case, the vehicular transmission stops to avoid the information leakage.

The maximum of $\chi(\theta)$ in P3 can be obtained through onedimensional search, while Algorithm 1 is to solve the maximum of $\chi(\theta)$ for each trial $\theta \in\left[\theta_{\min }, \theta_{\text {max }}\right]$, where

$$
\begin{equation*}
\theta_{\min }=0, \quad \theta_{\max }=P_{n}^{s u m}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} \tag{53}
\end{equation*}
$$



Fig. 4. A 3-D matrix for formulating a 3-partite hypergraph, where each nest stores the optimal secrecy rate for a given CUE-VUE-RB combination. Given 3 CUEs, 3 VUEs and 3 RBs, the 3-D matrix needs 27 nests to store the results of these combinations.

```
Algorithm 1: One-Dimensional Power Allocation Search
Algorithm for a Single CUE-VUE Pair.
    Data: \(U_{m}, V_{n}, B_{i}\)
    Result: \(P_{m, i}^{*}, P_{n, i}^{*}\), and \(R_{n, m, i}^{*}\)
    : Initialization;
    Initial: \(P_{n}^{\text {sum }}, P_{m}^{s u m}\), and CUE channel capacity
        threshold \(\varepsilon_{m, i}\);
    : Channel estimation: \(h_{n, i}, \mathbf{h}_{n b, i}, h_{m n, i}, \mathbf{h}_{m b, i}, \mathbf{h}_{m e, i}\),
        \(\mathbf{h}_{n e, i}\);
    Calculate \(\theta_{\text {max }}=P_{n}^{s u m}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}\), and \(\theta_{\text {min }}=0\);
    : Find \(\theta^{*}\) to maximize \(\chi^{\prime}(\theta)\) in \(\left\{\theta_{\min }, \theta_{\max }\right\}\) via
        one-dimensional search;
    Calculate \(P_{m, i}^{*}=Q_{m, i}^{*} / \varphi^{*}, P_{n, i}^{*}=Q_{n, i}^{*} / \varphi^{*}\), and
        \(R_{n, m, i}^{*}=R_{n, m, i}\left(P_{m, i}^{*}, P_{n, i}^{*}, 1,1\right)\) for given \(\theta^{*} ;\)
    Procedure End
```

We do not know how many peaks in $\chi(\theta)$ within $\left[\theta_{\min }, \theta_{\max }\right.$ ], and thus one-dimensional searching algorithms, such as genetic algorithm, simulated annealing, and interval arithmetic-based technique, can be used in one-dimensional searching [37]. In this work, we used interval-based technique.

## IV. Radio Resource Management for Multiple CUES, VUES, and RBS

In this section, we introduce a global radio resource management (RRM) algorithm for multiple CUEs, VUEs, and RBs. Given that each CUE-VUE pair has been allocated an RB, we use Algorithm 1 to calculate the optimal $R_{n, m, i}^{*}$ for each RB via adjusting transmission power, and then generate a 3-partite hypergraph to record all CUE-VUE-RB combinations, as shown in Fig. 4. Then, the BS allocates RBs to both VUEs and CUEs based on the 3-partite hypergraph. Since the CSI is constant within the coherence time, if RBs belong to the same spectrum, these RBs have the same optimal secrecy rate for a given CUE-VUE pair.

## A. 3-Partite Hypergraph Generation via Extending Virtual VUEs, CUEs, and RBs

The hypergraph theory has been recognized as a useful mathematical tool in 5 G research [28]. We first introduce the definition of the 3-partite hypergraph as follows.

Definition 1 (3-partite hypergraph [38]): $\mathcal{H}=(\mathcal{V}, \mathcal{E})$ is regarded as a 3-partite hypergraph if a vertex set $\mathcal{V}$ can be divided into 3 sub-sets $\mathcal{V}_{1}, \mathcal{V}_{2}$, and $\mathcal{V}_{3}$, in which every hyperedge contains only one vertex from every vertex subset. The 3-dimensional matching on a 3-partite hypergraph means a subset of hyperedges of hypergraph and any two hyperedges do not share a vertex.

Let us transform the RB allocation problem into an iterative Kuhn and Munkres (KM) algorithm on a 3-partite hypergraph, where optimal secrecy rate and power allocation have been efficiently computed in Section IV. The 3-partite hypergraph generation requires that the numbers of CUEs, VUEs, and RBs are the same. Hence, we use a concept of virtual CUEs, VUEs, and RBs to handle the 3-partite hypergraph generation first.

1) Virtual VUEs, CUEs, and RBs Generation: As described in Section II, the numbers of CUEs, VUEs, and RBs are $M$, $N$, and $R$, respectively. Define $Z=\max (M, N, R)$ in advance. Then, we generate virtual CUEs, VUEs, and RBs using the following rules.
2) If the number of CUEs is smaller than $Z$, i.e., $M<Z$, we will set $Z-M$ virtual CUEs indexed by $\{M+1, M+$ $2, \ldots, Z\}$, define a CUE set as $\mathcal{M}_{Z}=\{1, \ldots, M, M+$ $1, \ldots, Z\}$, and then set $R_{n, m, i}^{*}=-\infty$ for $m \in\{M+$ $1, M+2, \ldots, Z\}$.
3) If the number of VUEs is smaller than $Z$, i.e., $N<Z$, we will set $Z-N$ virtual VUEs indexed by $\{N+1, N+$ $2, \ldots, Z\}$, define a VUE set as $\mathcal{N}_{Z}=\{1, \ldots, N, N+$ $1, \ldots, Z\}$, and then set $R_{n, m, i}^{*}=-\infty$ for $n \in\{N+$ $1, N+2, \ldots, Z\}$.
4) If the number of RB is smaller than $Z$, i.e., $R<Z$, we will set $Z-R$ virtual RBs indexed by $\{R+1, R+2, \ldots, Z\}$, define an RB set as $\mathcal{R}_{Z}=\{1, \ldots, R, R+1, \ldots, Z\}$, and then set $R_{n, m, i}^{*}=-\infty$ for $i \in\{R+1, R+2, \ldots, Z\}$. For given $m$ and $n, R_{n, m, i}^{*}=R_{n, m, j}^{*}$ if $i, j \in f \times \mathcal{T}$ and $f \in \mathcal{F}$.
With the same number of CUEs, VUEs, and RBs, we can generate a 3-partite hypergraph as follows.
5) 3-Partite Hypergraph Generation: First, we establish a scenario as a hypergraph $\mathcal{H}=(\mathcal{V}, \mathcal{E})$, where $\mathcal{V}$ is a set of vertices divided into three disjoint sub-sets $\mathcal{M}_{Z}, \mathcal{N}_{Z}$, and $\mathcal{F}_{Z} . \mathcal{E} \subseteq$ $\mathcal{M}_{Z} \times \mathcal{N}_{Z} \times \mathcal{F}_{Z}$ denotes a set of hyperedges in the hypergraph Vertex $V_{n}, n \in\{1, \ldots, Z\}$ in subset $\mathcal{N}_{Z}$ denotes the $n$th VUE, vertex $U_{m}, m \in\{1, \ldots, Z\}$ in subset $\mathcal{M}_{Z}$ denotes the $m$ th CUE, and vertex $B_{i}, i \in\{1, \ldots, Z\}$ in subset $\mathcal{F}_{Z}$ denotes the $i$ th RB. For each CUE-VUE-RB combination, we get a hyperedge $e_{n, m, i}=\left(V_{n}, U_{m}, B_{i}\right)$ and define its weight $W_{n, m, i}=R_{n, m, i}^{*}$ from Algorithm 1, which represents the optimal secrecy rate when $V_{n}$ shares $B_{i}$ with $U_{m}$. Note that when there is no positive secrecy rate, $W_{n, m, i}=0$, and for virtual CUEs, VUEs and RBs, $W_{n, m, i}=-\infty$. Finally, we use a $Z \times Z \times Z 3$-D matrix in Fig. 4 to save this weight information as $\mathbf{W}$, with the $(m, n, i)$ th element as $W_{n, m, i}$.

We set a $Z \times Z \times Z$ matching matrix $\mathbf{E}$, whose $(m, n, i)$-th element represents a hyperedge, i.e., $e_{n, m, i}$. For another hyperedge $e_{n,{ }^{\prime},^{\prime} i^{\prime}}$, we have $n \neq n^{\prime}, m \neq m^{\prime}$, and $i \neq i^{\prime}$ to satisfy the constraint that any two hyperedges do not share a vertex. $e_{n, m, i}=1, n \in \mathcal{N}_{Z}, m \in \mathcal{M}_{Z}, i \in \mathcal{F}_{Z}$ when the hyperedge is
included in a matching. We aim to find an optimal $\mathbf{E}$ to maximize $\sum_{n=1}^{Z} \sum_{m=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}$.

## B. 3-Dimensional Matching Problem on 3-Partite Hypergraph

1) 3-Dimensional Matching Problem: Solving the optimal $\mathbf{E}$ is an integer programming problem because $e_{n, m, i}=1$ if $V_{n}$ shares $B_{i}$ with $U_{m}$, and $e_{n, m, i}=0$ otherwise. The 3dimensional matching problem is now formulated as

$$
\begin{align*}
& \text { P4: } \max _{e_{n, m, i}}\left(\sum_{n=1}^{Z} \sum_{m=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}\right)  \tag{54}\\
& \text { s.t. } e_{n, m, i}=(0,1), \forall n, m, i  \tag{55}\\
& \quad \sum_{n=1}^{Z} e_{n, m, i} \leq 1, \sum_{m=1}^{Z} e_{n, m, i} \leq 1 \\
&  \tag{56}\\
& \sum_{i=1}^{Z} e_{n, m, i} \leq 1, \forall n, m, i
\end{align*}
$$

where Eqn. (56) enforces that each RB can be used by only one pair, and each CUE or VUE has at most one RB. This is a classic 3-dimensional matching problem, and searching for optimal $\left(q_{n}, q_{m}\right)$ in P1 equals to find optimal $e_{n, m, i}$ for $n \in \mathcal{N}_{Z}, m \in \mathcal{M}_{Z}, i \in \mathcal{F}_{Z} . \sum_{n=1}^{Z} e_{n, m, i}, \sum_{m=1}^{Z} e_{n, m, i}$, and $\sum_{i=1}^{Z} e_{n, m, i}$ may be smaller than one (equals to zero) because the model has virtual CUEs, VUEs, and RBs.

P4 is a NP-complete problem that can be solved by an exhaustive search algorithm with a complexity $O(Z!)$, and outputs the optimal $\mathbf{E}$. It is desirable to design an algorithm that can solve P4 with an acceptable time complexity to obtain a near optimal performance. We use an iterative method to solve the challenging problem by transforming the 3-dimensional matching problem into three iterative 2-dimensional matching problems, i.e., P4.1, P4.2, and P4.3, each of which can be solved by KM algorithm. The iterative method uses the following rules.

1) P4.1: for an initial allocation of RBs to CUEs, search for an optimal allocation of CUEs to VUEs.
2) P4.2: for the allocation results of CUEs to VUEs in P4.1, search for an optimal allocation of VUEs to RBs.
3) P4.3: for the allocation results of VUEs to RBs in P4.2, search for an optimal allocation of RBs to CUEs.
A similar iterative KM algorithm was used for cache allocation in traditional D2D communications [27].
4) Iterative KM-based $R B$ Allocation: Assume that we have an arbitrary initial allocation for RB-CUE pairs, i.e., $\mathbf{b}^{0}=\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\}$ for given $(m, i)$ combinations, which satisfies the constraint $\sum_{m=1}^{Z} e_{n, m, i} \leq 1$ and $\sum_{i=1}^{Z} e_{n, m, i} \leq 1$. The 3-dimensional matching problem will be reduced to a 2-dimensional matching problem as

$$
\begin{align*}
& \text { P4.1: } \max _{\mathbf{b}^{1}}\left(\sum_{n=1}^{Z} \sum_{m=1}^{Z} e_{n, m, i} W_{n, m, i}\right),  \tag{57}\\
& \text { s.t. } e_{n, m, i}=(0,1), \forall n, m, \tag{58}
\end{align*}
$$

```
Algorithm 2: Alternating KM Algorithm for Radio Resource
Allocation for Multiple CUE-VUE-RB.
    Data: \(R_{n, m, i}^{*}, \forall n, m, i\), and \(Z=\max (M, N, R)\)
    Result: \(q_{n, i}, q_{m, i}, \forall n, m, i\)
    Initialization;
    Initial: iter \(=1\), and the iterating limit iter \(_{\text {max }}\);
    Initial: the initial RB and CUE allocation via
    \(\mathbf{b}^{0}=\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\} ;\)
4 Generate a \(Z \times Z \times Z\) 3-D matrix \(\mathbf{W}\) based on \(R_{n, m, i}^{*}, \forall n, m, i\), as shown
    in Fig. 4;
5 Generate a \(Z \times Z\) matrix \(\mathbf{T}_{1}\) (iter) by reducing the RB dimension of \(\mathbf{W}\) with
    \(\mathbf{b}^{0}\), as shown in Fig. 5;
    6 while iter \(<\) iter \(_{\text {max }}\) do
        for \(k \in\{1,2,3\}\) do
            Do KM Algorithm on the matrix \(\mathbf{T}_{k}\) (iter), and output a \(Z \times 1\)
                matching vector \(\mathbf{b}^{k}\), where \(b_{i}^{k}=\{0,1\}, i \in\{1, \ldots, Z\}\);
                if \(k=1\) then
                    \(\mathbf{b}^{1}=\left\{e_{n, m, i}=1 \mid(m, n), \forall m, n, i\right\}\), and reduce the CUE
                        dimension of \(\mathbf{W}\) to generate a \(Z \times Z \mathbf{T}_{2}\) (iter) based on \(\mathbf{b}^{1}\);
                else if \(k=2\) then
                    \(\mathbf{b}^{2}=\left\{e_{n, m, i}=1 \mid(n, i), \forall m, n, i\right\}\), and reduce the VUE
                    dimension of \(\mathbf{W}\) to generate a \(Z \times Z \mathbf{T}_{3}\) (iter) based on \(\mathbf{b}^{2}\);
                else
                    \(\mathbf{b}^{3}=\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\}\), and reduce the RB
                                    dimension of \(\mathbf{W}\) to generate a \(Z \times Z \mathbf{T}_{1}\) (iter) based on \(\mathbf{b}^{3}\);
```

        Generate a \(Z \times Z \times Z\) 3-D allocation matrix \(\mathbf{E}\) (iter) via
        \(\mathbf{b}^{3}=\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\}\) and
        \(\mathbf{b}^{2}=\left\{e_{n, m, i}=1 \mid(n, i), \forall m, n, i\right\}\);
        if iter \(>2\) and \(\mathbf{E}(\) iter \()=\mathbf{E}(\) iter -1\()\) then
            \(\{m, n, i\}=\operatorname{find}\left(\left(e_{n, m, i}\right)=1 \mid \mathbf{E}_{m, n, i}(\right.\) iter \(\left.)\right)\), then, \(q_{n, i}=1\) and
    $q_{m, i}=1$, break;
Procedure End

$$
\begin{equation*}
\sum_{n=1}^{Z} e_{n, m, i} \leq 1, \sum_{m=1}^{Z} e_{n, m, i} \leq 1, \forall n, m \tag{59}
\end{equation*}
$$

where Eqn. (59) indicates that each RB can be used by only one CUE-VUE pair. This is a 2 -dimensional matching problem that is solved by KM algorithm before we obtain optimal $\mathbf{b}^{1}=\left\{e_{n, m, i}=1 \mid(m, n), \forall m, n, i\right\}$. The entire process, including dimension reduction and KM algorithm, is shown in Fig. 5.

The optimal $\mathbf{b}^{1}=\left\{e_{n, m, i}=1 \mid(m, n), \forall m, n, i\right\}$ gives a condition for VUE-RB allocation, which is the second 2dimensional matching problem expressed as

$$
\begin{align*}
& \text { P4.2: } \max _{\mathbf{b}^{2}}\left(\sum_{n=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}\right),  \tag{60}\\
& \text { s.t. } e_{n, m, i}=(0,1), \forall n, i \tag{61}
\end{align*}
$$

$$
\begin{equation*}
\sum_{n=1}^{Z} e_{n, m, i} \leq 1, \sum_{i=1}^{Z} e_{n, m, i} \leq 1, \forall n, i \tag{62}
\end{equation*}
$$

where Eqn. (62) reveals that the allocated CUE in P4.1 can share its RB with only one VUE. This is also a 2-dimensional matching problem, which is solved by KM algorithm and gives optimal $\mathbf{b}^{2}=\left\{e_{n, m, i}=1 \mid(n, i), \forall m, n, i\right\}$.

Similarly, the optimal $\mathbf{b}^{2}=\left\{e_{n, m, i}=1 \mid(n, i), \forall m, n, i\right\}$ is a condition for the RB-CUE allocation, which is the third 2dimensional matching problem written as

$$
\begin{equation*}
\text { P4.3: } \max _{\mathbf{b}^{3}}\left(\sum_{m=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}\right), \tag{63}
\end{equation*}
$$



Fig. 5. KM algorithm of matrix $\mathbf{T}_{1}$ that is a dimension-reduced from of $\mathbf{W}$ via $\mathbf{b}^{0}$. $\mathbf{T}_{1}$ includes CUE dimension and VUE dimension. The optimal allocation of P4.1, i.e., $\mathbf{b}^{1}=\left\{e_{n, m, i}=1 \mid(m, n), \forall m, n, i\right\}$, is the input of P4.2 for the allocation in VUE dimension and RB dimension.

$$
\begin{align*}
& \text { s.t. } e_{n, m, i}=(0,1), \forall m, i  \tag{64}\\
& \qquad \sum_{m=1}^{Z} e_{n, m, i} \leq 1, \sum_{i=1}^{Z} e_{n, m, i} \leq 1, \forall m, i \tag{65}
\end{align*}
$$

where Eqn. (65) indicates the fact that the allocated VUE in P4.2 can share its RB with only one CUE. The 2-dimensional matching is solved by KM algorithm and yields optimal $\mathbf{b}^{3}=$ $\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\}$, which is a condition for P4.1 in the next iteration. Hence, we implement the subsequent iteration as

$$
\begin{equation*}
\mathrm{P} 4.1 \rightarrow \mathrm{P} 4.2 \rightarrow \mathrm{P} 4.3 \rightarrow \mathrm{P} 4.1 \rightarrow \ldots \tag{66}
\end{equation*}
$$

and generate $\mathbf{E}\left(\right.$ iter ) via $\mathbf{b}^{3}=\left\{e_{n, m, i}=1 \mid(m, i), \forall m, n, i\right\}$ and $\mathbf{b}^{2}=\left\{e_{n, m, i}=1 \mid(n, i), \forall m, n, i\right\}$ of P4.2 and P4.3, at the iter-th iteration. The iteration process continues until $\mathbf{E}($ iter $)=$ $\mathbf{E}($ iter -1$)$. The details have been given in Algorithm 2.

Proposition 2: $\sum_{n=1}^{Z} \sum_{m=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}$ converges when $\mathbf{E}($ iter $)=\mathbf{E}($ iter -1$)$.

Proof: See Appendix B.
The time complexity of the KM algorithm is $O\left(Z^{4}\right)$ [39], and we perform the KM algorithms for three times in each iterative. The time complexity to generate the 3-partite hypergraph is $O\left(Z^{3}\right)$. The total time complexity of RRPM is $O\left(Z^{4}\right)$ in the worst case, where $Z=\max (M, N, R)$. That is to say the resource allocation problem can be solved in a polynomial time $O\left(Z^{4}\right)$, and thus it is a "P-problem". In a real environment, vehicular speed varies from $10 \mathrm{~m} / \mathrm{s}$ to $30 \mathrm{~m} / \mathrm{s}$, with its corresponding channel coherence time changing approximately from 2 ms to 0.68 ms in 6 GHz bands [40]. It seems that real-time resource allocation is achievable with currently available customized ICs at BS [41].

## V. Simulations

In this section, simulation results are presented to verify the analysis. In the simulations, we assume that the Rician channels are constant within the coherence time, and the proposed algorithm independently runs once in the coherence time. Each value in the simulation figures is the average of the results of 1000 independent runs. Specifically, all elements in $\mathbf{a}_{n b, i}, \mathbf{a}_{m b, i}, \mathbf{a}_{m e, i}$,
and $\mathbf{a}_{n e, i}$ equal to one, and $a_{n, i}=a_{m, i}=1$, for all $m, n, i$. For the large-scale fading factors, $\alpha_{m b, i}=0.8$, and $\alpha_{n b, i}=0.8$, for all $m, n, i$. Assume that all Rician factors are equal to one, i.e., $k_{n, i}=k_{m n, i}=k_{m b, i}=k_{n b, i}=k_{n e, i}=k_{m e, i}=1$ for all $m, n, i$. Also, we have $N_{r}=4$ and $N_{e}=2$.

In addition, three different schemes, i.e., Optimum, Greed, and Separate resource block and power allocation (SOLEN), are compared with our proposed scheme. The three compared schemes are briefly introduced as follows.

1) Optimum: It is an exhaustive search algorithm that can obtain global optimal results via brute force searching for all allocation schemes. Its time complexity is $O(Z!)$.
2) Greed: It is a greed algorithm that finds optimal VUE-CUE reuse pair with the current CUE-RB allocation. Its time complexity equals to that of KM algorithm, i.e., $O\left(Z^{4}\right)$. Note that this algorithm was adopted in many papers for rate or secrecy rate optimization in D2D scenarios [25], [26], [42], [43].
3) SOLEN: This algorithm was proposed by Sun for D2Dbased V2V communications [6], which uses the KM algorithm for CUE-VUE allocation first with a given power, and then optimizes power allocation with the given CUEVUE allocation results. A similar idea was used in D2Dbased V2V communications in [30]. Its time complexity is $O\left(Z^{4}\right)$.

## A. Single CUE-VUE Scenario

To show the impact of VUE transmit SNR threshold in terms of different choices of Eve's detection vectors, we evaluated the secrecy rates in Fig. 6, which shows that the secrecy rates increase with an increasing VUE transmit SNR threshold. Hence, a good strategy to improve secrecy rates is to increase VUE transmit SNR threshold to achieve positive secrecy rates, which is consistent with the approximated power allocation in Section IV. On the other hand, we found that when CUE transmit SNR threshold is high, the ARD and maximum ratio combining (MRC) vectors have a similar performance on the secrecy rates. However, when the CUE transmit SNR threshold is not high enough, for example, $P_{m}^{s u m}=5 \mathrm{~dB}$ in Fig. 6, Eve's ARD


Fig. 6. Optimal secrecy rate of a single CUE-VUE pair with ARD and MRC vectors used by Eve.


Fig. 7. Optimal sum secrecy rate in multiple CUE-VUE-RB scenarios in terms of VUE transmit SNR, where there are 4 VUEs, 4 CUEs, and 4 RBs.
scheme will degrade the secrecy rates, which is also consistent with the analysis in Section IV. Hence, the consideration of Eve's detection vector is necessary.

## B. Multiple CUE-VUE-RB Scenarios

In multiple CUE-VUE-RB scenarios, we assumed that Eve uses an ARD vector.

Sum secrecy rates in terms of VUE transmit SNR threshold are shown in Fig. 7, in which each VUE stays within the coverage of its target VUE. We can see that the sum secrecy rates of VUEs increase with the VUE transmit SNR threshold, which means that VUEs usually transmit total power for secrecy performance improvement, because RB allocation algorithms always assign RBs to VUEs whose main channel gains are larger than the wiretap channels. For evaluation of different schemes, the proposed method achieves a near optimal performance.

The secrecy rates are improved by increasing CUE transmit SNR threshold, as shown in Fig. 8. This is because increasing CUE transmit SNR potentially introduces interference for both VUEs and the eavesdropper in spectrum underlaying D2D. With optimal RB allocation when main channels are better than


Fig. 8. Optimal sum secrecy rate in multiple CUE-VUE-RB scenarios in terms of CUE transmit SNR, where there are 4 VUEs, 4 CUEs, and 4 RBs.


Fig. 9. Optimal sum secrecy rate in terms of the number of VUEs, where there are 3 VUE and 3 RBs.
wiretap channels, CUEs' interference potentially improves secrecy via interfering Eve. It shows that the sum secrecy rate increases slightly when CUEs' SNR is high enough because a higher interference also affects V2V channels. Hence, the power of CUEs should not be set unnecessarily high for power efficiency consideration.

The effect of VUE density on the sum secrecy rates is shown in Fig. 9, which illustrates a common scenario in cellular networks, where the numbers of RBs and CUEs are the same, and vehicles join in the network randomly. Here, the numbers of CUE and RB are set to be three. We can see that the sum secrecy rates increase with the vehicle density, and only three vehicles can obtain their RBs to establish secure channels. More vehicles means more channel allocation choices for a given RB, and RBs will be allocated to these channels that have higher secrecy rates. Hence, with a constrained number of RBs, more vehicles in the network will benefit the sum secrecy performance.

## C. Convergence Tests

Finally, we verify the convergence performance of the scheme as proposed in Proposition 2 in Fig. 10, i.e.,


Fig. 10. Convergence test of sum secrecy rates with the number of iterations. In the proposed algorithm, the unit function works in the For Loop in Algorithm 2, 7-14 lines. In exhaustive search, the unit function is a classic maximum value search algorithm for a CUE-VUE-RB combination.
$\sum_{n=1}^{Z} \sum_{m=1}^{Z} \sum_{i=1}^{Z} e_{n, m, i} W_{n, m, i}$ converges as the number of iterations increases. The exhaustive curve shows the performance of an exhaustive search algorithm for a global optimal $\mathbf{E}$, whose number of iterations is $Z$ !. In Fig. 10, we have $Z=4$, such that the exhaustive algorithm needs to search for 4 ! times. Note that the result of iterative KM algorithm is not optimal.

## VI. Conclusions and Future Works

In this article, we investigated resource allocation issues for secrecy rate maximization in cellular underlaying V2V communications. Specifically, we presented a secure and efficient PPRM scheme by granting VUEs the same priority with CUEs to access cellular spectrum. A mixed-integer and non-convex PPRM problem was transformed into a power allocation problem and an RB allocation problem, which have been solved efficiently. The simulations showed that the proposed algorithm can improve secrecy performance by $50 \%$ as compared to other schemes, and can achieve near-optimal performance. Moreover, underlay-induced interferences due to a large number of connected vehicles may potentially improve the sum secrecy performance in cellular networks. In the further works, we will study the cases that a multi-antenna based artificial noise technology can be applied to vehicles.

## Appendix

## A. Proof of Proposition 1

1) Noise-Limited Scenario: According to Eqn. (33), let us introduce an auxiliary function as

$$
\begin{equation*}
f\left(P_{n, i}, P_{m, i}\right)=\frac{\left(P_{n, i}\left|h_{n, i}\right|^{2}+P_{m, i}\left|h_{m n, i}\right|^{2}\right)}{\left(P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}+P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}\right)} \tag{67}
\end{equation*}
$$

The partial derivative functions of $f\left(P_{n, i}, P_{m, i}\right)$ with respect to $P_{n, i}$ and $P_{m, i}$ are given by

$$
\begin{align*}
& f_{p n}\left(P_{n, i}, P_{m, i}\right)=\frac{\partial f\left(P_{n, i}, P_{m, i}\right)}{\partial P_{n, i}}  \tag{68}\\
& =\frac{P_{m, i}\left(\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}-\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}\right)}{\left(P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}+P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}\right)^{2}} \\
& f_{p m}\left(P_{n, i}, P_{m, i}\right)=\frac{\partial f\left(P_{n, i}, P_{m, i}\right)}{\partial P_{m, i}} \\
& =\frac{P_{n, i}\left(\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}-\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}\right)}{\left(P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}+P_{m, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}\right)^{2}} \tag{69}
\end{align*}
$$

It is obvious that $f_{p n}\left(P_{n, i}, P_{m, i}\right)=0$ and $f_{p m}\left(P_{n, i}, P_{m, i}\right)=$ 0 if and only if $\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}=\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}$, which is an unusual condition. Let us check the boundary on Eqn. (32), which is commonly used in power allocation [44]. Since we have $C_{m, B S, i}\left(P_{m, i}, 1, \mathbf{w}_{m b, i}\right)=\varepsilon_{m, i}$, we can obtain

$$
\begin{equation*}
P_{m, i}=c_{i} \tag{70}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{i}=\frac{2^{\varepsilon_{m, i}}-1}{\left|\mathbf{w}_{m b, i} \mathbf{h}_{m b, i}\right|^{2}} \tag{71}
\end{equation*}
$$

Substituting Eqn. (70) into Eqn. (67) yields

$$
\begin{equation*}
g\left(P_{n, i}\right)=\frac{\left|h_{n, i}\right|^{2} P_{n, i}+\left|h_{m n, i}\right|^{2} c_{i}}{\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} P_{n, i}+\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} c_{i}} \tag{72}
\end{equation*}
$$

The derivative of $g\left(P_{n, i}\right)$ with respect to $P_{n, i}$ is given by

$$
\begin{align*}
& g_{p n}\left(P_{n, i}\right)=\frac{\partial g\left(P_{n, i}\right)}{\partial P_{n, i}} \\
& =\frac{c_{i}\left(\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}-\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}\right)}{\left\{\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} P_{n, i}+\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} c_{i}\right\}^{2}} . \tag{73}
\end{align*}
$$

Then, we can discuss the monotonicity of Eqn. (72) in two cases as follows.
a) If $\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2}>\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}$, we have $g_{p n}\left(P_{n, i}\right)>0$, which means that $g\left(P_{n, i}\right)$ increases monotonously with $P_{n, i}$. Then, we should chose $P_{n, i}^{*}=$ $P_{n}^{\text {sum }}$ to maximize $g\left(P_{n, i}\right)$ with

$$
\begin{equation*}
P_{m, i}^{*}=c_{i} \tag{74}
\end{equation*}
$$

if $P_{m}^{\text {sum }}>c_{i}$.
b) If $\left|h_{n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{m e, i}\right|^{2} \leq\left|h_{m n, i}\right|^{2}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}$, we have $g_{p n}\left(P_{n, i}\right) \leq 0$. We chose $P_{n, i}^{*}=0$ to reduce power consumption. In this case, the constraint (32) is also required such that $P_{m, i}^{*}=c_{i}$.
2) Interference-Limited Scenario: Next, we prove that in an interference-limited scenario, the optimal solutions of $P_{n, i}$ and $P_{m, i}$ in P2 exist on the boundary of the constraint (32). According to Eqn. (35), we introduce an auxiliary function as

$$
\begin{equation*}
f\left(P_{n, i}\right)=\frac{1+P_{n, i}\left|h_{n, i}\right|^{2}}{1+P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}} . \tag{75}
\end{equation*}
$$

The partial derivative of $f\left(P_{n, i}\right)$ with respect to $P_{n, i}$ is given by

$$
\begin{equation*}
\frac{\partial f\left(P_{n, i}\right)}{\partial P_{n, i}}=\frac{\left|h_{n, i}\right|^{2}-\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}}{\left(1+P_{n, i}\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}\right)^{2}} \tag{76}
\end{equation*}
$$

a) If $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2} \geq\left|h_{n, i}\right|^{2}$, it is easy to show that the optimal solution is zero with $P_{n, i}^{*}=0$, and we get

$$
\begin{equation*}
P_{m, i}^{*} \in\left[c_{i}, P_{m}^{\text {sum }}\right] \tag{77}
\end{equation*}
$$

to satisfy the constraint (32) if $P_{m}^{s u m}>c_{i}$. Otherwise, we should choose

$$
\begin{equation*}
P_{m, i}^{*}=c_{i} \tag{78}
\end{equation*}
$$

to reduce power consumption.
b) If $\left|\mathbf{w}_{n e, i} \mathbf{h}_{n e, i}\right|^{2}<\left|h_{n, i}\right|^{2}$, we have $\partial f\left(P_{n, i}\right) / \partial P_{n, i}>0$. Then, Eqn. (75) is a monotonically increasing function with respect to $P_{n, i}$, and we obtain

$$
\begin{equation*}
P_{n, i}^{*}=P_{n}^{\text {sum }}, \quad P_{m, i}^{*}=c_{i} . \tag{79}
\end{equation*}
$$

The proof is completed.

## B. Proof of Proposition 2

Similar proofs of convergence can be seen in [45, Th. 3], [46, Th. 1], [47, Pr. 3]. Since KM algorithms on $\mathbf{T}_{1}, \mathbf{T}_{2}$, and $\mathbf{T}_{3}$ are all convex, we find $\mathbf{b}^{1}$ (iter), $\mathbf{b}^{2}$ (iter), and $\mathbf{b}^{3}$ (iter) are maximal matching for each KM algorithm of the iter-th iteration (iter $\geq 2$ ). We introduce an auxiliary function as

$$
\begin{equation*}
f(\mathbf{b})=\sum_{n=1}^{Z} \sum_{m=1}^{Z} e_{n, m, i} W_{n, m, i} . \tag{80}
\end{equation*}
$$

Then, we have

$$
\begin{equation*}
f\left[\mathbf{b}^{3}(\text { iter }-1)\right] \leq \max _{\mathbf{b}^{1}} f(\mathbf{b})=f\left[\mathbf{b}^{1}(\text { iter })\right] \tag{81}
\end{equation*}
$$

Similarly, we have

$$
\begin{align*}
& f\left[\mathbf{b}^{1}(\text { iter })\right] \leq \max _{\mathbf{b}^{2}} f(\mathbf{b})=f\left[\mathbf{b}^{2}(\text { iter })\right]  \tag{82}\\
& f\left[\mathbf{b}^{2}(\text { iter })\right] \leq \max _{\mathbf{b}^{3}} f(\mathbf{b})=f\left[\mathbf{b}^{3}(\text { iter })\right] \tag{83}
\end{align*}
$$

Since $\mathbf{E}($ iter $)=\mathbf{E}($ iter -1$)$, each $\mathbf{E}$ is conducted by $\mathbf{b}^{2}$ (iter) and $\mathbf{b}^{3}$ (iter). We have $\mathbf{b}^{2}$ (iter) $=\mathbf{b}^{2}($ iter -1$)$ and $\mathbf{b}^{3}$ (iter $)=$ $\mathbf{b}^{3}($ iter -1$)$. Combining Eqns. (81) and (82), we have

$$
\begin{align*}
& f\left[\mathbf{b}^{2}(\text { iter }-1)\right]=f\left[\mathbf{b}^{3}(\text { iter }-1)\right] \\
& =f\left[\mathbf{b}^{1}(\text { iter })\right]=f\left[\mathbf{b}^{3} 2(\text { iter })\right]=f\left[\mathbf{b}^{3}(\text { iter })\right] \tag{84}
\end{align*}
$$

The proof is completed.
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