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Abstract— In mobile edge computing (MEC), the computation
offloading of massive users could cause the task uploading
congestion to deteriorate the users’ offloading delay. The non-
orthogonal multiple access (NOMA) enabled MEC is envisioned
to address this issue by allowing multiple users to simultaneously
upload their tasks on one subchannel. However, the differentiated
uploading delay of users may make task uploading completion
inconsistent with NOMA decoding order, which complicates the
co-channel interference and restricts NOMA to reducing the
uploading delay. In this paper, we characterize the interaction
between the differentiated uploading delay and co-channel inter-
ference for a pair of NOMA users. Furthermore, we propose
a computation offloading scheme to reduce the users’ average
offloading delay by jointly optimizing offloading decision and
resource allocation. Specifically, the proposed scheme first obtains
the optimal power allocation based on the characterized interac-
tion and the closed-form solution of computation resource allo-
cation by convex programming. Then, the NOMA user pairing
and offloading decision are iteratively determined by semidefinite
relaxation and convex-concave procedure. Simulation results
show that the proposed scheme effectively mitigates co-channel
interference under differentiated uploading delay of users and
outperforms in reducing the users’ average offloading delay and
increasing the number of users to offload tasks.

Index Terms— Non-orthogonal multiple access (NOMA), edge
computing, delay, multiple access interference, resource
management.

I. INTRODUCTION

THE dramatic advancement of the fifth generation (5G)
cellular networks and Internet of Things are spawning

many emerging compute-intensive and delay-sensitive appli-
cations for wireless users, such as mobile gaming, social
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networking, and virtual/augmented reality. In order to sup-
ply low–latency computing services, mobile edge computing
(MEC) has been proposed to realize the cloud-like computing
at the wireless network edge [1]–[3]. The edge node possesses
the computation capability to execute the applications for
users, avoiding the remote transmission to the cloud. Nev-
ertheless, as the number of wireless devices rapidly increases,
the restricted radio resources result in the congestion of the
computation task uploading [4], [5]. This kind of congestion
severely prolongs the task uploading delay and overall delay
on finishing computation offloading, which has become the
limiting factor for MEC. Therefore, it is crucial for low-latency
MEC offloading to promote the capacity of task uploading
under the limited bandwidth.

Recently, the non-orthogonal multiple access (NOMA) has
been proposed as a key multiple access technique for 5G
network to enhance network capacity [6]. The NOMA sup-
ports multiple users to share the same orthogonal spectrum
resource and exploits the signal difference on power domain to
distinguish different users by the successive interference can-
cellation (SIC). Compared to the orthogonal multiple access
(OMA), the NOMA can rely on better spectrum efficiency
and network connectivity to enhance the task uploading
capacity for MEC. Therefore, the NOMA-enabled MEC is
a promising technique in the future wireless network and
has attracted a lot of attention [7]–[12]. Ding et al. in
[7] demonstrated the superiority of NOMA-enabled MEC
on the energy efficiency and the delay on computation
offloading through performance analysis. To further guarantee
the low-latency computation offloading, Wu et al. in [10],
Wang et al. in [11], and Song et al. in [12] proposed the
computation offloading schemes for NOMA-enabled MEC
in different scenarios. However, although the SIC decod-
ing is applied, the co-channel interference still partially
exists between NOMA users. Furthermore, in practical MEC
system, there exists the difference between task uploading
delay of users, due to the heterogeneous input-data size of
tasks and channel conditions. The differentiated uploading
delay can vary the co-channel interference between NOMA
users during the process of task uploading. In turn, the co-
channel interference also affects the task uploading delay of
NOMA users. Therefore, it is necessary for NOMA-enabled
MEC system to characterize the interaction between the
task uploading delay and co-channel interference of NOMA
users.

Due to the differentiated uploading delays of users,
the scheduling of computation offloading becomes very
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challenging in NOMA-enabled MEC. First, the co-channel
interference between NOMA users is determined by both
SIC decoding order and uploading completion order of users.
Specifically, if the uploading completion order is consistent
with the SIC decoding order, the co-channel interference
between NOMA users does not vary during the process
of task uploading. Otherwise, the co-channel interference
between NOMA users will be varied during the process
of task uploading. Thus, the interference coordination for
NOMA-enabled MEC is more complicated than that in NOMA
cellular uplink system [13]–[16]. Second, in a typical NOMA
system with multiple subchannels, the NOMA user pairing
and subchannel assignment directly affect the achievable rate
of NOMA users for task uploading. Thus, it is necessary for
NOMA-enabled MEC to jointly design both of them. Further-
more, the offloading decision should consider the differentiated
uploading delays of users to accurately evaluate the latency on
task offloading to make the right decision between the local
computing and edge computing. Therefore, it is required to
jointly consider the offloading decision, NOMA user pairing,
and resource allocation under the differentiated uploading
delays of users.

In this paper, we investigate the computation offloading
problem for multi-carrier NOMA enabled MEC under the
consideration of the differentiated uploading delays of users.
Specifically, we first characterize the impact of the differenti-
ated uploading delay on the co-channel interference between
a pair of NOMA users. Based on this, an optimal power allo-
cation algorithm is then proposed which coordinates the co-
channel interference to minimize the uploading delay of both
NOMA users. Finally, an average offloading delay minimiza-
tion problem is formulated which jointly considers the offload-
ing decision, NOMA user pairing, subchannel assignment and
computation resource allocation of edge server. Since the
original problem is a binary quadratic programming problem,
a computation offloading scheme based on the semidefinite
relaxation (SDR) and convex-concave procedure (CCP) is
proposed. The main contributions of our paper are summarized
as follows.

• We characterize the interaction between the differentiated
uploading delay and the co-channel interference between
NOMA users to further investigate the effectiveness of
interference management on reducing average offloading
delay of users.

• We derive a sufficient condition that if the uploading
completion order of users is inconsistent with their
SIC decoding order, reducing co-channel interference
cannot decrease the uploading delays of both NOMA
users. Based on this, the optimal power allocation is
achieved.

• Through analyzing the Karush–Kuhn–Tucker (KKT) con-
ditions, the close-form expression of optimal computation
resource allocation is obtained to minimize the task
execution delay of the edge server.

• We propose a computation offloading scheme which first
adopts SDR to achieve a lower bound of average offload-
ing delay and then exploits it to iteratively obtain the
offloading decision and NOMA user pairing. The results

Fig. 1. Multi-carrier NOMA-enabled computation offloading for MEC.

show that the proposed scheme can converges to a near-
optimal solution.

The remainder of the paper is organized as follows.
In Section II, we introduce the network scenario, offloading
modes, and problem formulation. The problem decompo-
sition and the proposed optimization-theory based scheme
are presented in Section III. In Section IV, we design a
matching-theory based algorithm with low complexity. Sim-
ulation results are given in Section V. Finally, we conclude
this paper in Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce the network scenario,
computation model, and NOMA transmission model for com-
putation offloading. Then, we formally give the formulation
for the users’ average delay minimization problem.

A. Network Scenario and Computation Model

As shown in Fig. 1, we consider the computation offloading
scenario for MEC in a scheduling period, where there are one
base station (BS), multiple users, denoted by U = {1, . . . , M},
and available subchannels on spectrum bandwidth, denoted
by S = {1, . . . , K}. Specifically, the BS is equipped with
one edge server to provide computing service. Each user has
one compute-intensive task to be finished. For user m’s task,
sm denotes the input-data size in bits and wm denotes the
workload in CPU cycles. The NOMA technique is adopted as
multiple access scheme to realize that a pair of users upload
their tasks on the same subchannel via power domain multi-
plexing. We consider that the BS can obtain perfect channel
state information of all users and be informed the knowledge
about the data sizes and workloads of tasks by application
service provider [17], [18]. Based on this information, the BS
schedules the computation offloading for users which have
made the service request and been admitted at the current
scheduling period [19], [20].

In this work, we adopt the binary offloading as the offload-
ing policy [1], [11]. Under the binary offloading, the users
select only one computing approach between local computing
and edge computing. Hence, the delay of a user on finishing
the task equals to the local execution delay or the task
offloading delay which includes the uploading delay and the
edge execution delay.

If selecting local computing, the user executes the task by
its local device. Let f l

m denote the computational rate in CPU
cycles/s of user m. The execution delay of user m’s task in
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Fig. 2. Two cases of task uploading for both NOMA users.

local is expressed as tlm = wm

f l
m

. If selecting edge computing,
the user is first assigned with one subchannel to upload the task
to BS, and then the edge server executes all offloaded tasks in
parallel. Let f e

m denote the computational rate of edge server
assigned to user m. The execution delay of user m’s task by
edge server is expressed as tem = wm

fe
m

.
Besides the execution delay at edge server, we should

consider the task uploading delay which is influenced by the
co-channel interference. Hence, the task uploading in NOMA
system become complicated and different from that in OMA
system.

B. NOMA Enabled Task Uploading

Let hm,k denote the channel power gain of subchannel k
between BS and user m. In NOMA uplink system, the BS
adopts the SIC to successively decode the users’ signals
according to the different power level of the received signals.
As [21], [22], the SIC decoding order is the descending order
of channel power gain. Once a signal is decoded successfully,
it will be subtracted from the superposed signal. Thus, user m
receives the co-channel interference from users n, if hm,k >
hn,k. Considering the practical complexity of SIC, we assume
that each subchannel is reused by at most two users [16],
[23]–[26].

To investigate NOMA enabled task uploading, we consider
a scenario where user m and user n are allocated subchannel
k, and hm,k > hn,k. As such, the achievable rates of user m
and n on task uploading are respectively expressed as

Rup,1
m,k = Blog2

(
1 +

pmhm,k

σ2 + pnhn,k

)
(1)

Rup,2
n,k = Blog2

(
1 +

pnhn,k

σ2

)
(2)

where pm and pn are the transmit powers of user m and user n,
respectively. B is the subchannel bandwidth and σ2 is the
additive white gaussian noise power. Thus, the uploading delay
of user n is expressed as tup,2

n,k = sn

Rup,2
n,k

.

However, the existence of the co-channel interference is
determined by task uploading delays of both users. As shown
in Fig. 2, if user n finishes the task uploading earlier than
user m, user m will acquire a dedicated time duration to
upload the remaining task and suffer no more co-channel
interference. Otherwise, user m always suffer the co-channel
interference during the task uploading process and its rate
keeps constant. Therefore, the differentiated uploading delay
leads to two cases for user m’s task uploading as follows.

• Case 1. If user m can finish task uploading earlier
than user n, user m always receives the co-channel
interference from user n and keeps constant transmission
rate, as Fig. 2a shows. The uploading delay of user m is
given by tup

m,k = sm

Rup,1
m,k

.

• Case 2. If user m cannot finish task uploading in tup,2
n,k ,

user m has a dedicated time duration to upload remain
input data, as Fig. 2b shows. In this time duration, the co-
channel interference does not exist. The uploading delay
of user m is expressed as

tup
m,k = tup,2

n,k +
sm − tup

n,kRup,1
m,k

Rup,2
m,k

(3)

where Rup,2
m,k = log2

(
1 + pmhm,k

σ2

)
is the rate of user m

on subchannel k without co-channel interference.

Thus, the uploading delay of user m is finally expressed as

tup,1
m,k = min

{
sm

Rup,1
m,k

, tup,2
n,k

}
+ max

{
0,

sm − tup,2
n,k Rup,1

m,k

Rup,2
m,k

}
.

(4)

The sum uploading delay of user m and user n using sub-
channel k is given by

tup
m,n,k =

⎧⎪⎨
⎪⎩

tup,1
m,k + tup,2

n,k , m �= n, hn,k < hm,k,

tup,1
n,k + tup,2

m,k , m �= n, hn,k > hm,k,

tup,2
m,k , m = n.

(5)

The sum execution delay of user m and user n by the edge
server is given by

tem,n =

{
tem + ten, m �= n,

tem, m = n.
(6)

The case of m = n in (5) means that subchannel k is used
only by one user, and meanwhile tup

m,n,k denotes the uploading
delay of this user. Similarly, when m = n, tem,n in (6) just
includes the execution delay of one user at edge server.

C. Problem Formulation

In order to improve the general user experience in MEC
system, we investigate the average overall delay of users on
finishing tasks minimization (ADM) problem. It jointly con-
siders the offloading decision, subchannel assignment, power
control, and computation resource allocation. The average
overall delay of users equals to the ratio of the sum of
all users’ delay on finishing tasks to the number of users,
which reflects the general level of the delay for one user
to finish the task at current scheduling period [27]. Let
X =

{
xk

m,n | m � n, ∀m, n ∈ U , ∀k ∈ S}
denote the offload-

ing decision and subchannel assignment variables. xk
m,n = 1

if a pair of user, user m and user n, are assigned subchannel
k to offload their tasks, and xk

m,n = 0 otherwise. xk
m,m = 1

indicates that user m is exclusively allocated subchannel k.
Let P = {pm | m ∈ U} denotes the transmit power variables,
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and F = {f e
m | m ∈ U} denotes the computation resource

variables. We formulate the ADM problem as follows.

min
P,X,F

1
M

K∑
k=1

M∑
m=1

M∑
n=m

xk
m,n

(
tup
m,n,k + tem,n

)

+
1
M

M∑
m=1

(
1 −

K∑
k=1

(
M∑

n=m+1

xk
m,n+

m∑
n=1

xk
n,m

))
tlm

s.t. C1 :
M∑

m=1

M∑
n=m

xk
m,n � 1, ∀k ∈ S

C2 :
K∑

k=1

(
M∑

n=m+1

xk
m,n+

m∑
n=1

xk
n,m

)
�1, ∀m ∈ U

C3 :0 � pm � Pmax, ∀m ∈ U

C4 :
M∑

m=1

f e
m � F, ∀m ∈ U

C5 :f e
m � 0, ∀m ∈ U

C6 :xk
m,n ∈ {0, 1} , ∀m, n ∈ U , ∀k ∈ S

where Pmax is the maximum transmit power for the users,
and F is the total computational rate of edge server. C1 indi-
cates that each subchannel is assigned to at most two users.
C2 ensures that each user is allocated at most one subchannel.
C3 restricts the maximum transmit power for all users. C4 and
C5 denotes the total computational rate assigned to users
cannot exceed F .

Due to the binary variable X and non-convex objective
function, ADM problem is a mixed-integer and non-convex
optimization problem. The subchannel assignment and power
control can determine which case the users work in, and the
power allocation scheme should be individually designed in
two cases. Moreover, the computation resource allocation is
influenced by the radio resource allocation. In general, this
kind of problem is NP-hard, and there is not systematic
approach to solve it. Therefore, we focus on designing an
efficient algorithm.

III. PROPOSED OPTIMIZATION-THEORY BASED

ALGORITHM FOR ADM PROBLEM

In this section, we decompose ADM problem into power
allocation subproblem, computation resource allocation sub-
problem, and subchannel assignment subproblem. Specifically,
the subchannel assignment subproblem is a master subproblem
which can affect the solution of other two subproblems.
The power allocation subproblem and computation resource
allocation subproblem are independent of each other. We first
propose the power allocation algorithm and computation
resource algorithm, when the subchannel assignment is given.
Then, we use the SDR and CCP method to solve subchannel
assignment subproblem. Finally, the near-optimal solution of
ADM problem can be obtained.

A. Uploading Power Allocation

The power allocations on different subchannels are inde-
pendent and can be finished by a parallel approach. In this

subsection, we first explore a criterion to determine whether
two users on the same subchannel should work in Case 1 or
Case 2 for minimizing their uploading delays. Then, we design
an algorithm to find the optimal power allocation for each case.
Without loss of generality, it is assumed that user m and user n
are allocated subchannel k and their channel power gains meet
hm,k > hn,k.

At first, we investigate how the co-channel interference
affects the uploading delays of user m and user n, when
they work in Case 2. Under current pm and pn, we give the
following theorem.

Theorem 1: The decrease of user n’s transmit power, p̄n �
pn − Δp, Δp>0, can result in the increase of user m’s
transmission rate, R̄up,1

m,k = Rup,1
m,k + ΔRm, and the increase

of user n’s uploading delay, t̄up,2
n,k = tup,2

n,k + Δt. We can get
the following formula

lim
Δp→0+

Rup,1
m,k tup,2

n,k + Rup,2
m,k Δt − R̄up,1

m,k t̄up
n,k > 0. (7)

Proof: See Appendix A.
Theorem 1 demonstrates that reducing pn makes user m

transmit less data bits. In other words, in Case 2, reducing pn

can prolong the uploading delays of both user m and user n.
Since user m cannot cause any interference to user n, pm

should equal to Pmax for minimizing the uploading delay of
both user m and user n, which is described as the following
lemma.

Lemma 1: The necessary condition for user m and user n
achieving minimum uploading delay is pm = Pmax.

Then, we give the following theorem about the sufficient
condition such that user m and user n should work in
Case 2 rather than Case 1.

Theorem 2: The sufficient condition for user m and user n
achieving less uploading delay in Case 2 than that in Case 1 is
that when pm = pn = Pmax, tup,2

n,k Rup,1
m,k < sm.

Proof: We can prove the theorem from two aspects. On the
one hand, because Theorem 1 proves that the reduction of pn

increases the uploading delays of both user m and user n,
we cannot reduce pn when tup,2

n,k Rup,1
m,k < sm. On the other

hand, Lemma 1 indicates that pm should equal to Pmax. Thus,
when pm = pn = Pmax, if tup,2

n,k Rup,1
m,k < sm, we should not

do any adjustment to pm and pn, such that user m and user
n should work in Case 2.
Based on Theorem 2, we can know that when pm = pn =
Pmax, if tup,2

n,k Rup,1
m,k � sm, only pn can be adjusted. Hence,

user m and user n should work in Case 1 rather than Case 2.
The following corollary can be given.

Corollary 1: The sufficient condition for user m and user
n working in Case 1 is that tup,2

n,k Rup,1
m,k � sm when pm =

pn = Pmax.
Therefore, we can get a clear criterion. The criterion is that

when pm = pn = Pmax, user m and user n should work in
Case 1 if tup,2

n,k Rup,1
m,k � sm, and user m and user n should work

in Case 2 if tup,2
n,k Rup,1

m,k < sm. For Case 2, it is obvious that
the optimal power allocation is pm = pn = Pmax. For Case 1,
the co-channel interference should be carefully managed for
minimizing tup

m,n,k. Thus, we formulate the power allocation
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problem in Case 1 as follows.

min
pm,pn

tup
m,n,k = tup,1

m,k + tup,2
n,k

s.t. pm, pn ∈ (0, Pmax] (8)

where tup,1
m,k = sm

Rup,1
m,k

. Problem (8) is a typical non-convex

optimization problem. To effectively tackle this problem,
we introduce two variable substitutions, i.e., tup,1

m,k = 1
τm

and
tup,2
n,k = 1

τn
. Then, Problem (8) can be transformed into

min
τm,τn

1
τm

+
1
τn

s.t. C7 :
σ2

hn,k

(
2

1
B snτn − 1

)
� Pmax

C8 :
σ2

hm,k

(
2

1
B smτm − 1

)
2

1
B snτn � Pmax

C9 :τm > 0, C10 :τn > 0. (9)

Because of Lemma 1, two sides of C8 is equal, i.e., τm =
B
sm

log2

(
1 + Pmaxhm,k

σ22
1
B

snτn

)
. Problem (9) is reformulated as fol-

lows.

min
τn

h (τn) =
smln2

Bln
(
1 + Pmaxhm,k

σ2 2−
1
B snτn

) +
1
τn

s.t. C7, C10. (10)

For h (τn), we have the following important property.
Theorem 3: The function h (τn) is a unimodal function,

because the function h� (τn) is monotonically increasing. The
function h� (τn) is given by

h� (τn) = − 1
τ2
n

+
smsnAln22g (τn)

B2 [1 + Ag (τn)] ln2 [1 + Ag (τn)]
(11)

where g (τn) = 2−
1
B snτn and A = Pmaxhm,k

σ2 .
Proof: See Appendix B.

According to Theorem 3, we can determine the opti-
mal power allocation for Case 1. Specifically, from
C7 and C10, we can get τn ∈ (0, τmax

n ], where

τmax
n = B

sn
log2

(
1 + Pmaxhn,k

σ2

)
. It is easily known that

limτn→0+h (τn) = −∞. If h� (τmax
n ) < 0, h (τn) is monotoni-

cally decreasing. In this case, the optimal solution τ∗
n = τmax

n .
If h� (τmax

n ) > 0, h (τn) is first monotonically decreasing and
then monotonically increasing. We can use bisection search
[28] to find τ∗

n which meets h� (τ∗
n) = 0, and h (τ∗

n) is the
minimum value. Based on the value of τ∗

n , we get the optimal
solutions of pm and pn. We conclude the power allocation
algorithm in Algorithm 1. The complexity of Algorithm 1
equals to O (logΔ), which is determined by the bisection
search. Δ is the number of equal intervals in (0, τmax

n ].

B. Computation Resource Allocation

When the subchannel assignment is determined, the com-
putation resource allocation is irrelevant to power allocation.
Let Ue denote the set of users which are scheduled to offload
their tasks to edge server. The computation resource allocation

Algorithm 1 Power Allocation Algorithm
1: Initialization
2: • Input subchannel k, user m, and user n with hm,k >

hn,k.
3: • Set pm = 0 and pn = 0.
4: if subchannel k is occupied by only one user m ∈ U or not

occupied by any user then
5: Set pm = Pmax or do not need any allocation.
6: else
7: if tup,2

n,k Rup,1
m,k < sm, pm = pn = Pmax then

8: Set pm = Pmax and pn = Pmax.
9: else

10: if h� (τmax
n ) > 0 then

11: By exploiting the monotonically increasing property
of h� (τn) when τn ∈ (0, τmax

n ], we use the bisection
search to find τ∗

n ∈ (0, τmax
n ] such that h� (τ∗

n) = 0.
12: else
13: By exploiting the monotonically decreasing property

of h (τn) when τn ∈ (0, τmax
n ], we get τ∗

n = τmax
n .

14: end if
15: end if
16: Calculate τ∗

m = B
sm

log2

(
1 + Pmaxhm,k

σ22
1
B

snτ∗
n

)
.

17: Calculate pm = σ2

hm,k

(
2

1
B smτ∗

m − 1
)

2
1
B snτ∗

n and pn =
σ2

hn,k

(
2

1
B snτ∗

n − 1
)

.
18: end if
19: return pm and pn.

subproblem can be formulated as follows.

min
F

∑
m∈Ue

tem

s.t. C4, C5. (12)

Since Problem (12) is a typical convex problem, it can
be directly solved by Lagrangian dual decomposition. We
construct the Lagrangian function of Problem (12) by

L (F, μ,v) =
∑

m∈Ue

wm

f e
m

+ μ

( ∑
m∈Ue

f e
m − F

)
−

∑
m∈Ue

vmf e
m

(13)

where μ and v = {vm | m ∈ Ue} are the Lagrangian multi-
pliers of C4 and C5, respectively.

Since Problem (12) satisfies the Salter’s condition,
the strong duality holds between it and its dual problem such
that the dual gap is zero. The KKT conditions specify that

∂L

∂f e
m

= − wm

(f e
m)2

+ μ − vm = 0 (14)

μ

( ∑
m′∈Ue

f e
m′ − F

)
= 0 (15)

vmf e
m = 0 (16)

In order to minimize the overall execution delay, it must be
f e

m > 0, ∀m ∈ Ue, and hence vm = 0, ∀m ∈ Ue. From (14),
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we know that each user is assigned with f e
m =

√
wm

μ . Further-

more, when the optimal solution f e,∗
m is achieved, the compu-

tation resource should be used up, i.e.,
∑

m′∈Ue f e
m′ −F = 0.

Therefore, we can get that μ =
(

1
F

∑
m′∈Ue

√
wm′

)2
. The

policy on computation resource allocation is given by

f e
m =

F
√

wm∑
m′∈Ue

√
wm′

, ∀n ∈ Ue. (17)

C. Offloading Decision and Subchannel Assignment

Based on the power allocation policy presented in
Algorithm 1, we can directly determine the optimal solution
tup,∗
m,n,k of the uploading delays. By the policy of the compu-

tation resource allocation, we can express the execution delay
of user m’s task by edge computing as

te,∗
m =

√
wm

F

M∑
n=1

√
wn

K∑
k=1

(
n∑

l=1

xk
l,n+

M∑
l=n+1

xk
n,l

)
, ∀m ∈ U

(18)

which can be used to calculate te,∗
m,n according to 6. After

getting tup,∗
m,n,k and te,∗

m,n, we can formulate the offloading
decision and subchannel assignment subproblem as follows.

min
X

1
M

K∑
k=1

M∑
m=1

M∑
n=m

xk
m,n

(
te,∗
m,n + tup,∗

m,n,k

)

+
1
M

M∑
m=1

[
1 −

K∑
k=1

(
M∑

n=m+1

xk
m,n +

m∑
n=1

xk
n,m

)]
tlm

s.t. C1, C2, C6 (19)

which is an integer quadratic programming problem. Although
its optimal solution can be found by Branch-and-Bound algo-
rithm [28], it has huge computational complexity, especially
when the dimension of X is large. Thus, we propose an
efficient algorithm based on the SDR.

Problem (19) can be reformulated as an equivalent QCQP
problem [29] by replacing the binary constraints with quadratic
constraints that are expressed as

xk
m,n

(
1 − xk

m,n

)
=0, 0 � xk

m,n �1⇔xk
m,n ∈ {0, 1} . (20)

The reformulated problem is expressed as

min
x

O (x) =
1
M

(
xTQx + rT x +

M∑
m=1

tlm

)

s.t. C11 : A1x � 1K

C12 : A2x � 1M

C13 : eT
p x − xT diag (ep)x � 0, p = 1, . . . , UK

C14 : 0 � x � 1 (21)

where U = 1
2M (M + 1). ep is a UK×1 unit vector with the

pth element being 1. diag (ep) is a diagonal matrix of ep start-
ing in the upper left corner. The variable X is arranged as the
vector x =

(
xT

1,1, . . . , x
T
1,M , . . . ,xT

K,1, . . . , x
T
K,M

)T
, where

xk,m =
(
xk

m,m, . . . , xk
m,M

)T
. The matrix Q = 1

2

(
Q1 + QT

1

)
.

Q1 is expressed as

Q1 =

⎡
⎢⎢⎢⎣

Q0 Q0 · · · Q0

Q0 Q0 · · · Q0

...
...

. . .
...

Q0 Q0 · · · Q0

⎤
⎥⎥⎥⎦ (22)

which is a K × K block matrix and each block
is matrix Q0 = 1

F qqT . In matrix Q0, the vec-
tor q = (q1,1, . . . , q1,M , q2,2, . . . , q2,M , . . . , qM,M )T , and
qm,n, ∀ {m, n} ∈ U is expressed as

qm,n =

{√
wm +

√
wn, m < n,√

wm, m = n.
(23)

The vector r =
(
rT

1,1, . . . , r
T
1,M , . . . , rT

K,1, . . . , r
T
K,M

)T

and rk,m =
(
rk
m,m, . . . , rk

m,M

)T
, where rk

m,n, ∀ {m, n} ∈
U , k ∈ S is expressed as

rk
m,n =

{
tup,∗
m,n,k − tlm − tln, m �= n

tup,∗
m,n,k − tlm, m = n.

(24)

The matrix A1 and A2 are respectively expressed as

A1 =

⎡
⎢⎢⎢⎣

11×U 01×U · · · 01×U

01×U 11×U · · · 01×U

...
...

. . .
...

01×U 01×U · · · 11×U

⎤
⎥⎥⎥⎦

K×KU

(25)

A2 = [A2,1, . . . ,A2,k, . . . ,A2,K ] (26)

A2,k =

⎡
⎢⎢⎢⎢⎢⎣

11×M 01×M−1 01×M−2 · · · 0
u2

1×M 11×M−1 01×M−2 · · · 0
u3

1×M u2
1×M−1 11×M−2 · · · 0

...
...

...
. . . 0

uM
1×M uM−1

1×M−1 uM−2
1×M−2 · · · 1

⎤
⎥⎥⎥⎥⎥⎦

M×U

, ∀k ∈ S

(27)

where 11×i is 1×i vector with all elements being 1, and up
1×i

is 1 × i unit vector with the pth element being 1. C11 and
C12 are equivalent to C1 and C2, respectively. C13 and
C14 replace C6. To tackle Problem (21), we define Z = xxT

and equivalently rewrite Problem (21) as

min
Z,x

1
M

(
Tr (QZ) + rT x +

M∑
m=1

tlm

)

s.t. C11, C12, C14
C15 :Tr (diag (ep)Z) − eT

p x = 0, p = 1, . . . , UK

C16 :
[

Z x
xT 1

]
� 0 (28)

where C15 is equivalent to C13. Because only C16 is non-
convex, we first solve the optimal solution Z∗ of Prob-
lem (28) without C16 by the standard convex programming
method [30]. If Z∗ is semidefinite, we directly obtain the
optimal solution x∗ of Problem (21) according to Z = xxT .
If Z∗ is not semidefinite, we just get a lower bound of the
optimal solution. The SDR is 2

π -optimal solution for binary
quadratic programming problem [29]. Hence, we use the

Authorized licensed use limited to: University of Waterloo. Downloaded on April 14,2020 at 16:26:20 UTC from IEEE Xplore.  Restrictions apply. 



SHENG et al.: DELAY-AWARE COMPUTATION OFFLOADING IN NOMA MEC 2819

Gaussian randomization and CCP to design an algorithm to
obtain an approximate solution.

Specifically, we generate L sampling points based on the
multivariate Gaussian distribution N (μ, Σ) with mean μ =
x∗ and covariance Σ = Z∗ − x∗x∗T . Although there is no
guarantee that all the sampling points are feasible, we can
use them to apply CCP to find the approximate solution.
The matrix Q can be decomposed into the difference of two
positive semidefinite matrices

Q = Q+ − Q−, Q+ � 0,Q− � 0 (29)

where Q+ = Q−ηI and Q− = −ηI. η is the minimum eigen-
value of Q and I is the identity matrix with same dimension
of Q. The objective function of Problem (21) can be expressed
as O(x) = 1

M

(
xTQ+x + rT x +

∑M
m=1 tlm − xTQ−x

)
.

Thus, Problem (21) can be rewritten as a difference-of-convex
(DC) programming problem. The CCP is a powerful method
to find a local optimum of DC programming problems. Con-
sidering the infeasibility of the sampling points, we adopt the
penalty CCP. In order to perform the penalty CCP, we convex-
ify O(x) and C13 by linearizing their concave parts around
the iteration point xj . Then, Problem (21) transforms into the
following form

min
x,θ

Oj(x, θ) =
1
M

[
xTQ+x + rT x +

M∑
m=1

tlm

]

− 1
M

[
xT

j Q−xj + xT
j QT

− (x − xj)
]
+ τj

UK∑
p=1

θp

s.t. C11, C12, 14
C17 : − xT

j diag (ep)xj − xT
j diag (ep)

T (x − xj)

+ eT
p x � θp, p = 1, . . . , UK

C18 : θp � 0, p = 1, . . . , UK (30)

where τj and θ = {θp, p = 1, . . . , UK} are penalty factors.
The penalty factors relax the original problem and penalize the
violations for the constraints [29]. We use each sampling point
as the initial point to perform the penalty CCP method. The
detailed procedure of the proposed optimization-theory based
computation offloading and resource allocation (OCORA)
scheme is concluded in Algorithm 2. If the interior-point
method is applied, the complexity of step 3 is O

(
U7ε2

)
,

and the complexity from steps 5 to 13 is O
(
LΓU3.5K3.5ε2

)
,

where ε is the search step size. The complexity of OCORA
scheme is O

(
UKlogΔ + U7K7ε2

)
.

IV. PROPOSED MATCHING-THEORY BASED

ALGORITHM FOR ADM PROBLEM

To further reduce the computational complexity, we propose
a low-complexity algorithm for ADM problem based on
matching theory [31]–[33]. Given the power allocation and
the policy of computation resource allocation, the offloading
decision and subchannel assignment can be reformulated as
a many-to-one bipartite matching problem with externalities
among the users.

Algorithm 2 Optimization-Theory Based Computation
Offloading and Resource Allocation (OCORA) Scheme

1: Calculate tup,∗
m,n,k, ∀ {m, n} ∈ U , ∀k ∈ S by performing

Algorithm 1.
2: Construct matrix Q,A1,A2,Q− and Q+.
3: Solve Problem (28) to get Z∗.
4: Generate the sampling points X = {xs

1, . . . , x
s
L} based on

N (μ, Σ).
5: for l = 1 : 1 : L do
6: Set j = 0, x0 = xs

l , τ0 = 1, O0 = +∞, and μ = 1.1.
7: repeat
8: j = j + 1.
9: Solve Problem (30) to get Oj and xj by linearing

concave parts around xj−1.
10: τj = μτj−1 and e = |Oj − Oj−1|.
11: until e � 1e − 4 or j � jmax.
12: Ol

opt = Oj and xl
opt = xj .

13: end for
14: xopt = arg min

xl
opt

Ol
opt and Oopt = min

l
Ol

opt.

15: return Oopt, xopt, and all uploading power variables.

A. Many-to-One Matching Model for ADM Problem

U and S are two mutually disjoint sets. In NOMA enabled
task uploading, each subchannel can be assigned with at most
two users simultaneously, and each user is allowed to access
for at most one subchannel. This problem is to match the users
to the subchannels aiming to minimize the average overall
delay, where the users and the subchannels affect each other.
Hence, ADM problem is a many-to-one matching problem,
which has been studied extensively in economics and game
theory [32], [34].

Definition 1: In the many-to-one matching model, μ is a
function from the set U ∪ S into the set of all subsets of U ∪
S ∪ {0} such that ∀m ∈ U and ∀k ∈ S

1) |μ (m)| = 1 for each user m ∈ U ∪ O;
2) |μ (k)| � qk for each subchannel k ∈ S and |μ (0)| �

M for subchannel 0;
3) μ (m) ∈ S ∪ {0} if and only if k ∈ μ (m) , ∀m ∈ U ∪

O, ∀k ∈ S ∪ {0};
4) k ∈ μ (m) ⇔ m ∈ μ (k) , ∀m ∈ U ∪ O, ∀k ∈ S ∪ {0}.

The positive integer qk denotes quota, which indicates the
maximum number of users that can be matched with each
subchannel. In this work, qk = 2, ∀k ∈ S. If the user is
matched with subchannel 0, it is allocated to execute the
task locally. The set O includes the “holes” which use up
all available vacancies of subchannels. The meanings of μ are
different when the parameters are different. For user m ∈ U ,
μ (m) means its matched subchannel. For subchannel k ∈ S,
μ (k) gives the set of matched users. Due to the co-channel
interference and computation resource competition between
the users, each subchannel’s preference depends not only on
the users whom it support, but also on the users which the
other subchannels support. Similarly, each user’s preference is
related to not only the matched subchannel but also all other
subchannels. Therefore, we conclude that ADM problem is
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a many-to-one matching problem with the externalities [31],
[32], [34].

To model the externalities, we define the preference value
for the user on subchannel k as follows. If user m is the
one with high channel gain on subchannel k, its preference
value is expressed as vm (k) = tup,1

m,k + tem. If user m is that
one with low channel gain on subchannel k, its preference
value is vm (k) = tup,2

m,k + tem. If user m is matched with
subchannel 0, its preference value by local computing is
expressed as vm (0) = tlm. Then, we define the preference
value of subchannel k as vk (μ (k) = {m, n}) = tup

m,n,k+tem,n,
∀ {m, n} ∈ M.

Each user has a preference relation 
m, ∀m ∈ U , and each
subchannel k has a strict preference relation 
k, ∀k ∈ S∪{0}.
For user m and any two subchannels k and k�, the preference
relation of two matchings μ and μ� where μ (m) = k and
μ� (m) = k� is expressed as

(k, μ) 
m (k�, μ�) ⇔ vm (k) < vm (k�) (31)

which indicates that user m prefers subchannel k of matching
scheme μ rather than subchannel k� of matching scheme μ�,
since user m can obtain the lower delay on subchannel k than
that on subchannel k�. For two sets of users M and M�,
we express the preference relation of subchannel k on two
matchings μ and μ� where μ (k) = M and μ� (k) = M� as

(M, μ) 
k (M�, μ�) ⇔ vk (M) < vk′ (M�) (32)

which means subchannel k prefers M to M� if subchannel k
can get the lower delay from M.

Since the externalities can affect the preference relation
of each subchannel and user, it is hard to define a strong
stability for this problem. Hence, the two-sided exchange
stability is defined to tackle the externalities [34]. To achieve
the exchange stability, we firstly define the swap matching μn

m

as

μn
m = {μ \ {(m, k) , (n, j)} ∪ {(n, k) , (m, j)}} (33)

where μ (m) = k and μ (n) = j. μn
m means that user m

and user n exchange the subchannels with each other while
keeping all other users’ allocation. Note that one of the users
in swap operation can be a “hole” to allow a user to move
the vacancies of a subchannel. Then, we give the definition of
swap-blocking pair.

Definition 2: In a matching μ, user m and user n can be
a swap-blocking pair if and only if

1) ∀i ∈ {m, n, k, j} , vi (μn
m (i)) � vi (μ (i)),

2) ∃i ∈ {m, n, k, j} , vi (μn
m (i)) > vi (μ (i)),

where k = μ (m) and j = μ (n) are the subchannels.
The swap-blocking pair ensures that if a swap matching

is approved, the preference values of all involved users and
subchannels will not increase, and at least one user or one
subchannel will decrease. Thus, we can check every pair of
the users (or one user and a hole) whether they form a swap-
blocking pair or not. If they form a candidate of swap-blocking
pair, they can operate the swap matching by exchanging their
matched subchannels to reduce their overall delays. Through

a series of swap matchings, we finally obtain the two-sided
exchange-stable matching which is defined as follows.

Definition 3: A matching μ is two-sided exchange-stable if
and only if there does not exist a swap-blocking pair.

B. Proposed Algorithm Based on Many-to-One Matching

To find a two-sided exchange-stable matching for our
considered problem, we propose a matching-theory based
computation offloading and resource allocation (MCORA)
algorithm, which is presented in Algorithm 3. To initialize the
matching, we randomly match each user to one subchannel
k ∈ S ∪ {0}. Under the initial matching μ0, each user’s
overall delay is calculated according to Algorithm 1 and (18).
In swap matching phase, each user keeps finding other users
to form the swap-blocking pair to iteratively reduce its overall
delay. Specifically, for two users or one user and one hole,
we utilize Algorithm 3 and (18) to the preference values of
the swap matching. If a swap-blocking pair is found, the swap
matching must be approved. The swap matching phase will
stop until there is not any swap-blocking pair. Because there is
not any swap-blocking pair, the final matching μ∗ of MCORA
algorithm achieves the two-sided exchange stability.

The MCORA algorithm converges within a limited number
of iterations. Since the number of users and subchannels are
limited, it indicates that the number of swap operations is finite
[26], [34]. Furthermore, according to Definition 2, we find that
the average overall delay decreases after each approved swap
matching. As the average overall delay is close to the lower
bound, the swap matching will not be found anymore. Thus,
the MCORA algorithm can converge to a two-sided exchange-
stable matching with limited iterations.

V. SIMULATION RESULTS

We present the simulation results to evaluate the
performance of proposed algorithms for multi-carrier
NOMA-enabled MEC system. We consider that the users are
uniformly distributed in a single cell network. The spectrum
bandwidth consists of multiple adjacent subchannels, and the
interval between any two adjacent subchannels is 20 kHz [35].
The user’s input-data size is uniformly distributed in [200,
smax] in kbits. For most of the applications, the task
workload correlates to input-data size. Here, we consider
wm = βsm, ∀m ∈ M and β = 1000 cycles/bit [1]. The
user’s device computational rate is uniformly distributed
in [0, f l

max] in Gcycles/s. We summarize the simulation
parameters in Table I. In this simulation, we compare the
proposed algorithms with the scheme in [36] for the OMA
based system. Moreover, the performances of four benchmark
algorithms have been evaluated for comparison.

• Exhaustive search (ES) scheme: The scheme searches
all possible results of offloading decision and subchan-
nel assignment and performs proposed uploading power
allocation algorithm and computation resource allocation
policy to achieve the globally optimal solution.

• Differentiation-neglected (Diff-NG) scheme: The scheme
ignores the differentiated uploading delays of NOMA

Authorized licensed use limited to: University of Waterloo. Downloaded on April 14,2020 at 16:26:20 UTC from IEEE Xplore.  Restrictions apply. 



SHENG et al.: DELAY-AWARE COMPUTATION OFFLOADING IN NOMA MEC 2821

Algorithm 3 Matching-Theory Based Computation Offloading
and Resource Allocation (MCORA) Algorithm
1: Initialization
2: • Initial matching μ = μ0: The users are randomly matched

to the subchannels k ∈ S ∪ {0} while ensuring |μ (k)| �
qk, ∀k ∈ S.

3: • Calculate the preference values under μn
m by Algorithm 1

and Equation (18).
4: flag = 1.
5: while flag = 1 do
6: flag = 0.
7: for each m ∈ U do
8: for each n ∈ U ∪ O \ m do
9: Exploit Algorithm 1 and (18) to calculate the prefer-

ence values of involved users and subchannels under
μn

m.
10: if user m and n form a swap-blocking pair then
11: Set flag = 1 and update μ = μn

m.
12: break
13: end if
14: end for
15: if flag = 1 then
16: break
17: end if
18: end for
19: end while
20: return a stable matching μ

TABLE I

SIMULATION PARAMETERS

users and considers the co-channel interference always
exists during the process of task uploading [10], [12].

• Maximum power (Max-power) scheme: The scheme allo-
cates the users maximum transmit power, and its other
procedures are same with OCORA algorithm.

• ECA-NOMA scheme [9]: The scheme allows all users
to offload tasks and allocates them the subchannels in
a greedy approach. The power allocation algorithm and
computation resource allocation algorithm are similar
with this paper.

A. Feasibility of Proposed Algorithms

Fig. 3 shows the performance comparison between OCORA
scheme and ES scheme. We can see that with the increase of
the number of the sampling points L, the OCORA scheme
gradually reduces the performance gap against the optimal
solution obtained by ES scheme. Fig. 3a shows when M = 6

Fig. 3. Average overall delay versus the number of sampling points L
(smax = 800 kbits, F = 24 Gcycles/s, f l

max = 1 Gcycles/s).

Fig. 4. Convergence of MCORA scheme.

and K = 2, the OCORA scheme achieves the same perfor-
mance with ES scheme. Fig. 3b shows that when M = 7
and K = 3, the performance gap is less than 2% between
ES and OCORA within 15 sampling points. This is because
more sampling points leads to higher probability to find a
better solution. Fig. 4 shows the cumulative probability of
the number of swap operations for MCORA. We can see
that the MCORA scheme converges after a limited number
of iterations, and the required number of iterations depends
on M and K .

B. Impact of the Computational Rate on
Network Performance

Fig. 5 shows the average overall delay versus the edge
computational rate F of different schemes. It is seen that with
the increase of F , the average overall delay decreases. We
can see that two proposed algorithms achieve lower average
overall delay than Diff-NG scheme and Max-power scheme.
Furthermore, with the growth of F , the gaps between them
are enlarged. This is because that the OCORA and MCORA
schemes consider the difference of uploading delay between
users to allocate the user’s transmit power for different cases.
Since the user pairing and subchannel assignment are effi-
ciently solved, the proposed algorithms obtain better average
overall delay than ECA-NOMA.

Fig. 6 shows that the average overall delay versus maximum
device computational rate f l

max of different schemes. We can
see that with the increase of f l

max, the average overall delay is
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Fig. 5. Average overall delay versus edge computational rate F (M = 10,
K = 5, smax = 800 kbits, f l

max = 1 Gcycles/s).

Fig. 6. Average overall delay versus maximum device computational rate
f l
max (M = 10, K = 5, smax = 800 kbits, F = 18 Gcycles/s).

reduced. Since K is sufficient for all users to offload the tasks,
the ECA-NOMA scheme decides all users to offload their
tasks such that its average overall delay is constant. It is seen
that two proposed schemes achieve better performance than
other schemes. However, the gaps between different schemes
are gradually diminished except ECA-NOMA scheme. This
is because that the higher f l

max leads to that more users are
decided to conduct the local computing.

C. Impact of the Spectrum Resource on Network Performance

Fig. 7 shows that the average overall delay with the different
number of subchannels K . From the results, we can see that
under given F , the increase of K can reduce the average
overall delay. The reason is that more subchannels provide
higher transmission capacity to reduce the task uploading
delay of each user. Compared with the OMA based scheme,
the NOMA based scheme can significantly reduce the average
overall delay on computation offloading. Fig. 8 shows that the
average number of users to offload tasks with different K . We
can see that the increase of K can improve the number of users
to offload tasks in NOMA system, and the OCORA scheme
can obtain more users to offload tasks than other schemes. The

Fig. 7. Average overall delay versus F with the different number of
subchannels K (M = 10, smax = 800 kbits, f l

max = 1 Gcycles/s).

Fig. 8. Average number of users to offload task versus F with different K
(M = 10, smax = 800 kbits, f l

max = 1 Gcycles/s).

Fig. 9. Average overall delay versus the number of users M (K = 5,
smax = 800 kbits, F = 26 Gcycles/s, f l

max = 1 Gcycles/s).

reasons come from two aspects. The first one is that larger
K can provide higher the transmission capacity to offload
more user’s tasks. The second one is that the OCORA scheme
efficiently exploits the edge server’s computational resources
to provide low offloading delay for more users to offload tasks.
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Fig. 10. Average overall delay under different K and M (smax = 800 kbits,
F = 64 Gcycles/s, f l

max = 1 Gcycles/s).

To evaluate the performance of proposed schemes in the
subchannel-limited scenario, we plot the average overall delay
of different schemes versus the number of users M , as shown
in Fig. 9. With the growth of M , the subchannel competition
among the users become fierce. Different from the existing
schemes, the proposed OCORA scheme and MCORA scheme
take into account the difference of uploading delay between
users to efficiently restrain the co-channel interference. Thus,
the competition among the users can be effectively dealt with
such that lower the average overall delay is achieved.

Furthermore, we consider a scenario with large M and K .
Specifically, K is set as 10, 20, 30, 40, and 50. Corresponding
to K , M is set as 15, 30, 45, 60, and 75. For instance,
when K = 50 and M = 75, the MEC system has 10MHz
spectrum bandwidth for all the users to offload the tasks.
Fig. 10 shows the average overall delay varying with K and
M . We can see that as the increase of K and M , although the
performance gap between OCORA scheme and OMA scheme
gradually reduces, the OCORA scheme still outperforms the
OMA scheme. This is because the limited F cannot afford
the task offloading for all users. With the increase of M ,
more users is allocated to conduct the local computing. Hence,
the performance gap between the OCORA scheme and OMA
scheme is diminished. Due to the high spectrum efficiency of
NOMA, the proposed OCORA scheme achieves lower average
overall delay than OMA scheme.

D. Impact of the Input-Data Size on Network Performance

We adopt two specific scenarios to show the necessity of
considering the difference of the uploading delays between
users. In such scenarios, the channel model only includes the
path loss.

The first specific scenario includes one subchannel and two
users. For user 1 and user 2, the link length is 150 m and
50 m, respectively. The computational rate is set as f l

1 =
f l
2 = 0.2 Gcycles/s and F = 24 Gcycles/s. The input-data size

of user 1’s task s1 is 300 kbits. Fig. 11 shows the average
overall delay of user 1 and user 2 varying with the input-
data size of user 2’s task s2. The Case 1 only scheme only
uses the power allocation method of Case 1 to perform their

Fig. 11. Average overall delay versus input-data size of user 2’s task.

Fig. 12. Average overall delay versus input-data size of user 4’s task.

task uploading, and the Case 2 only scheme only uses the
power allocation method of Case 2. We can see that since
the proposed power allocation algorithm (Algorithm 1) jointly
considers the Case 1 and Case 2, it achieves lower average
overall delay than other two schemes. Furthermore, from the
results, we can see that there are two phases for Algorithm 1.
With the increase of s2, user 1 and user 2 first work in
Case 1, and then switch to work in Case 2. This is because
when s2 is small, user 2 can finish task uploading earlier than
user 1. Thus, they should work in Case 1 to achieve minimum
uploading delay, which validates Corollary 1. As s2 increase
to a certain value, user 2 cannot upload total input data in the
uploading delay of user 1. They switch to Case 2 to minimize
uploading delay, which validates Theorem 2.

The second specific scenario includes four users and three
subchannels. User 1, user 2, and user 3 occupy different
subchannels. From user 1 to user 4, the link length is 75 m,
100 m, 100 m, and 50 m, respectively. The computational
rate is set as f l

1 = f l
2 = f l

3 = f l
4 = 0.2 Gcycles/s, and

F = 24 Gcycles/s. From user 1 to user 3, the input-data sizes
of their tasks are set as s1 = 300 kbits, s2 = 400 kbits, and
s3 = 300 kbits. Fig. 12 shows the average overall delay of
four users varying with the input-data size of user 4’s task s4.
We can see that there are three phases in OCORA scheme.
First, when s4 is small, user 4 is paired with user 3 and
works in Case 1. This is because s3 is smaller than s1 and s2,
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and the co-channel interference between user 3 and user 4 is
least. Second, since the growth of s4 makes user 4 not finish
task uploading earlier than user 3, user 4 is allocated to pair
with user 2 and works in Case 1. This is because user 4 still
can upload total input data within the uploading delay of user
2 such that the pairing of user 2 and user 4 can further optimize
the average overall delay. Finally, due to large s4, user 4 works
in Case 2 and is paired with user 1. This is because that user
4 cannot finish the task uploading earlier than any other users
and only works in Case 2. In Case 2, the NOMA user pair
can achieve lower uploading delay, if user 4 obtains longer
dedicated time duration for a task uploading. Hence, even
though the co-channel interference is severe, user 4 and user
1 are allocated to be paired for minimum average overall
delay. Therefore, it can be seen that the OCORA scheme
achieves lower average overall delay than other schemes (User
1/2/3 always schemes) which always pair user 4 with user
1/2/3. Furthermore, because user 4 has best channel condition
and much smaller input-data than other users, the OCORA
scheme always pairs user 4 with other users, and other three
users are allocated with different subchannels.

VI. CONCLUSION

This paper has investigated the computation offloading in
multi-carrier NOMA-enabled MEC under the differentiated
uploading delay. First, we have characterized the interaction
between the differentiated uploading delay and co-channel
interference for a pair of NOMA users. Second, the optimal
power allocation algorithm has been proposed that coordinates
the co-channel interference according to the difference of
uploading delay between NOMA users. Finally, the OCORA
and MCORA schemes have been proposed to reduce the
average overall delay of users in finishing tasks by jointly
scheduling the offloading decision and NOMA transmission.
Simulation results have been provided to validate the necessity
for considering the differentiated uploading delay, and to
demonstrate the advantage of our proposed scheme. In future
work, we will consider the partial offloading in multi-carrier
NOMA-enabled MEC system, especially in ultra dense net-
works with multiple heterogeneous BSs.

APPENDIX

A. Proof of Theorem 1

We first consider the case that pn decreases. Let p̄n = pn−
Δp and Δp → 0+. The uploading rate of user m and user n
is respectively expressed as

R̄up,1
m,k

= Rup,1
m,k − ∂Rup,1

m,k

∂pn
Δpn (34)

= Rup,1
m,k +

pmhm,khn,k

σ2 + pnhn,k + pmhm,k

Bln2
σ2 + pnhn,k

Δpn (35)

= Rup,1
m,k + ΔRm (36)

R̄up,2
n,k

= Rup,2
n,k − ∂Rup,2

n,k

∂pn
Δpn (37)

= Rup,2
n,k − hn,kBln2

σ2 + pnhn,k
Δpn (38)

= Rup,2
n,k − ΔRn. (39)

The uploading delay of user n is expressed as

t̄up,2
n,k

=
sn

R̄up,2
n,k

=
sn

Rup,2
n,k

(
1 − hn,k

Rup,2
n,k

Bln2
σ2 + pnhn,k

Δp

)−1

(40)

=
sn

Rup,2
n,k

(
1 +

hn,k

Rup,2
n,k

Bln2
σ2 + pnhn,k

Δp

)
(41)

=
sn

Rup,2
n,k

+
sn

Rup,2
n,k

hn,kBln2
Rup,2

n,k (σ2 + pnhn,k)
Δp (42)

= tup,2
n,k + Δtn (43)

where from (40) to (41), we use an equivalent infinitesi-
mal replacement, i.e., (1 + ax)b − 1 ∼ abx. In this case,
the uploaded data of user m in t̄up,2

n,k is expressed as

sup,1
m

= R̄up,1
m,k tup,2

n,k =
(
Rup,1

m,k + ΔRm

)(
tup,2
n,k + Δtn

)
(44)

= Rup,1
m,k tup,2

n,k + Rup,1
m,k Δtn + tup,2

n,k ΔRm + ΔRmΔtn (45)

≈ Rup,1
m,k tup,2

n,k + Rup,1
m,k Δtn + tup,2

n,k ΔRm (46)

where we omit ΔRmΔtn, since it is the product of two
infinitesimals.

Then, we consider the case that pn keeps constant. In this
case, the uploaded data of user m in t̄up,2

n,k is expressed as
sup,2

m = Rup,1
m,k tup,2

n,k + Rup,2
m,k Δtn.

The difference of sup,1
m and sup,2

m can be expressed as (47),
shown at the bottom of this page. Then, we can deduce the
formula given by

log2

[
(σ2+a)(σ2+b)

σ2(σ2+a+b)

]
log2

(
σ2+b

σ2

) − a

σ2 + a + b

>

log2

[
(σ2+a)(σ2+b)

σ2(σ2+a+b)

]
log2

(
σ2+b

σ2

) − σ2 + a

σ2 + a + b
=

log2α

log2β
− α

β

(48)

sup,2
m − sup,1

m =

⎧⎪⎪⎨
⎪⎪⎩

log2

[
(σ2+pmhm,k)(σ2+pnhn,k)

σ2(σ2+pmhm,k+pnhn,k)

]

log2

(
σ2+pnhn,k

σ2

) − pmhm,k

σ2 + pmhm,k + pnhn,k

⎫⎪⎪⎬
⎪⎪⎭

sn

Rup,2
n,k

hn,kBln2
pnhn,k + σ2

Δp (47)
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where a = pmhm,k and b = pnhn,k. Since β > α > 1 and
the gradient of log2 (x) , x > 1 is less than 1, log2α

log2β � α
β .

Therefore, sup,2
m − sup,1

m > 0. Now, we finish the proof of
Theorem 1.

B. Proof of Theorem 3

The second derivative of h (τn) can be expressed as

h�� (τn) =
2
τ3
n

+
smsnAln22

B2

∂G

∂g

∂g

∂τn
(49)

∂G

∂g
=

ln (1 + Ag) − 2Ag

(1 + Ag)2 ln3 (1 + Ag)
(50)

∂g

∂τn
= −sn

B
2−

1
B snτn ln2 (51)

where G = g
(1+Ag)ln2(1+Ag)

. It is obvious that ∂G
∂g < 0 and

∂g
∂τn

< 0. Therefore, h�� (τn) > 0 and h� (τn) is monotonically
increasing.

From C7 to C10, we can determine that τn ∈
(0, τmax

n ] , τmax
n = B

sn
log2

(
1 + Pmaxhn,k

σ2

)
. When τn →

0+, limτn→0+h� (τn) = −∞. If h� (τmax
n ) � 0, h (τn) is

monotonically decreasing. If h� (τmax
n ) > 0, h (τn) is first

monotonically decreasing and then monotonically increasing.
As a result, we prove that h (τn) is a unimodal function.
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