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Abstract
The fusion of digital and real worlds in all 

dimensions will be the driving force for future 
sixth-generation (6G) wireless systems. Ubiqui-
tous in-time and on-time communication services 
between humans, machines, robots, and their vir-
tual counterparts are essential, and they expand 
from the ground to air, space, underground, and 
deep sea. 6G systems are not only data pipelines 
but also large-scale distributed computing sys-
tems with integrated sensing, processing, storage, 
communication, and computing capabilities. It is 
challenging to build ubiquitous and intelligent 6G 
systems, handling stringent quality-of-service (QoS) 
requirements, providing a rich set of communica-
tion modes, including unicast, multicast, broadcast, 
in-cast, group-cast, and supporting user-centric 
mobile applications. In this article, we propose a 
new protocol architecture: Self-Evolving and Trans-
formative (SET) architecture, that can provide a 
wide range of control functions, and be intelligent-
ly configured for different types of 6G applications 
and networking environments. Its design princi-
ples, potentials, and open issues are discussed.

Introduction
Wireless Internet, connecting more than half 
of the world population and tens of billions of 
devices, is an enabling technology for the coming 
Fourth Industrial Revolution, where the physical 
and digital worlds are connected for collabora-
tion across departments, partners, products, and 
people. The recent wireless cellular standard, 
fifth-generation (5G) new radio (NR) has been 
developed and countries worldwide are launch-
ing 5G networks since 2019. Now is the pivotal 
time for fundamental research preparing for the 
next generation wireless systems, sixth-generation 
(6G), from network architecture to protocols sup-
porting new 6G applications.

6G is anticipated to have the following new 
capabilities, compared to the current 5G standards 
and the Internet architecture developed in the 
1970s. First, 6G will support massive machine-type 
communications with ubiquitous air, space, above/
under-ground, above/under-water coverage. 
Second, 6G will support distributed applications 
through various service modes, including multicast, 
broadcast, incast, and group-cast. Third, 6G will 
support in-time and on-time services with ultra-high 

reliability and extremely-low latency requirements. 
Fourth, 6G will support ubiquitous intelligence 
services with integrated sensing, processing, stor-
age, communications, and computing functions. 
In other words, 6G systems are not only data pipe-
lines but also large-scale distributed computing sys-
tems, so communications, computing, and storage 
resources need to be managed together.

The Internet architecture was designed for sup-
porting mainly point-to-point links with limited user 
mobility and best-effort services, not feasible to 
address the above 6G challenges. In the wireless 
domain, 5G takes the Software-Defined Network-
ing (SDN) and Network Function Virtualization 
(NFV) approach, where the control plane functions 
are virtualized and placed in the cloud. However, 
the all-cloud approach cannot deal with small time-
scale (sub-second level) control functions, insuffi-
cient to support many 6G applications.

To address the 6G challenges, this article pres-
ents a new protocol architecture. We apply the 
in-network flow/packet control in the control 
plane, which complements the in-cloud session 
control and user control. In each network entity, a 
protocol control agent is deployed to handle the 
flow/packet level control, which can assemble, 
configure, and switch protocol functions, mak-
ing the protocols self-evolving and transforma-
tive (SET). With the distributed and autonomous 
in-network intelligence embedded in the new 
architecture, protocol control agents can coordi-
nate with each other to handle new 6G services 
and scenarios.

In the following, we first investigate the 6G 
challenges and opportunities, and brief the recent 
network architectures and solutions. 6G system 
architecture and the SET protocol architecture are 
presented following that. Several 6G use cases 
are given, followed by conclusions and further 
research issues.

6G Challenges and Opportunities

3D Coverage
5G and the previous generations aim to provide 
connectivity mainly in a two-dimensional space, 
that is, network access points provide connectivity 
to ground equipment. In the 6G era, both human 
beings and things need to stay online anytime, any-
where, from ground to air, space, underground, 
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and deep sea. As shown in Fig. 1, 6G will provide 
three-dimensional (3D) coverage, supplementing 
ground infrastructures with High-Altitude Platform 
Systems (HAPS) (drones, balloons, etc.) and sat-
ellites. These mobile elements can be deployed 
quickly to ensure continuity and reliability of seam-
less services, such as in rural areas or during events 
triggering a high volume of data traffic, thereby 
avoiding the operation and management costs of 
an always-on, fi xed infrastructure.

The 3D coverage brings new challenges, includ-
ing air-to-ground channel selection and link main-
tenance, topology and trajectory monitoring and 
optimization, resource management, and energy 
efficiency. In addition, since some 6G network 
backbones (e.g., satellite networks) and access net-
works (e.g., HAPS) can also be mobile, network 
protocols need to support not only user mobility, 
but also network mobility.

The existing protocols designed for terrestrial 
networks are diffi  cult to deal with these challenges. 
For instance, data integrity and Internet stability rely 
on the end-to-end Transmission Control Protocol 
(TCP) protocol, which has poor performance for 
the non-terrestrial environment with long propaga-
tion delay, high jitter, and high uncertainty. In the 
network layer, a fi xed-length IP address associated 
with the access network is inefficient for devices 
with limited resources and energy, incapable to 
support a massive number of connections with het-
erogeneous service requirements, and prohibitively 
costly to handle network mobility.

strInGent qos requIrements
In 6G, extended reality (XR) (the umbrella term 
for virtual reality, augmented reality, and mixed 
reality) using wearable devices, high definition 
images and holograms for remote diagnosis and 
surgery, and Metaverse communications between 
humans, things, and cyber systems will become 
realistic and rich. These emerging applications 
require stringent Quality of Services (QoS), such 
as extremely low delay and jitter, high reliability, 
and high data rate, as shown in Table 1.

The dominant transport protocol, TCP, can 
ensure data reliability, but with no throughput, 
delay, or jitter guarantee. The IP layer is designed 
based on the best-effort concept, incapable of 
QoS guarantee. Overall, the current network archi-
tecture cannot support multi-dimensional QoS 
requirements.

*-cAst communIcAtIon modes
6G applications demand a rich set of communi-
cation modes among distributed entities, such as 
multicast, broadcast, incast, group-cast, and geo-
cast, called *-cast, as shown in Fig. 2.

A representative *-cast scenario is for Digital 
Twin (DT), where users can monitor states, detect 
problems, and make changes remotely through the 
virtual twin of a physical object. For DT, how to 
reliably exchange sensing data and control messag-
es between the physical twin, its virtual sibling, and 
the DT database with high fi delity, low energy cost, 
and ultra-low latency is critical. Other use cases of 

FIGURE 1. 6G with ubiquitous space-air-ground-water coverage.

TABLE 1. Categorization of 5G-enabled smart grid services and their relationship with network slices.

Service category Latency Reliability Bandwidth
Node 
density

Service 
priority

SST value

Smart distribution 
automation

Low High Low
Medium/
Low

High 2 (uRLLC)

Wide-area monitoring, 
control, and protection

Low/
Medium

High/
Medium

Medium/
Low

Medium
Medium/
High

1 (eMBB), 
2 (uRLLC), 
3 (mMTC)

Metering data acquisition
Medium/
High

Medium/
Low

Medium/
High

High
Low/
Medium

3 (mMTC)

Distributed generation 
integration and microgrids

Low/
Medium

High Low
Medium/
High

Medium/
High

2 (uRLLC), 
3 (mMTC)

Volume and price balancing
Medium/
High

Medium/
Low

Medium/
High

Medium/
High

Low
1 (eMBB), 
3 (mMTC)
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*-cast include the space-terrestrial integrated net-
work, Industry 4.0, and unmanned mobility.

*-cast is challenging to networks mainly 
designed for unicast. When multiple end hosts 
request the same information, applying unicast to 
support them leads to lower effi  ciency and a high-
er chance of congestion. The problem is exagger-
ated in wireless networks where wireless channels 
are broadcast in nature and the spectrum is at 
a premium. For 6G, new *-cast communication 
modes should intelligently replicate data and dis-
tribute them to the receivers efficiently with a 
QoS guarantee.

ubIquItous IntellIGence
Artificial intelligence (AI) is an indispensable part 
of 6G. 6G should be flexible to provide custom-
ized services to support large-dimension, hetero-
geneous, high-complex space-air-ground-water 
environments [1, 2], where AI is of vital importance 
[3, 4]. There will be a variety of AI applications sup-
porting 6G networks, from resource/mobility man-
agement to network planning/optimization.

In addition to applying AI for 6G, 6G can also 
enable and enhance future AI techniques such 
as distributed, large-scale machine learning (ML). 
ML has demonstrated its incredible capability to 
solve complex tasks. The state-of-the-art ML models 
require a large amount of data and a high volume 
of computing power for the training process. Train-
ing ML models with a large number of computing 
devices in a distributed way can improve training 
effi  ciency, ensure data privacy, and satisfy user-spe-
cifi c requirements. For example, with limited local 
data and energy and computing resources, mobile 
devices can first train a simple ML model inde-
pendently and locally, and then aggregate to pro-
duce a more powerful ML model by servers at the 
edge or in the cloud.

Such a training hierarchy with mobile devic-
es, edge servers and cloud servers can ensure a 
timely response and high accuracy, leveraging 
the data from others without compromising data 
privacy. With the increasing scale of the ML mod-
els, the communication requirements between 
training mobile nodes become higher. Therefore, 
6G, with higher throughput and lower delay ser-
vices, will be a critical infrastructure for training 
large-scale machine learning models, leveraging 
heterogeneous mobile end devices and orches-
trating computing resources of end devices, edge 
servers, and cloud.

Furthermore, a new generation of mobile net-
works often relies on new communication tech-
nologies that provide unprecedented performance 
and functionality. For example, massive multiple-in-

put multiple-output (MIMO) and millimeter-wave 
(mmWave) communications are key drivers of 5G 
networks. For 6G, in addition to the conventional 
spectrum (i.e., sub-6 GHz and mmWave), wireless 
networks may rely on new frequency bands, such 
as Terahertz band and Visible Light Communica-
tions (VLC). From mmWave, Terahertz, to VLC, 6G 
wireless signals not only carry data information, but 
also have inherent sensing capabilities for location, 
position, imaging, material-detection, etc. With 
information sensing, processing, storage, commu-
nication, and computing functions, 6G will become 
a large-scale intelligent system, bringing profound 
impacts to future society.

eXIstInG ApproAches
There have been many attempts to enhance the 
current protocol stack or develop clean-slate archi-
tectures. We select a few approaches highly rele-
vant to the above challenges. The literature scan 
here is neither comprehensive nor exhaustive.

new trAnsport lAyer protocols
New transport layer protocols have been devel-
oped for important applications. QUIC [5] was 
developed to better support web applications by 
reducing TCP handshake time and using plugga-
ble congestion control, using delay measurement 
for fast recovery. It also supports multiple streams 
to mitigate head-of-line blocking and uses connec-
tion ID to support connection migration. Xpress 
Transport Protocol (XTP) [6] can support a range 
of applications with additional services such as 
transport multicast, transport layer priorities, mul-
ticast group management, and traffi  c descriptions 
for QoS negotiation. With a fi xed packet header, 
XTP has limited capacity for new service param-
eters and negotiations. Space Communications 
Protocol Specifi cation Transport Protocol (SCPS-
TP) [7] was designed for satellite networks, using 
explicit congestion notifi cation, error code identi-
fi cation, and link interruption messages to identify 
different error sources in satellite networks and 
handle them accordingly. 

network lAyer enhAncement
Virtual circuit (VC) technology relies on admis-
sion control with statistical reservation to provide 
statistical service guarantee. However, reserva-
tion-based solutions cannot explore all paths avail-
able in the mesh-topology network, and they are 
slow in response to network dynamics.

Deterministic Networking (DetNet) can control 
and reduce end-to-end latency in IP networks by 
determining transport paths with the worst-case 
bounds for latency, loss, and jitter [8]. With Seg-
ment Routing (SR), the source node specifi es the 
forwarding path and converts the path into an 
ordered segment list in the message header, and 
routers forward packets accordingly [9].

Service function chaining (SFC) is an architec-
ture to interconnect and maintain virtualized net-
work function (VNF) services in a (partial) order 
applied to each flow. As many service functions 
are implemented at the hardware level which is 
complex to optimize, frequent changes in services 
lead to high computation costs and long delays.

Virtual routing and forwarding (VRF) allows mul-
tiple instances of a routing table to co-exist within 
the same router simultaneously. Since the routing 

FIGURE 2. *-cast communication modes.
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instances are independent, the same or overlap-
ping IP addresses can be used without conflicts. 
VRF as a form of network function virtualization 
(NFV) reduces hardware costs by converting hard-
ware-based network appliances to software.

In path-aware networking, path information is 
explicit to the network and transport layer proto-
cols, so endpoints can select a path for a packet 
or flow to meet specific QoS requirements. A few 
path-aware techniques have been proposed, such 
as Stream Transport, Integrated Services, Quick-Start 
TCP, SHIM6, and IPv6 Flow Label. They are not 
widely adopted yet, due to implementation costs.

Software Defined Protocol Stack
Software-defined protocol stack (SDP) [10] aims 
to provide a set of services based on application 
requirements under the control of an SDP con-
troller. Although it can select suitable protocols 
based on the QoS or quality of experience (QoE) 
requirements, the SDP controller does not allow 
configuring each protocol, which limits the scope 
of services.

Clean-Slate Internet Architectures
Several clean-slate Internet architectures have 
been proposed to address the IP network weak-
ness. In Named Data Networking (NDN), the 
namespace is used for packet forwarding instead 
of IP, with the advantages of built-in multicast, 
in-network caching, and multipath forwarding 
capability. It encounters challenges in name server 
management and name resolution efficiency.

Recursive InterNetwork Architecture (RINA) 
builds upon the perspective that networking is 
not a layered set of different functions but rather 
a single layer of distributed Inter-Process Commu-
nication (IPC) that repeats over different scopes 
[11]. Communicating hosts only need to know 
each other’s names and use the IPC interfaces to 
request communication. The upper IPC layer may 
recursively request services from its underlying IPC 
layers, thus forming a multi-layer structure repeated 
until an IPC facility can fit well with the physical 
medium. Thanks to the recursion feature, RINA 
can be more adaptive for finer-grained tasks.

The deployment of clean-slate architectures has 
been a big challenge. Upgrading the whole Inter-
net is difficult if not possible, given its scale. It is 
more feasible to focus on domain-specific needs 
and develop a new architecture for some domains. 
The advances in these domains may influence oth-
ers and eventually change the Internet architecture. 
Here, we focus on the new architecture for 6G for 
a better adoption opportunity.

5G Architecture
Since 4G, cellular systems have moved to all-IP 
networks to support various Internet applications. 
5G further takes an open, software-defined model 
to decouple the control plane and data plane 
(named Control and User Plane Separation in the 
Third Generation Partnership Project (3GPP)). By 
shifting to an intelligent software layer running on 
commodity hardware, many user- and session-lev-
el control functions, such as Core Access and 
Mobility Management Function, Session Manage-
ment Function, Policy Control Function, Unified 
Data Management, and Authentication Server 
Function, can be virtualized and deployed in 5G 

Mobile Core cloud as a service chain.
However, the 5G architecture still lacks the 

QoS support for many 6G applications, such as 
guaranteed delay and throughput per flow or per 
packet. The virtualized control functions in the 
Mobile Core are insufficient or too slow to manage 
flow/packet-level control. How to manage com-
puting resources is not fully addressed in 5G either.

6G System Overview and Design Objective

6G System Overview
For 6G, in addition to the decoupling of data 
plane and control plane, we further divide the 
control plane based on control time-scale. As 
shown in Fig. 3b, there are three levels of control 
in the control plane: the flow/packet level, ses-
sion level, and user level. The flow/packet control 
is closely coupled with the data plane to handle 
individual flow/packet transmission related deci-
sions. The session control and user control han-
dle the session management and user accounting 
related functions, respectively.

Session and user control functions can be virtu-
alized and deployed in the mobile core or at edge 
servers to handle the requests received by the 
base stations in Radio Access Networks (RANs), 
as their control action time can be longer. The 
session control can also manage the computing 
and caching functions in both 6G RANs (with 
edge servers) and mobile core (with cloud serv-
ers), as shown in Fig. 3b. However, flow/packet 
control needs to make decisions in sub-second 
time, which should be close to the data plane in 
the network, so it should be deployed in each 
network entity, as shown in Fig. 3a.

To handle flow/packet control, a protocol con-
trol agent (PCA) (a running process) is deployed 
in each network entity, which can take the input 
from applications and network/link/channel mea-
surements, negotiate with other PCAs, and apply 
advanced learning technologies to assemble, con-
figure, and switch functions of the data plane proto-
cols. Then the corresponding protocols can handle 
flow/packet-level service requirements timely and 
intelligently, as discussed in the next section. 

Design Objective
The existing TCP/IP protocol architecture has an 
hourglass model, that is, a few transport-layer and 
network-layer protocols support all applications 
over all types of communication systems. Appli-
cations may choose the all-in-one TCP with all the 
control blocks (error/flow/congestion control and 
connection management) or the User Datagram 
Protocol (UDP) with none. Some applications 
can tolerate a certain degree of packet losses but 
prefer timely and throughput-smooth services, so 
neither TCP nor UDP works well. In the network 
layer, the IP protocols are the only choices, where 
the interactions between the end-points and the 
intermediate systems are very limited, and not 
desirable for QoS provisioning.

Developing a new protocol for each new appli-
cation in the transport and network layer will be 
too costly, given the fast advances of applications 
and the high heterogeneity of 6G communication 
systems. Therefore, based on the 6G system archi-
tecture in Fig. 3, the objective is to develop a new 
protocol architecture that can assemble a protocol 

Since 4G, cellular sys-
tems have moved to 

all-IP networks to sup-
port various Internet 

applications. 5G further 
takes an open, soft-

ware-defined model to 
decouple the control 
plane and data plane 
(named Control and 

User Plane Separation 
in the 3GPP).
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to apply a wide range of control functions and be 
flexibly configured for different applications, sup-
porting QoS, *-cast, 3D coverage, and ubiquitous 
intelligence.

set protocol ArchItecture

developInG set ArchItecture
Protocol architecture includes the data plane 
protocols and the control plane. In the control 
plane, we mainly focus on the flow/packet con-
trol which manages the data plane protocols in a 
small time-scale. 

Learning from domain-specifi c computer archi-
tecture, object-oriented programming languag-
es, and modular operating systems, we apply the 
domain-specific, object-oriented, and modular 
design principles to network protocols. With intel-
ligent PCAs to manage the protocol modules, a 
protocol can be self-evolving and transformative 
(SET) to provide a wide range of services and be 
adaptive to the 3D environment. To make it feasi-
ble, we take a three-step approach.

The first step is protocol function decompo-
sition. We first identify basic protocol function-
al blocks, and each block is independent and 
self-contained. Such decomposition allows the 
flexible assembly of selected blocks into com-
plete, customized protocols. Protocol decompo-
sition can help remove unnecessary redundancy 
and repetition in the protocol stack when PCAs 
assemble protocols.

Note that the existing layered architecture can 
be viewed as a type of “decomposition,” but at a 
much coarse level. It requires to develop a new 
protocol for a new application if the existing pro-
tocols cannot meet the service requirements, and 
the protocol cannot be changed during the lifetime 
of a fl ow, which is a major limitation for many 6G 
applications in the highly dynamic 3D environment.

The second step is protocol assembly by PCAs 
based on the service requirements and network 
measurements. It includes details about how the 

protocol functional blocks are stitched together to 
form a complete protocol, how to define packet 
header with protocol control and configuration 
information, and how to interpret it during pro-
tocol processing. If multiple network elements 
are involved, control signaling between the corre-
sponding PCAs is defi ned.

The last step is to develop intelligent control algo-
rithms for PCAs to optimize protocol performance, 
by learning the network environment, measuring 
and estimating the service quality, and switching or 
re-confi guring the protocol control functions.

protocol control functIon decomposItIon
We use transport layer protocols as an example 
to demonstrate control function decomposition. 
In Fig. 4, the decomposed control functions 
include connection management, error control, 
flow control, and congestion control. For each 
control function, there are several possible pol-
icies and algorithms. For instance, connection 
management can be handshake or timer-based; 
fl ow control can be window- or rate-based; con-
gestion control can be loss-based, delay-based, 
or both; error control can use Automatic Repeat 
reQuest (ARQ), forward error correction (FEC), or 
a hybrid ARQ/FEC approach. These independent 
control functions and algorithms construct the 
control function and algorithm library. To deal 
with new service requirements, such as through-
put-guarantee or delay-guarantee, more control 
blocks can be developed. 

When we decompose the protocol into M 
control functions and each with N algorithms, the 
design space of the protocol can be enlarged to 
NM, while the implementation space cost increas-
es linearly (N  M). Therefore, by selecting and 
confi guring control functions by the PCA with AI/
ML support, a single SET protocol can provide a 
wide range of services. Since the design space 
is large, to avoid the long delay in searching the 
optimal confi gurations, PCA can prepare a lookup 
table with default settings for widely used services, 

FIGURE 3. 6G system overview and data/control-plane protocol model: a) 6G system overview; b) data plane/control plane cubic 
model
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and it can apply the online reinforcement learning 
technologies such as Multi-Armed Bandits (MAB) 
algorithms to switch or reconfigure the control 
functions when needed.

protocol confIGurAtIon And AdAptAtIon
Given the application service requirements, the 
controller (i.e., PCA) selects suitable control algo-
rithms from the control function library, based on 
its knowledge, as illustrated in Fig. 5. The PCA 
(a running process in each entity), assisted by 
advanced learning and control mechanisms, con-
figures the corresponding protocols in different 
layers according to the service requirements and 
the network, link, and physical layer (PHY) mea-
surements collected locally or from the network.

To make it simple, the PCA can prepare a 
few default settings for diff erent types of services, 
for example, reliable and streaming service with 
throughput guarantee, unreliable and streaming 
service with elastic throughput, ultra-reliable and 
low-latency service, etc. The settings can be refi ned 
or changed during the session.

Since both the application traffic and the net-
work environment may have high uncertainties, 
the default settings may not be optimal, or even 
infeasible to satisfy service requirements. In these 
cases, not only the protocol parameters (such as 
the congestion window increase/decrease rate/
ratio [12]) can be adapted, but also the protocol 
control algorithms can be switched.

We give an example of how the agent adapts 
the protocol functions. A user application can 
“pay” for a high-priority service with the data rate, 
delay, and loss guarantee. The protocol agent starts 
with the default policies and algorithms at a low 
cost, for example, window-based fl ow control and 
ARQ error control for the transport layer. Then 
the protocol agent observes QoS and the net-
work performance. If QoS is no longer satisfied, 
it switches to higher-cost policies and algorithms, 
for example, adding end-to-end FEC when some 
communication link has a high error rate or apply-
ing multi-path/multi-copy transmissions to achieve 
higher reliability. Advanced learning algorithms can 
be developed and applied to assist the PCA.

set feAtures
In-Network, Distributed Intelligence: The new 
architecture relies on the in-network intelligence 
of PCA deployed in each network entity (both 
end-systems and intermediate nodes). A PCA can 
take information not limited to that in traditional 
layered architecture and collaborate with others to 
make coordinated decisions for end-to-end QoS 
support. The distributed, in-network intelligence 
can react to channel, network, and application 
dynamics faster, more robust, and more effi  ciently. 

Note that, with the SET architecture, the data 
plane protocol agents (PAs) and control plane pro-
tocol control agents (PCAs) are separated. In other 
words, once the PCA creates and configures the 
protocols, the corresponding PAs can handle the 
transmissions independently and effi  ciently, without 
waiting for further instructions from the PCA. The 
PCA is an independent running process to learn 
the network and service conditions, and make 
switching decisions on protocol control functions 
when necessary. The switching cost and delay will 
also be considered by the PCA to ensure that such 

switching is necessary and overall beneficial. Fur-
thermore, the SET protocol architecture can be 
backward compatible with the traditional TCP/IP, 
as the existing protocols are among the options for 
PCA to choose.

To ensure fast control for short fl ows or high-
ly dynamic environments, PCA can apply online 
reinforcement learning such as the simple but 
eff ective multi-armed bandits techniques without 
prior training and with sequential learning and 
decision making.

Self-Evolving and Transformative: Note that 
decomposition of the existing solutions can prepare 
us with a library of control blocks to solve a wide 
range of problems. If a new problem is not solvable 
with the existing functions, new control functions can 
be developed. The growing function library makes 
SET protocols self-evolving. As a PCA can switch 
functions for a single fl ow when the service require-
ments or environments change, the SET protocols 
can be transformative in dynamic environments.

Backward Compatibility and Incremental 
Deployment: PCAs can configure protocols fol-
lowing the existing TCP/IP layered protocol stack, 
so it is backward compatible and can be incremen-
tally deployed. 

When a new node supporting SET works with 
other nodes using the existing architecture, its PCA 
can select the existing or compatible protocols to 
work with the others. Meanwhile, the PCA can still 
make some local optimization decisions to improve 
the system performance. For instance, the PCA of 
an end system (sender) can use a hybrid ARQ/FEC 
approach to deal with error control. If the other 
end system (receiver) also supports the option, the 
pair can adapt the control based on the delay/loss 
requirements and network conditions accordingly. 
Otherwise, the sender can still use the traditional 
TCP error control (ARQ-type) to ensure reliability 
at the cost of high delay/jitter.

On the other hand, PCAs can also negotiate 
with each other to support non-IP protocols and 
even clean-slate protocol stacks when needed, 
desirable for many *-cast applications.

FIGURE 4. Decomposition of the transport layer control functions.
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Supporting Virtualized Link/PHY: By decom-
posing the link/PHY layer protocols, SET can 
configure virtualized link/PHY layers, which are 
decoupled from dedicated hardware. Devices can 
be equipped with heterogeneous 6G radio tech-
nologies, and PCAs can configure the link/PHY 
protocols to effi  ciently utilize multiple access links 
according to the service requirements and mobil-
ity scenarios.

6G use cAses
We give a few 6G use cases based on the SET 
protocol architecture.

dIstrIbuted coordInAtIon for qos GuArAntee
In the TCP/IP protocol stack, QoS support relies 
on the control blocks of multiple layers, includ-
ing the physical layer (transmission power, mod-
ulation, coding, bit-level error control, etc.), link 
layer (access control, queue and resource man-
agement, link error control, etc.), network layer 
(routing, fragmentation, reassembly, etc.), and 
transport layer (fl ow/congestion/end-to-end error 
control, etc.). Reliability can be achieved given 
the error controls in diff erent layers with limited or 
no inter-layer interactions. However, without care-
ful inter-layer coordination, IP networks cannot 
ensure end-to-end throughput and delay/jitter.

For reliability with SET, the PCA can process 
both the application service requirements and the 
transport, network, link-layer measurements and 
adapt the confi gurations of multiple layers’ proto-
cols jointly, for example, choosing link-layer retrans-
mission and/or multi-path duplication for ensuring 
higher reliability.

By enabling distributed, autonomous in-net-
work intelligence, SET is more powerful to break 
the limit of the existing layered architecture and 
can provide new services otherwise not possible, 
such as delay-guaranteed service for each packet 
or each fl ow.

For instance, SET protocols can configure the 
protocol headers to include per-packet delay 
requirements. Different packets from the same 
fl ow can carry diff erent delay requirements and the 
intermediate systems can react to the per-packet 
QoS requirements to choose suitable control func-
tions (e.g., priority queue) and parameters (e.g., 
using delay-based routing metrics) accordingly. Fur-
thermore, with distributed, in-network intelligence 
by PCAs, intermediate nodes can jointly explore 
the explosive number of paths in mesh networks 
for higher reliability, throughput, and lower delay 
[13], much more effi  cient and robust than reserv-
ing a limited number of paths by a centralized/
cloud-based SDN controller. 

user-centrIc spectrum And mobIlIty mAnAGement
When a user equipment (UE) moves out of its 
current access point’s coverage area, it leads to 
a handover event or connection interruption. To 
guarantee continuity during a handoff, methods 
at diff erent layers were introduced. In the network 
layer, mobile IP (MIP) uses an agent to hide the 
mobility from the correspondent node, Loca-
tor/ID separation protocol (LISP) takes a map-
ping-based approach, and Network Driving IP 
Mobility (NDM) can support network mobility 
in Low-Earth-Orbit (LEO) networks. They all use 
single-link communications, suff ering from discon-

FIGURE 5. SET protocol architecture. 
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nection due to hard handoff. To avoid disconnec-
tion, the transport layer in the UE can maintain 
multiple paths, using the multiple access links 
available during a handoff or in a dense network,  
for example, MP-TCP and MM-QUIC [14, 15].

SET can support user-centric spectrum and 
mobility management, leveraging the above multi-
path benefits. The PCA at a UE can manage mul-
tiple paths by using multiple interfaces to connect 
multiple APs using corresponding (virtualized) 
MAC and PHY components. For heterogeneous 
networks with both satellite and ground access 
links, UEs can access two or more networks with 
the same or different service providers in parallel.

PCAs of the UE and the RAN can collaborate 
to optimize link selection and combination. The 
PCA in the RAN can predict handover and inform 
the UE proactively. Meanwhile, the UE can explore 
multiple paths to achieve seamless handover and 
better network/link selection and QoS guarantee.

In addition, SET can also leverage the high data 
rate radio technologies of 6G (e.g., terahertz) to 
support both access and backhaul simultaneously, 
through negotiations among the relevant PCAs of 
UEs and RANs. 

Adaptive *-Cast
6G will support many new applications where 
multiple end-users (humans or things) need to 
exchange information and make decisions. End-us-
ers involved in the process may change over time.

For example, UAV swarms in a region need to 
exchange their locations, surveillance videos, and/
or action requests with each other. When a new 
UAV arrives, it may need to join the group to share 
the information; when a UAV moves away from 
the swarm, it may or may not leave the group, 
depending on application scenarios. The traditional 
way to maintain multicast trees for message dis-
semination is difficult and costly, as all the nodes 
can be sources and the fast-changing topology 
may lead to intermittent links and broken multicast 
trees. New protocols are needed to support such 
high-dynamic *-cast applications.

Another application is the multi-streaming ser-
vices: a user may demand the same streaming con-
tent in different devices or move from one device 
to another seamlessly, which has been a salient 
feature of distributed OS systems such as Harmon-
yOS. However, how to stream the data (probably 
in different resolutions, refresh rates, and quality 
levels) to different devices more efficiently than 
creating multiple unicast streams is an open issue.

Following the SET design principle, we can 
decompose the *-cast protocol functions and 
configure the protocol based on the application 
scenarios with distributed coordination. For the 
UAV swarms case, the address and group mem-
bership maintenance can be configured depending 
on physical locations, and packet routing for UAV 
swarms can be geographic-based to handle high 
mobility scenarios. For the multi-streaming case, 
a unicast session can be self-evolved into a multi-
cast session when more receivers join, a unicast/
multicast session can be evolved into a group-cast 
session when more senders need to disseminate 
messages within the group, and vice versa.

The SET protocol architecture can support 
advanced *-cast services with evolvable service 
mode, QoS guarantee, and mobility support in differ-

ent application scenarios, for example, robot swarms, 
drone swarms, and unmanned vehicle networks.

Ubiquitous Intelligence
Ubiquitous intelligence applications typically 
rely on timely and reliable information exchange 
among a group of intelligent entities who can pro-
cess and compute information to make real-time 
intelligent decisions. The proposed SET protocol 
architecture can handle the corresponding delay 
and reliability guarantee service requirements 
based on the networking conditions, and config-
ure the protocols accordingly, for example, using 
strong error coding to deal with channel impair-
ment and exploring multi-link and multi-path diver-
sity to ensure high reliability and low latency.

In addition to reliable and timely data transmis-
sions, to support ubiquitous intelligence, 6G net-
works could acquire and process wireless sensing 
data and manage computing and storage resourc-
es for various AI applications. Wireless sensing data 
can be handled locally with the assistance of the 
PCA, while the resource orchestration is beyond 
the capability of the local PCA controller.

Instead, the session control in the cubic model 
shown in Fig. 3 can handle these applications by 
orchestrating the computing and storage resources 
of the end devices, edge servers, and cloud serv-
ers, based on the latency, privacy, and resource 
requirements of the applications, and loads of the 
servers and network communication links. The ses-
sion controller deployed in the edge and the core 
can coordinate with each other, and they assist the 
applications to direct the data to suitable locations 
with sufficient computing and storage resources to 
satisfy the service requirements of ubiquitous intelli-
gence applications.

Summary and Future Work
We have proposed a novel SET protocol archi-
tecture for 6G. SET lets a protocol be configured 
to support a wide range of services. It can also 
be transformative during the lifetime of a flow, as 
the controller can switch to different control func-
tions and settings based on its observations. SET 
enables distributed and autonomous in-network 
intelligence, so both end systems and network 
intermediate systems can be more intelligent for 
space-air-ground-water spectrum and mobility 
management, *-cast, QoS support, and ubiquitous 
intelligence with integrated sensing, communica-
tion, storage, computing, and control.

With the SET protocol architecture, many open 
questions beckon further research. First, how to 
decompose the whole protocol stacks and build 
new control functions. Decomposing the proto-
cols in the existing layered architecture can be the 
starting point. Given the large number of existing 
protocols, it requires joint efforts from the research 
community to build the control function library by 
decomposing the existing protocols. In addition, 
how to categorize the decomposed functions and 
build general control functions with minimum over-
lapping with each other also requires extensive fur-
ther research. 

Second, for PCAs, the control process brings 
many open research issues. For instance, to effec-
tively discover the network environment, it requires 
defining what to monitor, how to measure, how 
frequently to explore, and what are the affordable 
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costs. There is no one-size-fits-all answer to these 
questions, and the solutions should be customized 
based on the network operation needs. In addition, 
given the historical data collected, PCAs may need 
to predict network dynamics using advanced signal 
processing and learning tools. Finally, PCAs need 
to intelligently map the QoS requirements to con-
trol policies accordingly, involving multi-objective 
optimization to minimize costs without compro-
mising service quality in dynamic environments 
with advanced learning technologies. All these are 
critical further research issues for the success of the 
proposed SET protocol architecture.

Finally, in this article, the proposed SET proto-
col architecture mainly addresses the networking 
performance issues, while the security and priva-
cy issues remained open for future research. The 
distributed intelligent agents, PCAs, can leverage 
advanced AI/ML AI technologies to enhance net-
work security and data privacy, a promising direc-
tion to further explore.
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