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Abstract—Mobile-edge computing (MEC) is a promising
approach to support high-quality time-sensitive applications.
With the increasing number of mobile devices, achieving efficient
service migration management has become nontrivial in MEC.
In addition, the service migration issue is difficult to be solved
in real time due to user mobility and dynamic network condi-
tions. In this article, we investigate the mobility-aware service
migration problem in MEC by introducing a data-driven frame-
work. First, service migration is formulated as an optimization
problem for minimizing the long-term system delay that con-
sists of computing, communication, and migration delays. Second,
we propose a Mobility-aware Service Migration scheme, named
MSM, consisting of three layers: 1) the data collection layer;
2) the association patterns analysis layer; and 3) the service
migration layer. Specifically, we first collect users’ historical Wi-
Fi traces to mine the association patterns. We then design a user
management mechanism to reduce the complexity of decision
making by using user association patterns. Finally, we formu-
late the service migration as a 2-D-Markov decision process and
devise a deep reinforcement learning (DRL)-based algorithm to
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obtain service migration decisions in a large-scale MEC scenario.
Extensive data-driven experiments are conducted to demonstrate
the efficacy of MSM in reducing the system delay.

Index Terms—Data-driven, mobile-edge computing (MEC),
reinforcement learning, service migration, user mobility.

I. INTRODUCTION

W ITH the rapid development of network technology
(e.g., 5G/Wi-Fi6), mobile-edge computing (MEC) has

become a promising approach to meet the requirements of
emerging delay-sensitive applications [2], such as autonomous
driving [3], [4], [5] and intelligent video acceleration [6], [7].
By sinking the computing resources to network edges [8],
MEC can provide a low-latency and satisfactory service expe-
rience due to the shortened network distance from the nearest
edge node. However, service migration issue has become a
serious challenge in large-scale MEC scenarios. Fig. 1 shows
a user moves from area A to area B at time slot t. If we still
place the user’s service in the MEC node near area A, the
user’s perceived latency will be greatly deteriorated due to the
increased network distance. Therefore, to maintain the user’s
seamless experience, we need to make decisions on whether,
when, and where to migrate the user’s services.

In the large-scale MEC scenario, how to design the service
migration policy becomes a serious challenge when con-
sidering the service migration problem for multiple users.
There are two solutions to address the challenge. The first
is designing a service migration policy for each user. When
the system arranges service placement for a user, the load
task of the associated edge server will increase, and the
computing-perceived delay of other users associated with
the same edge server will also increase. In addition, when
the user moves to a new location, the associated access point
(AP) and the communication delay between the user and
the original edge server will change. The second solution
is designing a centralized service migration policy for all
users. In this case, network operators need to collect service
request information from all users and make service migra-
tion decisions for users at the same time. The multiuser service
migration problem is a high-dimensional integer nonlinear pro-
gramming problem, which is difficult to solve as the number
of users increases. Furthermore, the optimal service migration
policy decision depends on multidimensional factors, e.g., user
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Fig. 1. Users service migration in large-scale MEC scenarios.

mobility, communication channel condition, network load, and
available resources on MEC nodes.

Previous works mainly aimed to optimize the service migra-
tion by requesting the knowledge of future information [9],
[10], [11], [12], [13] or utilizing some methods without
any prior knowledge [14], [15], [16]. For schemes which
require the prior knowledge of future information, some
predictions are generally conducted or assumed that the future
information follows a certain mathematical distribution model.
For schemes without any prior knowledge, the Lyapunov
method has been widely used to decompose the long-term
optimization problem into a series of real-time problems. In
addition, a large-scale edge cache deployment scheme has
been proposed by characterizing the user mobility patterns
from a Wi-Fi data set [1], [17]. To mining the user mobility
patterns, we further investigate the user mobility characteris-
tics to guide service migration scheme deployment from the
collected Wi-Fi traces.

In this article, we devise a data-driven Mobility-aware
Service Migration (MSM) scheme to reduce service delay in
small-cell MEC scenarios by mining the user mobility pat-
terns. We consider the long-term system delay, which consists
of computing delay, communication delay, and migration delay
of all users. Specially, MSM is designed with three steps
to optimize the service migration (i.e., whether, when, and
where to migrate the services) in small-cell MEC scenarios.
First, to capture the user association patterns, we collect large-
scale association records from a campus Wi-Fi system. The
data collection lasts for over three months and the size of
the data set is over 8 GB.1 Second, we mine the user asso-
ciation patterns combined with various metrics to discover
user behaviors, such as high dynamics of associations, users’
preferences over APs, and association periodicity. Third, we
design a user management mechanism and a deep reinforce-
ment learning (DRL)-based algorithm to learn the optimal
service migration policy. Specifically, to decrease the com-
plexity of multiuser service migration and reduce the number
of service migrations, we propose a user management mech-
anism consisting of user classification and user grouping.
Then, to deal with the unavailability of future information
and the high-dimensional action space, we formulate the

1The data set is available at https://github.com/Intelligent-WiFi/DataSet.

service migration as a 2-D-Markov decision process (MDP)
and design a DRL-based algorithm to explore the dynamic
MEC environment by using the historical experience.

In summary, the major contributions of this work are as
follows.

1) To minimize the system delay, we model the multiuser
service migration as a long-term optimization problem in
large-scale MEC scenarios, which considers computing
delay, communication delay, and migration delay of all
users.

2) We propose an MSM scheme to guide service migration
design in large-scale MEC scenarios, which manages
users efficiently and utilizes a DRL-based algorithm to
explore the optimal service migration policy from users’
historical experience.

3) We evaluate the performance of MSM with extensive
simulations by using the real Wi-Fi traces. Extensive
experiments demonstrate the efficacy of MSM on the
system delay, which achieves at least 14.6% improve-
ment over other benchmarks.

The remainder of this article is organized as follows. In
Section II, we review related works. In Section III, we present
the system model and service migration problem formula-
tion. In Section IV, the user association patterns are analyzed
from the collected data. In Section V, we introduce user-
management mechanism by using the association patterns. In
Section VI, we present a DRL-based service migration algo-
rithm. Performance evaluation is carried out in Section VII,
and this article is concluded in Section VIII.

II. RELATED WORK

Service placement schemes have been investigated in
cloud/edge computing [18], [19], [20], [21], [22], which aimed
to reduce service response time, improve resource utilization,
balance network loads, etc. Compared with cloud computing,
the dynamic service migration across edges should consider
user mobility in MEC scenarios. Therefore, the currently
proposed service placement methods in cloud computing
cannot work well in MEC scenarios.

Prior Knowledge-Based Service Migration: A vital chal-
lenge of service migration in MEC systems is the limited
knowledge of user mobility. To tackle this issue, some
researchers were devoted to predicting future information, such
as the cost [9], the distribution of requests [11], the user-
centric locations [10], and so on. Another approach to address
the unknown future information is making strong assump-
tions about user mobility or request distribution and other
information. Ksentini et al. [12] and Wang et al. [13], [23]
modeled the user mobility as 1-D or 2-D random walk,
which facilitates the computing of the user’s destination loca-
tion transferring probability. Ouyang et al. [24] made some
assumptions on user request distribution and proposed an
adaptive user-managed service placement mechanism.

Service Migration Schemes Without Prior Knowledge: Some
service migration schemes [25], [26], [27] were designed to
work without the request of user mobility knowledge. In addi-
tion, Ouyang et al. [14], Ning et al. [15], and Sun et al. [16]
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proposed schemes to optimize the dynamic service migration
problem by using Lyapunov technology. Then, the solutions
to optimize service placement are derived in an online sce-
nario. Gao et al. [28] aimed to jointly optimize the access
network selection and service placement for MEC. Instead
of Lyapunov, they designed an efficient online framework
to decompose the long-term optimization problem into a
series of one-shot problems. Then, an iteration-based algo-
rithm was proposed to derive a computation efficient solution.
Badri et al. [25] proposed a multistage stochastic model to
maximize the total QoS of the system in MEC systems.
Xu et al. [27] proposed a path-selection algorithm to select the
best set of available transferring paths, which can guide ser-
vice migration in 5G MEC scenarios. Ma et al. [26] proposed
a framework that enables efficient live migration of offloading
services in MEC scenarios, which provides seamless service
with the moving users from the nearest edge node.

RL in MEC Scenarios: DRL methods are widely used in
MEC scheme design, such as task offloading [29], [30], [31],
[32], [33], [34], [35], resource allocation [29], [36], [37], [38],
and edge caching [39], [40], [41], [42], [43], [44]. Particularly,
Liu and Cao [31] proposed a DRL-based algorithm to learn
the server migration policy based on the observed performance
of past server selections, which is combined with a long short-
term memory (LSTM)-based neural network. Yuan et al. [34]
proposed a multiagent DRL (MADRL) algorithm for vehicu-
lar edge computing to maximize the composite system utility
in a distributed way. Huang et al. [32] proposed an RL-based
online offloading framework for wireless powered MEC to
learn the binary offloading decisions from the experience.
Qiu et al. [33] designed a DRL-based online computation
offloading approach for blockchain-empowered MEC in which
both mining tasks and data processing tasks are considered.
Liu et al. [45] proposed a vehicle-assisted offloading scheme
for vehicle edge computing network. Qiao et al. [43] designed
a DRL-based cooperative edge caching scheme for vehicular
edge computing. Wang et al. [40] proposed an MADRL-based
intelligent video edge caching framework. Wang et al. [23] for-
mulated the service migration problem as MDP and proposed a
new algorithm to find the optimal policy for service migration
in MEC scenarios.

III. SYSTEM MODEL AND MSM DESIGN

In this section, we first introduce the considered MEC
system model and the service migration issue. We then formu-
late the issue as a long-term optimization problem and propose
MSM scheme to solve it.

A. System Model

In Fig. 2, we consider an edge computing system consist-
ing of N APs and E edge nodes. APs can communicate and
transmit data with edge nodes over the network. There are
many users in the system, and each user walks and changes
positions frequently according to his or her own behavior pat-
tern. The operation mode of the system is the discrete time
gap mode, and the large time interval is divided into sev-
eral same-size short time slots t ∈ T = {1, 2, 3, . . . , T}.

Fig. 2. System model.

TABLE I
LIST OF MAIN NOTATIONS

In each short time slot, we suppose that the user locations
and the network scenario will not change. Thus, the AP set,
edge node set, and user set in time slot t in the system
are denoted by N = {1, 2, . . . , N}, E = {1, 2, . . . , E}, and
U(t) = {1, 2, . . . , |U(t)|}, respectively. There is also a network
operator in the system, and at the beginning of each time slot,
the user connects to the AP and uploads the service request
to the network operator. The network operator collects all the
users’ requests and selects the optimal edge nodes for them
to perform the computing tasks. Table I lists the parameters
commonly used in this article.

1) Service Migration Model: Let xj
i(t) and ye

i (t) denote the
dynamic AP association and service placement binary
indicators of user i at time slot t, respectively. If user
i ∈ U(t) associates with AP j ∈ N at time slot t, then
xj

i(t) = 1; otherwise, xj
i(t) = 0. When the tasks of user i

are executed on the edge node e ∈ E , then ye
i (t) = 1; oth-

erwise, ye
i (t) = 0. Therefore, we define two vectors, i.e.,
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X(t) and Y(t), in which X(t) = [x1
1(t), . . . , x|N ||U(t)|(t)] and

Y(t) = [y1
1(t), . . . , y|E ||U(t)|(t)]. In addition, each user can

only associate with one AP in the same time. Moreover,
we assume that a user’s tasks can be executed on only
one edge node in the same time slot. Therefore, we can
see that the constraints is

N∑

j=1

xj
i(t) = 1 ∀i, t (1a)

E∑

e=1

ye
i (t) = 1 ∀i, t. (1b)

When the service of user i is migrated at time slot t, we
can see that

∑E
e=1 ye

i (t)y
e
i (t − 1) = 0, where t > 1.

2) QoS Model: In large-scale MEC scenarios, we consider
the QoS model in this article is jointly affected by three
major factors, i.e., computing delay, communication
delay, and migration delay.

1) Computing Delay: At each time slot t, the user service
can be offloaded to any edge node. We take Re to represent
the total computation capacity (i.e., CPU cycles per second) of
edge node e. Users served by the same edge node will share
the computation resource of the edge. Therefore, for user i, its
obtained computation resource is

R̂i(t) =
|E |∑

e=1

Reye
i

ne(t)
(2)

where ne(t) = ∑|U(t)|
i=1 ye

i (t) is the number of users served by
edge node e. The computing delay of user i at time slot t is
calculated as follows:

Ci(yi(t)) = λi(t)

R̂i(t)
(3)

where λi(t) denotes the resource demands (i.e., the total CPU
cycles) of user i at time slot t.

Thus, the overall system computing delay is calculated as
follows:

C(Y(t)) =
|U(t)|∑

i=1

Ci(yi(t)). (4)

2) Communication Delay: It is considered as the transfer-
ring delay. Without loss of generality, if the service is executed
on the edge server which is attached to the local base station,
there is no transferring delay. Otherwise, we need to consider
the AP-to-edge delay, which mainly depends on the network
distance of transferring path. Let lej denote the unit delay of
data transfer from AP j to edge e.

Given the AP association xj
i(t), service placement ye

i (t) and
the number of service requests Gi(t), we can calculate the
communication delay for user i as follows:

Di(yi(t)) =
N∑

j=1

E∑

e=1

Gi(t)l
e
j (t)x

j
i(t)y

e
i (t). (5)

Similarly, given users’ AP association vector X(t), service
migration vector Y(t), and the service request arrival rate of

users, we can calculate the overall communication delay for
all services at time slot t as follows:

D(Y(t)) =
|U(t)|∑

i=1

N∑

j=1

E∑

e=1

Gi(t)x
j
i(t)y

e
i (t)l

e
j (t). (6)

3) Migration Delay: As we know, frequent service migra-
tions will increase the additional migration delay significantly,
i.e., the delay of transferring service profiles across edges.
mke

i (t) is the delay of migrating user i’s service from source
edge k to destination edge e at time slot t. Therefore, the
migration delay of user i can be calculated as follows:

Mi(yi(t)) =
E∑

k=1

E∑

e=1

f ke
i (t)mke

i (t). (7)

Moreover, the total migration delay can be computed as
follows:

M(Y(t)) =
|U(t)|∑

i=1

E∑

k=1

E∑

e=1

f ke
i (t)mke

i (t) (8)

where f ke
i (t) is a binary indicator representing whether user i

migrates service from edge k to e at time slot t.

B. Problem Formulation

Given users’ AP associations vector X(t), our goal is to
find the optimal service migration policy Y(t) to minimize
the average user-perceived delay in the long term, which con-
sists of average queuing delay, average communication delay,
and average migration delay. Therefore, we can formulate the
service migration optimization problem (SMOP) as follows:

min
Y(t)

lim
T→∞

1

T

T∑

t=1

{C(Y(t))+ D(Y(t))+M(Y(t))} |X(t)

s.t. (1b). (9)

The SMOP problem is a sequential decision problem that
requires long-term optimization and is time coupled. In this
case, the current service migration policy will affect the
system performance in future time slots. For example, the
service migration decision in the current time slot affects
the performance of the system in the next time slot, so it
cannot be directly split into individual time slot problems.
Therefore, to optimize long-term service migration policy of
SMOP, we require complete future system information (e.g.,
users request distribution or users’ mobility). However, the
users’ future information is difficult to predict accurately in
real time. Moreover, when considering the service migration in
a large-scale MEC system, SMOP is a high-dimensional non-
linear integer programming problem, which is hard to solve
in real time.

C. Architecture of MSM

To address the above challenges, we design a data-driven
mobility-aware service migration (MSM) scheme to explore
the optimal service migration policy in a large-scale MEC
system. In Fig. 3, the workflow of MSM scheme consists of
three parts: 1) the collection of user association records; 2) the
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Fig. 3. Design of MSM.

(a) (b) (c ) (d)

Fig. 4. Number of associated users in different time periods. (a) Whole Wi-Fi system. (b) Randomly selected AP. (c) Whole Wi-Fi system. (d) Randomly
selected AP.

analysis of user association patterns; and 3) the design of
user management mechanism and DRL-based service migra-
tion algorithm. In historical Wi-Fi traces, we have collected
a large-scale user association traces from a campus Wi-Fi
system, which consists of APs’s location, association dura-
tion, traffic, users’ ID, and connection detail information. In
association pattern analysis, we characterize the user activities
based on historical user Wi-Fi traces. In user management,
we utilize the user classification and user grouping methods
to reduce the complexity of service migration decision making.
Finally, we utilize the DRL algorithm to explore the optimal
service migration policy for the user groups from historical
experience, which can further reduce the system delay.

IV. EMPIRICAL STUDY ON USER MOBILITY

In this section, we mine the user mobility patterns
to guide service migration scheme design by using the
collected campus Wi-Fi system data set [17] and data-driven
approaches [46]. The used campus Wi-Fi system has about
8000 APs and provides Internet access for 40 000 users. The
data set includes total 41 119 940 association records, in which
the field consists of asso_id, user_name, client_mac, ap_id,
bytes, RSSI, conn_time, and disconn_time.

A. Association Periodicity

We first explore the relationship between the number of
associated users and time. In Fig. 4(a) and (b), we plot the

number of associated users of all APs and a randomly chosen
AP, from 29 April to 3 June, respectively. We can see that
the number of associated users varies periodically in different
weeks. The system is busier in weekday than in weekends. In
Fig. 4(c) and (d), we also plot the number of associated users
in terms of hour, from 20 May to 27 May. It is observed that
the number of associated users varies periodically by day. On
each day, the number is low and stable in the night, and keeps
rising between 7:00 A.M. to 16:00 P.M. Starting from 16:00
P.M., the data shows a downward trend all the way.

B. High Dynamics of Associations

1) Frequent Transitions: To understand the user activities
in detail, we further study the distributions of user daily associ-
ations and durations from the whole. Fig. 5(a) and (b) show the
CDFs of the number of daily average associations and associa-
tion durations, respectively. Note that only when a user moves
from an AP and associates to another AP, the number of its
associations increases. From above figures, we can get obser-
vations as follows: 1) users usually associate to many APs each
day as shown in Fig. 5(a), where the mean value (CDF = 0.5)
of the number of user daily average associations is 34 in the
red curve. Moreover, the users whose daily average associa-
tions exceed 98 are not more than 10% and 2) in Fig. 5(b),
the duration of associations shows a bipolar distribution. From
the red curve, we can observe that median association dura-
tion is 7 from 11 April to 11 June, where not less than 10%
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(a) (b)

Fig. 5. CDFs of user associations. (a) �. associations. (b) Duration (minutes).

associations last for more than 63.55 min. In summary, the
short association duration and frequent AP switching domi-
nate the network association behavior of mobile users, i.e.,
the network association of users is highly dynamic.

2) Uncertainty of Transitions: To observe the transition
between days, we compute the Jaccard similarity more clearly.
Particularly, let Ai(t) represent the AP set that user i associates
to during day t. Therefore, the Jaccard similarity of set Ai(t)
and Ai(t + 1) can be computed as

J(Ai(t), Ai(t + 1)) = Ai(t) ∩ Ai(t + 1)

Ai(t) ∪ Ai(t + 1)
. (10)

Fig. 7 shows the box plots of daily Jaccard similarity of
user association set. For a special user, its Jaccard similarity
at day t is computed by comparing the associated AP sets in
two adjacent days t and t − 1. It is clearly observed that the
75th percent Jaccard similarity is below 0.5 and the median
value of Jaccard similarity is about 0.3. This indicates that the
user association sets vary differently each day.

Similarly, Fig. 8 shows the box plots of daily Jaccard sim-
ilarity of user sets associated to each AP. It is observed that
the median value is below 0.1, which means that the user
sets are significantly different every day. From Figs. 7 and 8,
we can conclude that user associations are dynamic with high
uncertainty.

C. Users’ Preference Over APs

To reveal users’ preference over APs, we present Alice’s
trace and association duration in Figs. 9 and 10, respectively.
Fig. 9 shows Alice’s association trace (Alice is a randomly
selected user) on May 20. We can see that Alice’s associations
are highly dynamic with frequent AP transitions on May 20.
For instance, we can observe that Alice associates with 11
different APs and there are multiple AP transitions between
AP1 and AP2. In this case, a user’s frequent transitions mean
that the user has high mobility.

Fig. 10 shows the cumulative association time distribution
of Alice on different APs on May 20, where each point corre-
sponds to the AP at the corresponding position, and the color
depth reveals the cumulative association time of the user at
that AP. We can observe the polar distribution of cumulative
association time from the color of each point, i.e., the cumu-
lative association times of Alice on the three dark APs are no
less than 1.5 h, while the average cumulative association time
on the other APs is about 14 min, which is consistent with
the associated time distribution in Fig. 10. Therefore, although
users associate with many APs due to their movement, they

obviously prefer some APs and spend most of their time and
traffic on these APs. In this work, we measure the user pref-
erence over APs by the time spent and the traffic consumed
by users from the APs.

D. Spacial–Temporal Regularity of User Associations

In this section, we explore the spacial–temporal regularity
of user associations between APs and buildings. We randomly
choose two buildings (called “D2CY” and “DXY”) to char-
acterize user associations from the associated APs. Fig. 6(a)
and (b) show the heatmap of hourly user association in cor-
responding buildings. For each grid, its value represents the
number of average associated users of all APs which locate
in the building at the corresponding time. We can see that the
busy hours of “D2CY” are from 12:00 P.M. to 1:00 P.M. and
from 18:00 P.M. to 19:00 P.M., which is the time for lunch and
dinner. It is consistent with D2CY’s canteen identity. Similarly,
“DXY” is an academic building. In Fig. 6(b), the busy time
of “DXY” is concentrated on the daytime of weekday, from
9:00 A.M. to 18:00 P.M., which are working hours.

In Figs. 6 (c) and (d), we plot another heatmap of hourly
user association for each AP in the “DXY” and “D2CY”,
respectively. For each grid, its value represents the number
of users associated with an AP at the corresponding time, i.e.,
each row reflects the change of user associations for a single
AP in one week. It is clearly observed that APs located in the
same building have similar change rules. Moreover, the APs
located in different buildings have significantly different user
association patterns.

V. USER MANAGEMENT MECHANISM

With the above observations, we propose a user manage-
ment mechanism by mining user association patterns for the
SMOP problem. Fig. 11 shows the workflow of user manage-
ment mechanism in large-scale MEC systems, which mainly
consists of four steps: 1) history trace collection; 2) user mobil-
ity patterns; 3) user classification; and 4) user grouping. The
user mobility patterns step is demonstrated in Section IV. In
the user classification step, we only consider migration for
users who move to preferable APs, which can reduce the num-
ber of service migrations. In the user grouping step, we group
the migrated users by using user mobility characteristics.

A. User Classification

With the high mobility of users in frequent AP transitions,
the migration delay will greatly increase when the services fol-
low the users, which decrease the system delay significantly
in large-scale MEC scenarios. Considering the knowledge of
user mobility patterns and users’ preferences over APs, we
propose a user classification mechanism to find users with sim-
ilar service migration requirement, which can reduce service
migrations.

First, we extract a preferable AP set for each user. Let θi(j)
denote the ratio of the association time user i spends on AP j to
its overall association time. Therefore, we define the preferable
AP set for user i as follows:

Pi = {j|j ∈ N , θi(j) > ξ} (11)

Authorized licensed use limited to: University of Waterloo. Downloaded on November 03,2023 at 14:26:45 UTC from IEEE Xplore.  Restrictions apply. 



15696 IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 17, 1 SEPTEMBER 2023

(a) (b) (c) (d)

Fig. 6. APs in buildings “D2CY” and “DXY.” (a) D2CY. (b) DXY. (c) D2CY. (d) DXY.

Algorithm 1 Lazy User Classification
Input: user locations X(t) at time slot t, user preferable AP

sets
Output: user sets A1(t), A2(t)

1: for user i ∈ U(t) do
2: for AP j ∈ N do
3: if xj

i(t) == 1 then
4: set k = j

5: if ∃j ∈ N , xj
i(t − 1) = 1 then

6: if k ∈ Pi&&j! = k then
7: i ∈ A1(t), wait for subsequent processing.
8: else
9: i ∈ A2(t), set yi(t) = yi(t − 1)

10: else
11: if k ∈ Pi then
12: i ∈ A1(t), wait for subsequent processing.
13: else
14: i ∈ A2(t), the service of user i is placed on the

nearest MEC node.
15: return A1(t), A2(t)

Fig. 7. User association Jaccard similarity.

where ξ is a constant threshold set by referring to the
distribution of the user’s association time on the AP.

To explore user service migration problem, we then classify
users into two categories, i.e., the first category of users needs
to consider service migration, and the other category of users
does not need to consider service migration. Specifically, we
consider that users who have moved to the preferable APs
need service migration, because the users may stay in the
coverage of the APs for a long time. When users move to
the less-preferable APs, it means that the service migration
is undesirable due to the short association time and frequent
AP transitions. Therefore, we propose an online algorithm for
user classification in Algorithm 1.

Fig. 8. AP association Jaccard similarity.

Fig. 9. Alice’s trace.

Fig. 10. Alice’s association duration.

B. User Grouping

For the large-scale MEC scenario, the number of associ-
ated users for each AP may be large and erratic, which is
an issue for service migration decision making. To handle
the challenge, we group users who are selected to migrate
after classification. In other words, the system can make ser-
vice migration decisions for the user groups to reduce the
dimension of the multiuser decisions. Therefore, we can trans-
fer the user service migration problem to the group service
migration problem, which can reduce the number of service
migrations and improve the system performance in large-scale
MEC scenarios.

Generally, each user shows preference for server APs and
each AP has its own geographic attributes. From Section IV-D,
we can see that user association variations are similar when the
APs are from the same building. Otherwise, the user associa-
tion variations are significantly different for APs from different
buildings. These phenomena indicate that APs in the same
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Fig. 11. Workflow of user management mechanism.

Fig. 12. MDP state.

building share similar user mobility patterns. Combined with
the user preference of APs, we group the selected users by
using the user association with APs in buildings.

Particularly, we take vn
i to demonstrate the correla-

tion coefficient between user i and building n. It can be
computed as

vn
i =

Tn
i

Ti
(12)

where Ti is the sum of user historical association duration and
Tn

i is the time user i spent on the APs in building n. Therefore,
user i’s correlation coefficient with the whole building set in
the system can be described as a vector Vi = [v1

i , v2
i , . . . , vNb

i ],
where Nb is the number of buildings. In addition, we have the
constraints as follows:

Nb∑

i=1

vi = 1

s.t. 0 ≤ vn
i ≤ 1. (13)

In this article, we adopt the K-means clustering algo-
rithm [47] to group users by measuring the Euclidean distance
of the sample to cluster centers, which purpose is to distin-
guish between different categories of user behavior from the
association records.

VI. DRL-BASED SERVICE MIGRATION ALGORITHM

To further improve the system performance, we design a
DRL-based service migration algorithm for the group service
migration problem in large-scale MEC scenarios.

A. MDP Model

To improve the system performance in a long term, we adopt
the DRL algorithm to find the optimal service migration policy
in large-scale MEC scenarios. In addition, the DRL algorithm
focuses on the impact of current decisions on the future rather
than focusing only on immediate rewards, which meets the

requirement of the SMOP problem. For the DRL algorithm,
we formulate the SMOP problem as an MDP and define the
2-D-state space, action space, and reward function as follows.

1) 2-D-State Space: As shown in Fig. 12, we use n̂k(t),
d̂k(t) and λ̂k(t) to denote the vectors of the kth group states

n̂k(t) =
[
n̂k,0(t), n̂k,1(t), . . . , n̂k,E(t)

]
(14)

d̂k(t) =
[
d̂k,1(t), . . . , d̂k,E(t)

]
(15)

λ̂k(t) =
[
λ̂1(t), . . . , λ̂E(t)

]
(16)

where n̂k(t), d̂k(t), and λ̂k(t) denote the number of users in dif-
ferent types, the average network distance between the group
and edges, and the size of total requests in each edge node.
Specially, we classify the users into E + 1 types for the state
n̂k(t). n̂0(t) denotes the overall number of users and n̂e(t)
denotes the number of users who run tasks on edge e at time
slot t− 1. In addition, the state n̂k(t) indicates the user distri-
bution and migration information. The state sk(t) of group k
at time slot t is flattened into one dimension as follows:

sk(t) =
[
n̂k(t), d̂k(t), λ̂k(t)

]
. (17)

Thus, the system state for each group is flattened into one
dimension, and the state s(t) at time slot t is

s(t) = [s1(t); . . . ; sK(t)] (18)

where K denotes the number of groups.
The state space S is limited as follows:

S =
⎧
⎨

⎩

n̂k,e(t) ≥ 0 ∀k, e, t
λ̂e(t) ≥ 0 ∀e, t
d̂k,e(t) ≥ 0 ∀k, e, t

⎫
⎬

⎭. (19)

2) Action Space: The action a(t) performed at processing
period t can is defined as

a(t) = [a1(t), . . . , aK(t)] (20)
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where a(t) is the locations of the group service placement.
Therefore, action space A is

A = {ak(t) ∈ {1, 2, . . . , E} ∀k} (21)

where the size of action space is EK .
3) Reward Function: In (9), our goal is to decrease the

average system delay in long term. Therefore, the reward is
equal to the negative value of user perceived delay as follows:

R(t) = −1× (C(Y(t))+ D(Y(t))+M(Y(t))). (22)

4) Transition Probability: P(s(t+ 1)|s(t), a(t)) denotes the
transition probability from the state s(t) to state s(t+ 1) after
taking action a(t). P(s(t + 1)|s(t), a(t)) is affected by the
time-varying factors of s(t) and a(t), which contains the user
locations, the number of user requests, and the usage of each
edge and so on. When any time-varying factor changes, the
state vector will change from s(t) to s(t + 1).

B. 2-D-Asynchronous Advantage Actor-Critic (2-D-A3C)

Our DRL-based service migration algorithm is based on the
A3C algorithm [5], which is a widely used DRL algorithm in
MEC scenarios. To adopt the A3C algorithm for multigroup
service migration, we need to address the challenge of high-
dimensional action space. In this section, we first introduce
the high-dimensional action space problem in DRL applica-
tion, and then introduce the 2-D-A3C-based service migration
algorithm.

RL is a traditional approach to solve the corresponding
MDP problems. For the problems where state transition proba-
bility Pr(s′|s, a) is known as a priori, traditional dynamic plan-
ning is used to select the optimal strategy by value iteration
and policy iteration. For the problems without Pr(s′|s, a)

known as a priori, model-free RL methods, such as Q-learning
and Monte Carlo are proposed to explore the correlation
between environment and optimal actions. However, such RL
methods cannot deal with large-scale problems. In addition,
traditional algorithms are unable to optimize sequential deci-
sion problems in the long term in the absence of future
information such as user movement trajectories. To address
the challenge, DRL-based methods are proposed, which uti-
lize a neural network to approximate the strategy function
or value function in the MDP model. Moreover, DRL can
approximate the long-term optimal solution of the sequential
decision-making problem through the agent’s exploration on
the environment. In other words, the system learns the best
real-time migration decision from the historical experience
accumulated by the agent, without requiring the user’s future
information as prior knowledge.

For our MDP problem, the transition probability Pr(s′|s, a)

is unknown and the size of action space is EK . DRL will fall
into the dilemma of discrete action space when dealing with
the MDP problem: the scale of the network output layer is
EK , which increases explosively with the increase of E or K.
To solve the problem, we propose a 2-D-A3C approach to
deal with the large action space, which is based on the A3C
algorithm. The proposed algorithm can parameterize and iter-
atively update the service migration policy to find the optimal

Fig. 13. 2-D-A3C algorithm in Actor–Critic framework.

policy. To further understand the proposed 2-D-A3C approach,
we introduce the design and implementation of 2-D-A3C in
detail as follows.

1) Design of 2-D-A3C: Compared with the general A3C
algorithm, the 2-D-A3C consists of a global network and two
local networks (i.e., actor network and critic network). It uses
a standard multicore CPU on an independent machine to run
multiple threads, and each thread carries an agent and a ser-
vice migration environment copy. As shown in Fig. 13, each
agent consists of two parts: 1) an actor network and 2) a critic
network. For the actor network, we parameterize the migra-
tion policy as a policy network π(a|s; θ). The agent inputs the
observation state s(t) to the actor network, and gets the action
probability distribution by the Softmax model. After that, the
action a(t) actually taken by the agent is generated according
to the probability distribution sampling. For the critic network,
we fit it as the value function V(s(t)|θv). Therefore, it can eval-
uate the quality of the action a(t) according to the obtained
reward from environment, and then instruct the actor network
to update network parameters θ . In this case, the service migra-
tion strategy will be optimized iteratively. Moreover, the A3C
algorithm improves the convergence of actor-critical network
through an asynchronous parallel mode: each thread interacts
with their own environment copy in parallel, updates the global
network based on the local parameter gradient, and pull the
latest network parameters from the updated global network
every certain time step.

In Fig. 13, our 2-D-A3C framework improves the network
structure to cope with the high-dimensional discrete action
space problem in multiuser service migration scenarios.
Specifically, the traditional A3C framework considers the
actions of all users as a whole, and uses a 1-D vector as
the input and output of networks. For example, if we apply
the A3C model into our MDP problem, the input of the local
actor network is a 1-D vector of size (K(3E + 1)). The out-
put is a 1-D vector of size (1 × EK). After that, we can get
the π(a|st; θ) for all possible actions, thus making the action
decision. Instead, we convert the 1-D agent observation into
2-D-state space, where each row represents the information of
a user group. The large action space of agent can be further
regarded as the joint small action space of multiuser groups.
For example, in our local actor network, we obtain a 2-D-state
vector s(t) with size of K×(3E+1) as input and produce a 2-D
vector with size of K×E as output. Softmax is utilized to nor-
malize the output by row, and we will get a possibility matrix
P = [p1

1, . . . , pE
1 ; · · · ; p1

K, . . . , pE
K], where the variable pe

k rep-
resents the possibility of user group k placing the services on
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the edge node e. According to the possibility matrix P, the
agent action at is finally generated by sampling. Moreover,
we also utilize a critic network to evaluate the output strategy
of actor network. Specially, we input the 2-D-state vector s(t)
into the critic network, then we will get a 1-D vector of size
K ∗1 as output. To accurately compute gradients normally, we
take the mean value of all elements in this vector to generate
the variable V(s(t)).

2) Implement of 2-D-A3C: The implementation of 2-D-
A3C can be divided into two phases: 1) training phase and
2) deployment phase. In the training phase, the 2-D-A3C con-
ducts multithread execution, where each thread maintains a
local actor network and critic network. The training flow of
each thread is presented as follows. At the beginning of each
training event, the local network pulls the latest neural network
parameters from the global network and updates themselves.
Subsequently, at each time slot t, the agent managed by the
operator inputs the state vector s(t) into the actor network. As
a result, the agent can get the multigroup service placement
decision a(t) according to a series of operations in Fig. 13.
When the action a(t) is taken, the environment gets into the
next state s(t) and feeds back the reward value R(s(t), a(t)) to
the agent. Such process will be repeated until the system enters
the termination state or reaches the specified number (i.e.,
tmax) of thread iterations. After that, the agent calculates the
cumulative gradient parameters for actor and critical networks,
and asynchronously uploads them to the global network. The
global networks update their parameters, and the system starts
the next training event. The process is repeated until the global
shared counter reaches the specified value Tmax. In the deploy-
ment phase, the actor and critical network parameters will no
longer be updated. In each time slot t, the operator inputs the
observation s(t) into the global actor network, and obtains the
service migration strategy from the output.

In summary, the proposed 2-D-A3C-based service place-
ment policy uses a general asynchronous and concurrent DRL
framework to accelerate convergence efficiency. The detailed
algorithm for each agent is presented in Algorithm 2.

VII. PERFORMANCE EVALUATION

In this section, we verify the effectiveness of MSM with
extensive simulations, utilizing the large-scale traces from a
campus Wi-Fi system.

A. Methodology

1) Simulation Setup:
1) Environment Setup: In this article, the campus Wi-Fi

system deploys about 8000 APs and provides Internet
access for 40 000 users. We consider a large-scale MEC
system, which randomly selected N = 50 APs and
E = 10 edge nodes from the data set. In our simulation,
the top ten most popular APs are selected to act as edge
nodes. The computation capacity of each edge node is
set to be the same, which is Re = 5 GHz. Moreover, to
obtain the users’ preference over APs, we analyze the
user association records from 20 April 2019 to 27 May
2019. In addition, we utilize the data from 27 May to

Algorithm 2 Service Migration Policy Scheme (2-D-A3C)
1: // Assume global shared parameter vector θ , θv and global

shared counter T = 0.
2: // Assume thread-specific parameter vector θ ′ and θ ′v
3: Initialize thread step counter t← 1
4: repeat
5: Reset gradients:dθ ← 0 and dθv ← 0.
6: Synchronize thread-specific parameters θ ′ = θ and

θ ′v = θv

7: tstart = t
8: Get state st

9: repeat
10: Get at according to policy π(at|st; θ ′) in the way

of Fig. 13
11: Perform at in the environment
12: Receive reward rt and new state st + 1
13: t← t + 1
14: T ← T + 1
15: until terminal st or t − tstart == tmax
16: R = V̄(st, θ

′
v)

17: for i ∈ t − 1, . . . , tstart do
18: R← ri + γ R
19: Accumulate gradients with respect to θ ′ : dθ ←

dθ +∇θ ′ log π
(
ai | si; θ ′

)(
R− V̄

(
si; θ ′v

))

20: Accumulate gradients with respect to θ ′v: dθv ←
dθv + ∂

(
R− V̄

(
si; θ ′v

))2
/∂θ ′v

21: Perform asynchronous update of θ using dθ and of θv

using dθv.
22: until T > Tmax

2 June to train the model, and the data from 3 June to
9 June is used to test the performance of MSM.

2) Request Setup: In our simulations, users will generate
a certain number of service requests in each time slot,
and the service requests between users are independent
of each other. To simplify the problem, we consider that
the size of computing resources required for each service
request is also set to be the same, which is 0.04Re.

3) Communication: The AP-to-edge communication cost in
our simulations is considered as a function of distance
(measured by the number of network hops) between dif-
ferent AP nodes and MEC nodes. When a user transfers
the service requests from AP node j to MEC node e
during time slot t, its unit communication delay can be
computed as

lej (t) =
{

l · dist(j, e), if j �= e
0, if j = e.

(23)

4) Service Migration: Similarly, the migration delay in our
simulations is considered as a function of distance (mea-
sured by the number of network hops) between different
MEC nodes. When a user’s service is migrated from
MEC node k to MEC node e during time slot t, its
migration delay can be computed as

mke(t) =
{

κ · dist(k, e), if k �= e
0, if k = e.

(24)
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TABLE II
SIMULATION PARAMETERS

Fig. 14. MSM learning curve.

The detailed simulation parameters are shown in Table II.
2) Benchmark Schemes:
1) No Migration (NM): The NM scheme always keeps the

initial service placement policy unchanged for each user.
2) Follow Mobility (FM): The FM scheme always migrates

the services to the nearest MEC nodes.
3) Random Migration (RM): The RM scheme makes ran-

dom service placement decision for the user.
4) MSM_NC: It is the MSM scheme without considering

user classification.
3) Convergence Performance of MSM: In our simulations,

we set the reward discount factor γ = 0.9. The number of
2-D-A3C threads is 4 and the size of mini-batch is 16. Both
the actor networks and critic networks are a 3-layer fully con-
nected deep neural network, where the number of hidden states
is set to be 512. We adopt the Adam [31] optimizer. Moreover,
we utilize the PyTorch framework to implement the neural
networks of actor network and critic network.

Fig. 14 shows the convergence performance of the proposed
MSM scheme. The learning rates of two curves are set to be
10−4 and 10−5, respectively. We have two observations as
follows.

1) The total delay of two curves both decreases as the num-
ber of episodes increases, and then becomes stable when
the number of episodes is larger than the number of cer-
tain episodes. In this case, we can observe that MSM
scheme converges for both cases.

2) With a lower learning rate, the scheme converges more
slowly. The learning rate is set to be 10−4 in the
following performance comparisons.

B. Performance Comparison

1) System Delay: To evaluate the performance of MSM, we
consider the collected association records from 3 June 2019

Fig. 15. CDFs of system delay.

Fig. 16. Accumulated system delay in a week.

to 9 June 2019. Then, we plot the system delay of MSM
and benchmarks in Figs. 15 and 16. Fig. 15 shows the CDF
of the system delay in each time slot. In addition, we can
see that MSM scheme outperforms other benchmark schemes.
For example, the 90th percentile for the service delay is 779.5,
1058.2, 1123.8, and 926.6 s in the MSM, FM, NM, and RM
schemes, respectively.

To evaluate the accumulated delay for all users in the week,
we present all types of delays as shown in Fig. 16. Then, we
take Comp., Comm., Migr., and SUM to denote the compu-
tation delay, communication delay, migration delay, and the
sum of all types of delays, respectively. Therefore, we have
five main observations as follows.

1) The accumulated delay of MSM is lower with around
14.6% improvement over FM, 31.9% improvement over
NM, and 25.3% improvement over RM.

2) FM achieves the minimum communication time, while
incurring large computation and migration delay.

3) The RM scheme makes the random service placement
decision for each user, thereby balancing the MEC node
loads and minimizing the computation time. However,
the incurring large migration delay affects the RM
scheme performance.

4) With unchanged service placement locations, the migra-
tion delay of NM scheme is 0. Due to the users’ highly
dynamic mobility, NM scheme incurs large computation
delay and communication delay.

5) MSM outperforms other benchmark schemes by reduc-
ing the number of service migrations and computation
time.

2) User-Perceived Delay: Compared with the system delay,
the user-perceived delay is an important metric to measure
the users’ QoS in service migration policy. Specifically, we
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Fig. 17. User-perceived delay.

Fig. 18. Number of users.

Fig. 19. Avg. user-perceived delay.

plot the CDFs of user-perceived delay results for MSM and
benchmarks in Fig. 17. In addition, we can see that MSM
outperforms other benchmark schemes. For instance, 90th per-
centile for the average user-perceived delay is 3.2, 3.9, 4.4, and
4.5 s in MSM, RM, NM, and FM schemes, respectively.

As shown in Fig. 18, we plot the number of users in one
week for each day. We can see that the number of users is less
than 100, which means that the overall system is idle at night.
Moreover, we can observe that the number of users is up to
400, which means that the system is busy at the daytime. In
this case, the pattern of user activeness is in line with our daily
habits. To evaluate the performance of MSM, we show the
average user-perceived delay with different numbers of users
as shown in Fig. 19. Specifically, we have two observations
as follows. First, MSM scheme outperforms other benchmark
schemes significantly when the system is busy as shown in
Fig. 19. Second, the FM scheme outperforms MSM when the
system is empty since it always migrates the services to the
nearest edge nodes of users. In light-load scenarios, the trivial

Fig. 20. Overall system delay and number of users in daytime.

Fig. 21. Number of service migrations.

Fig. 22. Training curves.

number of users cannot highlight the shortcomings of the FM,
such as unbalanced loads and unnecessary migrations.

3) Delay Variation Over Time: To further verify the
performance of MSM scheme, we explore the performance
of MSM in each time slot of daytime. Specifically, we present
the overall system delay and the number of users of each time
slot from 8:00 A.M. to 8:00 P.M. on a weekday in Fig. 20,
respectively. We have two main observations as follows: 1) the
MSM outperforms other benchmark schemes in most time
slots and 2) the average user-perceived delay keeps pace with
the number of users in a time slot.

4) Effect of User Classification: To evaluate the effect of
user classification, we plot the learning curves of MSM and
MSM_NC, respectively, in Fig. 22. It is clearly observed
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Fig. 23. Impact of computing resources.

Fig. 24. Impact of migration.

that the user classification effectively improves the MSM
performance by accelerating the learning rate and decreasing
the service delay. Moreover, we present the number of service
migrations of MSM and MSM_NC at different time slots as
shown in Fig. 21. We can see that the benchmark schemes
migrate services frequently and MSM decreases unnecessary
migrations due to the user classification design.

C. Impact Evaluation

1) Impact of Computation Resource Re: Computing
resource is a key factor to affect the performance of comput-
ing delay. Fig. 23 shows the accumulated delay in a week
of MSM and benchmarks with different edge computing
resources. It is observed that the accumulated delays of all
schemes increase with less computing resources because of
the increasing computing delay. In addition, by utilizing the
RL framework to keep pace with the dynamic environment,
MSM achieves better performance improvement in less com-
puting resource cases. The main reason is that MSM considers
the load status of edge nodes, the DRL can comprehensively
consider all observation information to make optimal service
migration decisions even when computing resources are less.
In addition, we can see that the performance of the FM
and NM scheme is worse since they do not consider the
load status of edge nodes when making service migration
decisions.

2) Impact of Migration Delay Per Hop κ: κ is an important
factor to affect the performance of migration delay in the large-
scale MEC scenario. Fig. 24 shows the accumulated delay in a
week of MSM and benchmarks with different migration delays
per hop. With a larger value of κ , the accumulated delays
of four schemes all increase due to the increasing migration

delay. In addition, MSM scheme outperforms other benchmark
schemes significantly. The main reason is that MSM scheme
can balance the different delays to minimize the overall system
delay in real time in the large-scale MEC system. However,
FM, NM, and RM schemes cannot adjust migration policy in
real time and do not consider the impact of different delays
due to environmental changes.

VIII. CONCLUSION

To minimize the system delay in the long term, we have
proposed an MSM scheme in large-scale MEC scenarios. The
MSM scheme can achieve efficient user management in large-
scale MEC systems by characterizing user mobility patterns
from the real Wi-Fi traces; select the suitable service place-
ment location in real time to keep pace with the dynamic
and complicated network scenarios by using the DRL-based
approach; and minimize the long-term system delay. For future
work, we will study the preservice placement strategy with
caching at edge servers by using historical experience to fur-
ther improve the overall performance of the large-scale MEC
system.

REFERENCES

[1] Y. Miao et al., “Mobility-aware service migration for seamless provision:
A reinforcement learning approach,” in Proc. IEEE ICC, May 2022,
pp. 1–6.

[2] J. Ren, D. Zhang, S. He, Y. Zhang, and T. Li, “A survey on end-
edge-cloud orchestrated network computing paradigms: Transparent
computing, mobile edge computing, fog computing, and cloudlet,” ACM
Comput. Surveys, vol. 52, no. 6, pp. 1–36, 2019.

[3] H. Wu, F. Lyu, C. Zhou, J. Chen, L. Wang, and X. Shen, “Optimal
UAV caching and trajectory in aerial-assisted vehicular networks: A
learning-based approach,” IEEE J. Sel. Areas Commun., vol. 38, no. 12,
pp. 2783–2797, Dec. 2020.

[4] F. Lyu et al., “Characterizing urban vehicle-to-vehicle communica-
tions for reliable safety applications,” IEEE Trans. Intell. Transp. Syst.,
vol. 21, no. 6, pp. 2586–2602, Jun. 2020.

[5] F. Wu, W. Yang, J. Lu, F. Lyu, J. Ren, and Y. Zhang, “RLSS: A reinforce-
ment learning scheme for HD map data source selection in vehicular
NDN,” IEEE Internet Things J., vol. 9, no. 13, pp. 10777–10791,
Jul. 2022.

[6] A. Mehrabi, M. Siekkinen, and A. Ylä-Jääski, “Edge computing assisted
adaptive mobile video streaming,” IEEE Trans. Mobile Comput., vol. 18,
no. 4, pp. 787–800, Apr. 2019.

[7] X. Ma, Q. Li, J. Chai, X. Xiao, S.-T. Xia, and Y. Jiang, “Steward:
Smart edge based joint QoE optimization for adaptive video streaming,”
in Proc. ACM Workshop NOSSDAV, 2019, pp. 31–36.

[8] Z. Fan, W. Yang, F. Wu, J. Cao, and W. Shi, “Serving at the edge:
An edge computing service architecture based on ICN,” ACM Trans.
Internet Technol., vol. 22, no. 1, pp. 1–27, Oct. 2021.

[9] S. Wang, R. Urgaonkar, T. He, K. Chan, M. Zafer, and K. K. Leung,
“Dynamic service placement for mobile micro-clouds with predicted
future costs,” IEEE Trans. Parallel Distrib. Syst., vol. 28, no. 4,
pp. 1002–1016, Apr. 2017.

[10] Q. Wu, X. Chen, Z. Zhou, and L. Chen, “Mobile social data learning
for user-centric location prediction with application in mobile edge ser-
vice migration,” IEEE Internet Things J., vol. 6, no. 5, pp. 7737–7747,
Oct. 2019.

[11] L. Yang, J. Cao, G. Liang, and X. Han, “Cost aware service placement
and load dispatching in mobile cloud systems,” IEEE Trans. Comput.,
vol. 65, no. 5, pp. 1440–1452, May 2016.

[12] A. Ksentini, T. Taleb, and M. Chen, “A Markov decision process-based
service migration procedure for follow me cloud,” in Proc. IEEE ICC,
2014, pp. 1350–1354.

[13] S. Wang, R. Urgaonkar, M. Zafer, T. He, K. Chan, and K. K. Leung,
“Dynamic service migration in mobile edge-clouds,” in Proc. IEEE IFIP,
2015, pp. 1–9.

Authorized licensed use limited to: University of Waterloo. Downloaded on November 03,2023 at 14:26:45 UTC from IEEE Xplore.  Restrictions apply. 



CHEN et al.: MSM: MOBILITY-AWARE SERVICE MIGRATION FOR SEAMLESS PROVISION: A DATA-DRIVEN APPROACH 15703

[14] T. Ouyang, Z. Zhou, and X. Chen, “Follow me at the edge:
Mobility-aware dynamic service placement for mobile edge computing,”
IEEE J. Sel. Areas Commun., vol. 36, no. 10, pp. 2333–2345, Oct. 2018.

[15] Z. Ning et al., “Distributed and dynamic service placement in pervasive
edge computing networks,” IEEE Trans. Parallel Distrib. Syst., vol. 32,
no. 6, pp. 1277–1292, Jun. 2021.

[16] Y. Sun, S. Zhou, and J. Xu, “EMM: Energy-aware mobility management
for mobile edge computing in ultra dense networks,” IEEE J. Sel. Areas
Commun., vol. 35, no. 11, pp. 2637–2646, Nov. 2017.

[17] F. Lyu et al., “LeaD: Large-scale edge cache deployment based on
spatio-temporal WiFi traffic statistics,” IEEE Trans. Mobile Comput.,
vol. 20, no. 8, pp. 2607–2623, Aug. 2021.

[18] J. W. Jiang, T. Lan, S. Ha, M. Chen, and M. Chiang, “Joint VM
placement and routing for data center traffic engineering,” in Proc. IEEE
INFOCOM, Orlando, FL, USA, 2012, pp. 2876–2880.

[19] F. Liu, P. Shu, and J. C. S. Lui, “AppATP: An energy conserving adap-
tive mobile-cloud transmission protocol,” IEEE Trans. Comput., vol. 64,
no. 11, pp. 3051–3063, Nov. 2015.

[20] Y. Zhang, X. Lan, J. Ren, and L. Cai, “Efficient computing resource
sharing for mobile edge-cloud computing networks,” IEEE/ACM Trans.
Netw., vol. 28, no. 3, pp. 1227–1240, Jun. 2020.

[21] T. K. Rodrigues, K. Suto, H. Nishiyama, J. Liu, and N. Kato, “Machine
learning meets computation and communication control in evolving edge
and cloud: Challenges and future perspective,” IEEE Commun. Surveys
Tuts., vol. 22, no. 1, pp. 38–67, 1st Quart., 2020.

[22] W. Li, Q. Li, L. Chen, F. Wu, and J. Ren, “A storage resource collabora-
tion model among edge nodes in edge federation service,” IEEE Trans.
Veh. Technol., vol. 71, no. 9, pp. 9212–9224, Sep. 2022.

[23] S. Wang, R. Urgaonkar, M. Zafer, T. He, and K. K. Leung, “Dynamic
service migration in mobile edge computing based on Markov deci-
sion process,” IEEE/ACM Trans. Netw., vol. 27, no. 3, pp. 1272–1288,
Jun. 2019.

[24] T. Ouyang, R. Li, X. Chen, Z. Zhou, and X. Tang, “Adaptive user-
managed service placement for mobile edge computing: An online
learning approach,” in Proc. IEEE INFOCOM, 2019, pp. 1468–1476.

[25] H. Badri, T. Bahreini, D. Grosu, and K. Yang, “Energy-aware applica-
tion placement in mobile edge computing: A stochastic optimization
approach,” IEEE Trans. Parallel Distrib. Syst., vol. 31, no. 4,
pp. 909–922, Apr. 2020.

[26] L. Ma, S. Yi, N. Carter, and Q. Li, “Efficient live migration of edge
services leveraging container layered storage,” IEEE Trans. Mobile
Comput., vol. 18, no. 9, pp. 2020–2033, Sep. 2019.

[27] J. Xu, X. Ma, A. Zhou, Q. Duan, and S. Wang, “Path selection for
seamless service migration in vehicular edge computing,” IEEE Internet
Things J., vol. 7, no. 9, pp. 9040–9049, Sep. 2020.

[28] B. Gao, Z. Zhou, F. Liu, and F. Xu, “Winning at the starting line: Joint
network selection and service placement for mobile edge computing,”
in Proc. IEEE INFOCOM, Paris, France, 2019, pp. 1459–1467.

[29] Z. Ning, P. Dong, X. Wang, J. J. Rodrigues, and F. Xia, “Deep reinforce-
ment learning for vehicular edge computing: An intelligent offloading
system,” ACM Trans. Intell. Syst. Technol., vol. 10, no. 6, pp. 1–24,
2019.

[30] L. Ale, N. Zhang, X. Fang, X. Chen, S. Wu, and L. Li, “Delay-aware
and energy-efficient computation offloading in mobile-edge computing
using deep reinforcement learning,” IEEE Trans. Cogn. Commun. Netw.,
vol. 7, no. 3, pp. 881–892, Sep. 2021.

[31] H. Liu and G. Cao, “Deep reinforcement learning-based server selection
for mobile edge computing,” IEEE Trans. Veh. Technol., vol. 70, no. 12,
pp. 13351–13363, Dec. 2021.

[32] L. Huang, S. Bi, and Y.-J. A. Zhang, “Deep reinforcement learning
for online computation offloading in wireless powered mobile-edge
computing networks,” IEEE Trans. Mobile Comput., vol. 19, no. 11,
pp. 2581–2593, Nov. 2020.

[33] X. Qiu, L. Liu, W. Chen, Z. Hong, and Z. Zheng, “Online deep rein-
forcement learning for computation offloading in blockchain-empowered
mobile edge computing,” IEEE Trans. Veh. Technol., vol. 68, no. 8,
pp. 8050–8062, Aug. 2019.

[34] Q. Yuan, J. Li, H. Zhou, T. Lin, G. Luo, and X. Shen, “A joint ser-
vice migration and mobility optimization approach for vehicular edge
computing,” IEEE Trans. Veh. Technol., vol. 69, no. 8, pp. 9041–9052,
Aug. 2020.

[35] Y. Deng et al., “AUCTION: Automated and quality-aware client selec-
tion framework for efficient federated learning,” IEEE Trans. Parallel
Distrib. Syst., vol. 33, no. 8, pp. 1996–2009, Aug. 2022.

[36] X. Xiong, K. Zheng, L. Lei, and L. Hou, “Resource allocation based
on deep reinforcement learning in IoT edge computing,” IEEE J. Sel.
Areas Commun., vol. 38, no. 6, pp. 1133–1146, Jun. 2020.

[37] W. Y. B. Lim et al., “Decentralized edge intelligence: A dynamic
resource allocation framework for hierarchical federated learning,” IEEE
Trans. Parallel Distrib. Syst., vol. 33, no. 3, pp. 536–550, Mar. 2022.

[38] F. Wu, F. Lyu, H. Wu, J. Ren, Y. Zhang, and X. Shen,
“Characterizing user association patterns for optimizing small-cell
edge system performance,” IEEE Netw., early access, Sep. 5, 2022,
doi: 10.1109/MNET.121.2200089.

[39] X. Wang, C. Wang, X. Li, V. C. M. Leung, and T. Taleb, “Federated
deep reinforcement learning for Internet of Things with decentralized
cooperative edge caching,” IEEE Internet Things J., vol. 7, no. 10,
pp. 9441–9455, Oct. 2020.

[40] F. Wang, F. Wang, J. Liu, R. Shea, and L. Sun, “Intelligent video caching
at network edge: A multi-agent deep reinforcement learning approach,”
in Proc. IEEE INFOCOM, 2020, pp. 2499–2508.

[41] H. Pang, J. Liu, X. Fan, and L. Sun, “Toward smart and cooperative
edge caching for 5G networks: A deep learning based approach,” in
Proc. IEEE/ACM IWQoS, 2018, pp. 1–6.

[42] B. Chen, L. Liu, M. Sun, and H. Ma, “IoTCache: Toward data-driven
network caching for Internet of Things,” IEEE Internet Things J., vol. 6,
no. 6, pp. 10064–10076, Dec. 2019.

[43] G. Qiao, S. Leng, S. Maharjan, Y. Zhang, and N. Ansari, “Deep rein-
forcement learning for cooperative content caching in vehicular edge
computing and networks,” IEEE Internet Things J., vol. 7, no. 1,
pp. 247–257, Jan. 2020.

[44] W. Y. B. Lim et al., “Realizing the Metaverse with edge intelligence:
A match made in heaven,” IEEE Wireless Commun., early access, Jul. 4,
2022, doi: 10.1109/MWC.018.2100716.

[45] Y. Liu, H. Yu, S. Xie, and Y. Zhang, “Deep reinforcement learning
for offloading and resource allocation in vehicle edge computing and
networks,” IEEE Trans. Veh. Technol., vol. 68, no. 11, pp. 11158–11168,
Nov. 2019.

[46] F. Wu et al., “Characterizing Internet card user portraits for efficient
churn prediction model design,” IEEE Trans. Mobile Comput., early
access, Jan. 31, 2023, doi: 10.1109/TMC.2023.3241206.

[47] S. Wang, Y. Sun, and Z. Bao, “On the efficiency of K-means clustering:
Evaluation, optimization, and algorithm selection,” Proc. VLDB Endow.,
vol. 14, no. 2, pp. 163–175, 2020.

Wenxiong Chen (Member, IEEE) received the B.S.
degree in communication engineering and the M.S.
degree in translation from Hunan Normal University,
Changsha, China, in 2007 and 2011, respectively,
and the Ph.D. degree in management science
and engineering from Central South University,
Changsha, in 2021.

He is currently an Associate Professor with the
College of Information Science and Engineering,
and an Associate Researcher with the Research
Institute of Languages and Cultures, Hunan Normal

University. His research interests include information management, big data
measurement, and application design.

Mingliu Liu (Member, IEEE) received the Ph.D.
and B.E. degrees from the School of Electronic
Information, Wuhan University, Wuhan, China, in
2013 and 2019, respectively.

She is currently a Postdoctoral Research Fellow
with the State Grid Hubei Electric Power Research
Institute, Wuhan, and with the School of Electronic
Information, Wuhan University. Her research
interests include information search service, Internet
of Things, cloud/edge caching, and big data driven
applications.

Prof. Liu is a member of the IEEE Computer and IEEE Communication
Society.

Authorized licensed use limited to: University of Waterloo. Downloaded on November 03,2023 at 14:26:45 UTC from IEEE Xplore.  Restrictions apply. 

http://dx.doi.org/10.1109/MNET.121.2200089
http://dx.doi.org/10.1109/MWC.018.2100716
http://dx.doi.org/10.1109/TMC.2023.3241206


15704 IEEE INTERNET OF THINGS JOURNAL, VOL. 10, NO. 17, 1 SEPTEMBER 2023

Fan Wu (Member, IEEE) received the Ph.D. degree
in computer science and technology from Central
South University, Changsha, China, in 2020.

From 2018 to 2019, he was a visiting Ph.D.
student with the BBCR Group, Department of
Electrical and Computer Engineering, University
of Waterloo, Waterloo, ON, Canada. He worked
as a Postdoctoral Fellow with the Department
of Computer Science and Technology, Tsinghua
University, Beijing, China, from July 2020 to
November 2022. She is currently an Assistant

Professor with the School of Computer Science and Engineering, Central
South University. His current research interests include Internet of Things,
mobile-edge computing, data mining, and big data.

Huaqing Wu (Member, IEEE) received the B.E.
and M.E. degrees from Beijing University of
Posts and Telecommunications, Beijing, China, in
2014 and 2017, respectively, and the Ph.D. degree
from the University of Waterloo, Waterloo, ON,
Canada, in 2021.

She worked as a Postdoctoral Fellow with the
Department of Electrical and Computer Engineering,
MacMaster University, Hamilton, ON, Canada, from
2021 to 2022. He is currently an Assistant Professor
with the Department of Electrical and Software

Engineering, University of Calgary, Calgary, AB, Canada. Her current research
interests include B5G/6G, space–air–ground integrated networks, Internet
of Vehicles, edge computing/caching, and artificial intelligence for future
networking.

Dr. Wu received the Best Paper Awards at the IEEE GLOBECOM 2018,
the Chinese Journal on Internet of Things 2020, and the IEEE GLOBECOM
2022, and the prestigious Natural Sciences and Engineering Research Council
of Canada Postdoctoral Fellowship Award in 2021.

Yuan Miao received the B.E. and M.E. degrees from
Central South University, Changsha, China, in 2019
and 2022, respectively.

Her main research interests include big data, deep
reinforcement learning, and edge computing.

Feng Lyu (Senior Member, IEEE) received the B.S.
degree in software engineering from Central South
University, Changsha, China, in 2013, and the Ph.D.
degree from the Department of Computer Science
and Engineering, Shanghai Jiao Tong University,
Shanghai, China, in 2018.

From September 2018 to December 2019 and
from October 2016 to October 2017, he worked
as a Postdoctoral Fellow and was a visiting Ph.D.
student with the BBCR Group, Department of
Electrical and Computer Engineering, University of

Waterloo, Waterloo, ON, Canada. He is currently a Professor with the
School of Computer Science and Engineering, Central South University. His
research interests include vehicular networks, beyond 5G networks, big data
measurement and application design, and edge computing.

Prof. Lyu is the recipient of the Best Paper Award of the IEEE ICC 2019.
He currently serves as an Associate Editor for IEEE SYSTEMS JOURNAL and
a leading Guest Editor for Peer-to-Peer Networking and Applications, and
served as a TPC member for many international conferences. He is a mem-
ber of the IEEE Computer Society, Communication Society, and Vehicular
Technology Society.

Xuemin (Sherman) Shen (Fellow, IEEE) received
the Ph.D. degree in electrical engineering from
Rutgers University, New Brunswick, NJ, USA, in
1990.

He is currently a University Professor with the
Department of Electrical and Computer Engineering,
University of Waterloo, Waterloo, ON, Canada.

Prof. Shen received the R. A. Fessenden Award
from IEEE, Canada, in 2019; the Award of
Merit from the Federation of Chinese Canadian
Professionals, Mississauga, ON, Canada, in 2019;

the Technical Recognition Award from the Wireless Communications
Technical Committee in 2019; the James Evans Avant Garde Award from the
IEEE Vehicular Technology Society in 2018; the Education Award in 2017 and
the Joseph LoCicero Award in 2015 from the IEEE Communications Society;
the AHSN Technical Committee in 2013; the Excellent Graduate Supervision
Award from the University of Waterloo in 2006; and the Premier’s Research
Excellence Award from the Province of Ontario, Canada, in 2003. He served
as the Technical Program Committee Chair/Co-Chair for IEEE Globecom’16,
IEEE Infocom’14, IEEE VTC’10 Fall, and IEEE Globecom’07, and the Chair
for the IEEE Communications Society Technical Committee on Wireless
Communications. He was the Vice President for the Technical and Educational
Activities and Publications, a Member-at-Large on the Board of Governors,
and the Chair of the Distinguished Lecturer Selection Committee. He is also a
Registered Professional Engineer in Ontario, Canada. He is also the President
Elect of the IEEE Communications Society. He served as the Editor-in-
Chief for IEEE INTERNET OF THINGS JOURNAL, IEEE NETWORK, and IET
Communications. He is an Engineering Institute of Canada Fellow, a Canadian
Academy of Engineering Fellow, a Royal Society of Canada Fellow, a Chinese
Academy of Engineering Foreign Member, and a Distinguished Lecturer of
the IEEE Vehicular Technology Society and Communications Society.

Authorized licensed use limited to: University of Waterloo. Downloaded on November 03,2023 at 14:26:45 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Helvetica
    /Helvetica-Bold
    /HelveticaBolditalic-BoldOblique
    /Helvetica-BoldOblique
    /Helvetica-Condensed-Bold
    /Helvetica-LightOblique
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-Italic
    /HelveticaNeueLightcon-LightCond
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-Roman
    /HelveticaNeue-ThinCond
    /Helvetica-Oblique
    /HelvetisADF-Bold
    /HelvetisADF-BoldItalic
    /HelvetisADFCd-Bold
    /HelvetisADFCd-BoldItalic
    /HelvetisADFCd-Italic
    /HelvetisADFCd-Regular
    /HelvetisADFEx-Bold
    /HelvetisADFEx-BoldItalic
    /HelvetisADFEx-Italic
    /HelvetisADFEx-Regular
    /HelvetisADF-Italic
    /HelvetisADF-Regular
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /Times-Bold
    /Times-BoldItalic
    /Times-Italic
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryITCbyBT-MediumItal
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Average
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Average
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


