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Abstract—Unmanned-aerial-vehicle (UAV)-assisted communications has attracted increasing attention recently. This article investigates air–ground coordinated communications system, in which trajectories of air UAV base stations (UAV-BSs) and access control of ground users (GUs) are jointly optimized. We formulated this optimization problem as a mixed cooperative–competitive game, where each GU competes for the limited resources of UAV-BSs to maximize its own throughput by accessing a suitable UAV-BS, and UAV-BSs cooperate with each other and design their trajectories to maximize the defined fair throughput to improve the total throughput and keep the GU fairness. Moreover, the action space of GUs is discrete, while that of UAV-BS is continuous. To tackle this hybrid action space issue, we transform the discrete actions into continuous action probabilities and propose a multiagent deep reinforcement learning (MADRL) approach, named air–ground probabilistic multiagent deep deterministic policy gradient (AG-PMADDPG). With well-designed rewards, AG-PMADDPG can coordinate two types of agents, UAV-BSs and GUs, to achieve their own objectives based on local observations. Simulation results demonstrate that AG-PMADDPG can outperform the benchmark algorithms in terms of throughput and fairness.
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I. INTRODUCTION

UNMANNED-AERIAL-VEHICLE (UAV)-assisted communications as the complement of terrestrial communications has drawn increasing attentions from both academia and industry [1]–[3]. UAVs equipped with wireless transceivers can serve as base stations (UAV-BSs) to provide communication service for ground users (GUs). With the 3-D flying capability, UAV-BSs can offload burst data traffic for GUs in hotspot areas, such as stadiums, cinemas, theaters, etc. [4], [5] and provide flexible capacity for QoS guaranty during rush hours and special events [6].

Compared with the terrestrial communications system, UAV-assisted communications system has three advantages: 1) the UAV-to-ground links have higher Line-of-Sight (LoS) probabilities than terrestrial BS-to-user links [7], which can improve the robustness and performance of the system; 2) the fully controlled mobility [8], [9] of UAVs allows the UAV-assisted network to improve the Quality of Service (QoS) through trajectory design [10]–[13]; and 3) the onboard calculation and caching modules enable UAV-BSs to execute computing tasks [14]–[16].

However, the trajectory design of UAV-BSs is a sequential optimization problem, which has tremendous decision variables and is nonconvex and is very difficult to be solved directly [17]. Most existing works [1]–[22] simplify the original nonconvex problem into multiple convex subproblems and solve the subproblems iteratively until reaching the convergence. Such simplification makes the origin problem trackable with the cost of accuracy. Besides, the computational complexity increases exponentially as the number of UAVs and GUs increases [13]. Recalculation of the optimization process is also mandated when the environment changes, which constrains the implementation and deployment of those algorithms in dynamic scenarios. Moreover, optimization-based methods often need global information to find the global optima, which is hard to be ensured in real scenarios.

Recently, deep reinforcement learning (DRL) [23] has been applied in UAV-assisted communications [24]–[27], since it can solve the sequential problem modeled as a Markov decision process (MDP) [28]. In DRL, the hard-to-optimize problems can be transformed into maximizing accumulative reward through reward design. Although the DRL approaches consume much time in the training phase, only a little time is needed to make decisions with well-trained deep neural networks (DNNs) after sufficient training. Besides,
multiagent DRL (MADRL) [29] can solve problems with multiple agents, and each agent can make decisions based on its local information.

In this article, we investigate air–ground coordinated communications system in which both UAV-BS trajectories and GU access control are optimized to further improve the system performance. This is different from most previous works [1]–[15], [17]–[19], [24]–[27], [30]–[32] which focus on either UAVs or GUs. Specifically, each GU requests to access one UAV-BS to maximize its own throughput and the UAV-BSs decide their flying directions to maximize the fair throughput which is jointly defined by the total throughput of all GUs and the fairness among GUs. Since the resources of UAV-BSs are limited and the UAV-BSs share the same objective, the optimization problem is a mixed cooperative–competitive game. Besides, the action space of GUs is discrete while that of UAV-BSs is continuous, and there arises a hybrid action space issue. The main contributions of this article are summarized as follows:

1) We study the air–ground coordinated communications system where the UAV-BS trajectories and GU access control are optimized together instead of just optimizing UAV-BS trajectories or GU access control.

2) Based on MADDPG [33], we propose a probabilistic multiagent deep deterministic policy gradient (PMADDPG) approach to address the problems with hybrid action space. Specifically, PMADDPG transforms the discrete actions into continuous probabilities and samples an action according to the distribution. We then prove the existence of policy gradient, and thus DNN can be optimized in the way of training MADDPG.

3) We apply PMADDPG to the air–ground coordinated communications system and propose air–ground PMADDPG (AG-PMADDPG) to enable GUs to maximize their own throughput and UAV-BSs to provide fair and high-throughput communication service.

4) We analyze the air–ground coordinated communications system from the perspective of game theory. To be specific, we calculate the price of anarchy (POA) [34] of the induced game among competitive GUs and show that the objective would suffer from severe performance loss if GUs learn independently.

The remainder of this article is organized as follows. The literature review is conducted in Section II. Section III introduces the system model and formulates the optimization problem for UAV-BSs and GUs, respectively. In Section IV, we give a brief introduction to the MADDPG algorithm. Section V presents details of the proposed AG-PMADDPG. Simulation results are provided in Section VI. Finally, we conclude this article in Section VII.

Notations: In this article, scalars are denoted by lowercase letters, and vectors are denoted by boldface letters. The Euclidean norm of vector \( \mathbf{a} \) is denoted by \( |\mathbf{a}| \) and \( \mathbf{a}[i] \) denotes the \( i \)th element of vector \( \mathbf{a} \). \( \mathbb{R}^M \) denotes the space of \( M \)-dimensional real vectors; and \( \mathbb{E}_\pi \) denotes the expectation of a random variable following policy \( \pi \).
decision algorithm independently. Each UAV selects its communicating GU, power level, and subchannel without any information exchange among UAVs. Ding et al. [27] proposed a DRL-based method to allow the UAV to adjust the flight speed and direction to provide energy-efficient service for GUs and allocate the frequency band resources to enhance fairness among GUs.

However, these works only deal with problems with only discrete action space or only continuous action space. In this article, we investigate the air-ground coordinated communications system with hybrid action space and propose PMADDPG to tackle this issue.

III. System Model and Problem Formulation

A. System Model

As shown in Fig. 1, we consider a communications system in which multiple open-access UAV-BSs fly horizontally to provide communication service for the GUs. We assume that there are $M$ UAV-BSs, denoted by the set $M \triangleq \{1, \ldots, M\}$, flying at the same fixed height $H$ and speed $V$. The horizontal location of UAV-BS $m$ at time $t$ is denoted by $u_m(t) \in \mathbb{R}^2$, $0 \leq t < T$, where $T$ is the service time for the UAV-BSs. There are $K$ GUs moving randomly on the ground, and the location of GU $k$ is denoted by $w_k(t) \in \mathbb{R}^2$, $k \in K \triangleq \{1, \ldots, K\}$, $0 \leq t < T$. The $M$ UAV-BSs share the total frequency bandwidth $B$, which is assigned equally to each UAV-BS.

The air-ground coordinated communications system is assumed to work in a time-slotted manner, i.e., the service time $T$ is divided into multiple slots with duration $\delta_t$, and then we have $t \in T \triangleq [0, 1, \ldots, T]$, where $T = [T/\delta_t]$. The time slot length is short enough so that the flying directions of the UAV-BSs $\{u_m(t)\}_{m \in M}$ can be considered as constant with $\|u_m(t)\| = 1$ during each time slot. Then, we have

$$u_m(t+1) - u_m(t) = V e_m(t) \delta_t. \quad (1)$$

The communication links between UAVs and GUs are dominated by the LoS channel that can improve the system performance. We assume that the Doppler effects caused by the mobilities of the UAV-BSs are compensated. As a result, the time-varying channel gain between UAV-BS $m$ and GU $k$ follows the free-space path-loss model:

$$h_{k,m}(t) = \frac{\rho_0}{\sqrt{\|u_m(t) - w_k(t)\|^2 + H^2}} \quad (2)$$

where $\rho_0$ denotes the channel power gain at the reference distance $1$ m.

We assume that all UAV-BSs have a common transmitting power $P_t$, and then the received power of GU $k$ from UAV-BS $m$ is

$$P_{k,m}(t) = P_t \cdot |h_{k,m}(t)|^2. \quad (3)$$

The signal-to-noise ratio (SNR) at GU $k$ from UAV-BS $m$ can be expressed as

$$\alpha_{k,m}(t) = \frac{P_{k,m}(t)}{n_0 B/M} \quad (4)$$

where $n_0$ is the noise power spectral density.

In the considered communication model, each GU can request one UAV-BS to access at every time slot. We introduce a binary variable $\eta_{k,m}(t) \in \{0, 1\}$ as the access indicator, with $\eta_{k,m}(t) = 1$ indicating that GU $k$ requests UAV-BS $m$ at time slot $t$ and $\eta_{k,m}(t) = 0$ otherwise. Thus, we have

$$\sum_{m \in M} \eta_{k,m}(t) = 1 \quad \forall t \in T. \quad (5)$$

If there are multiple GUs choosing the same UAV-BS to access, the UAV-BS will adopt time-division multiple access (TDMA) to serve the connected GUs. The time slot would be further divided equally into multiple subslots for the connected GUs. Then, the achievable downlink throughput from the UAV-BS $m$ to GU $k$ at time slot $t$ is

$$c_{k,m}(t) = \begin{cases} \eta_{k,m}(t) B \log_2(1 + \alpha_{k,m}(t)) \delta_t, & N_m(t) > 0 \\ 0, & N_m(t) = 0 \end{cases} \quad (6)$$

where $N_m(t) = \sum_{k \in K} \eta_{k,m}(t)$ is the number of GUs that request to access UAV-BS $m$ at time slot $t$.

B. Problem Formulation

In this article, we aim to find GU access policy that determines how each GU chooses UAV-BS and find UAV-BS flying policy that determines how each UAV-BS moves.

1) GU: In the considered system, the objective of each GU is to maximize its long-term throughput by choosing its access UAV-BS. The throughput of GU $k$ at time slot $t$ is

$$d_k(t) = \sum_{m \in M} c_{k,m}(t). \quad (7)$$

Then, the objective of GU $k$ can be mathematically formulated as

$$\max_{\{\eta_{k,m}(t)\}_{t \in T}} \sum_{t \in T} d_k(t) \quad (8a)$$

s.t. $\eta_{k,m}(t) \in \{0, 1\} \quad \forall t \in T \quad (8b)$

$$\sum_{m \in M} \eta_{k,m}(t) = 1 \quad \forall t \in T. \quad (8c)$$

Note that $d_k(t)$ also depends on the decisions of other GUs. Nevertheless, to keep user privacy, there is no information exchange among GUs. That is to say, each GU can only make decisions based on its local information.

Since the time and frequency resource are limited, problem (8) induces a noncooperative game among the
GUs [36]–[38], where Nash equilibrium is the canonical solution [39]. The self-interested agents in this game select actions to maximize their utility functions, i.e., the throughput, which makes the equilibria inefficient. POA [34] is the most popular measure of the inefficiency of equilibria, which is defined as the ratio between the worst objective function value of the game equilibrium and that of an optimal outcome. We will calculate the POA of this allocation game among GUs in Appendix A, demonstrating that the GUs will suffer from a severe loss in terms of the objectives if each GU learns independently.

2) UAV-BS: The UAV-BSs in this air-ground communication system share the same objective, that is, to provide high-quality communication service for GUs through designing trajectories of UAV-BSs \(\{u_m(t)\}_{m\in\mathcal{M}, t\in\mathcal{T}}\).

However, directly maximizing the total throughput of all GUs may cause unfairness problem, since the UAV-BSs may fly around some GUs, leading to poor communication service for the other GUs. We introduce Jain’s fairness index [40] to evaluate the fairness among GUs

\[
f(t) = \frac{\left(\sum_{k=1}^{K} d_k(t)\right)^2}{K \left(\sum_{k=1}^{K} d_k(t)^2\right)}. \tag{9}
\]

According to Cauchy–Buniakowsky–Schwarz inequality, we can easily get \(0 < f(t) \leq 1\). It can be seen that the larger the throughput differences among GUs are, the smaller the fairness index will be. In other words, a larger fairness index implies a fairer communication service.

In order to balance the total throughput and the fairness among the GUs, we define the fair throughput as

\[
\tilde{d}_f(t) = f(t) \sum_{k \in \mathcal{K}} d_k(t). \tag{10}
\]

Then, the objective of the UAV-BS \(m\) is to maximize the long-term fair throughput through designing its trajectory. Mathematically, the problem can be expressed as

\[
\max_{\{u_m(t)\}_{t \in \mathcal{T}}} \sum_{t \in \mathcal{T}} \tilde{d}_f(t) \tag{11a}
\]

subject to

\[
\|u_m(t+1) - u_m(t)\| = V\delta_t \quad \forall t \in \mathcal{T}, \tag{11b}
\]

\[
u_m(0) = u^0_m \tag{11c}
\]

\[
b_l \leq u_m(t) \leq b^1_u \quad \forall t \in \mathcal{T} \tag{11d}
\]

\[
\|u_i(t) - u_m(t)\| \geq \delta_d \quad \forall t \in \mathcal{T} \quad \forall i \neq m \tag{11e}
\]

where \(u^0_m\) denotes the initial location of UAV-BS \(m\); \(b_l\) and \(b_u\) are the lower and upper boundary coordinates of the UAV-BS service region, respectively; and \(\delta_d\) is the safe distance between two UAV-BSs.

According to (1), \(\{u_m(t)\}\) and \(\{v_m(t)\}\) are linear with each other, thus the optimization variables \(\{u_m(t)\}_{t \in \mathcal{T}}\) in (11a) can be replaced by \(\{v_m(t)\}_{t \in \mathcal{T}}\). The advantage of this approach is that constraint (11b) can be ignored. Hence, problem (11) can be reexpressed as

\[
\max_{\{v_m(t)\}_{t \in \mathcal{T}}} \sum_{t \in \mathcal{T}} \tilde{d}_f(t) \tag{12a}
\]

subject to

\[
u_m(0) = u^0_m \tag{12b}
\]

\[
b_l \leq u_m(t) \leq b^1_u \quad \forall t \in \mathcal{T} \tag{12c}
\]

\[
\|u_i(t) - u_m(t)\| \geq \delta_d \quad \forall t \in \mathcal{T} \quad \forall i \neq m. \tag{12d}
\]

We assume that UAV-BSs can communicate with each other on an extra narrow channel for exchanging some necessary information. In other words, the available information for the UAV-BSs is the same. Besides, the UAV-BSs are fully cooperative, since they optimize a common objective function in a distributed manner.

As a result, the optimization problem is a mixed cooperative–competitive game, where UAV-BSs are cooperative and GUs are competitive. In summary, we aim to: 1) find the access policies for GUs that can maximize the long-term throughput of each GU and 2) find the control policies for UAV-BSs that can maximize the long-term fair throughput.

However, it is difficult for the conventional optimization algorithms to deal with the problems (8) and (12). This is because:

1) the GUs and UAV-BSs have different objectives. Specifically, the objectives of all UAV-BSs are the same, which means the UAVs need cooperation. While the objectives of GUs are exclusive, and all GUs compete for limited communication resources of UAV-BSs;

2) the GUs and UAV-BSs interact with each other. More concretely, the trajectories of UAV-BSs affect the objectives of GUs, while the access policies of GUs influence the objectives of UAV-BSs. Moreover, the common objective of UAV-BSs is related to the sum of the GUs’ objectives. Traditional optimization algorithms cannot consider the relationships among the objectives and decisions;

3) the throughput maximization problem (8) for each GU is an integer programming problem, which is nonconvex;

4) there is no information exchange among GUs, while traditional optimization algorithms require global information;

5) GUs move randomly while both (8) and (12) are to maximize the long-term throughput that is influenced by the trajectories of GUs. However, conventional optimization algorithms require predefined GU trajectories, which is not available due to the randomness.

Fortunately, MADRL can solve problems with multiple objectives. Each agent focuses on maximizing its own long-term accumulative reward. MADRL can address the interaction among GUs and UAV-BSs and the relationships among the objectives of GUs and UAV-BSs can be considered through proper reward design. The derived integer programming problem corresponds to the discrete action space problem in DRL. Moreover, MADRL enables agents to make decisions based on current local information and does not need to obtain the trajectories of GUs in advance.

IV. PRELIMINARY OF MADRL

MADRL algorithms can be applied to solve problems that are modeled as Markov games [41]. A Markov game for \(N\) agents can be defined by a tuple \((\mathcal{S}, \mathcal{A}, \mathcal{R}, \mathcal{P}, \gamma)\), where \(\mathcal{S}\) is the set of states describing the environment; \(\mathcal{A} \triangleq \{A_1, \ldots, A_N\}\) is the set of joint actions for all agents; \(\mathcal{R} \triangleq \{R_1, \ldots, R_N\}\) is the set of reward functions that map the state and agents’ actions to rewards, i.e., \(\mathcal{R} : \mathcal{S} \times \mathcal{A} \mapsto \mathbb{R}^N\); \(\mathcal{P}\) is the state transition function that describes the probability...
Let \( o_i \) denote the observation function and the policy of agent \( i \)’s current state, i.e., \( \mathcal{P}: S \times \mathcal{A}_1 \times \cdots \times \mathcal{A}_N \times S \mapsto [0, 1] \); and \( \gamma \) is the reward discount factor. Many Markov games are partially observable, where the agents can only observe part of the environment state [42]. The observation set of all agents is denoted by \( \mathcal{O} = \{\mathcal{O}_1, \ldots, \mathcal{O}_N\} \). At each time slot, the environment state is \( s(t) \). Each agent receives a local observation based on the state \( o_i(t) = b_i(s(t)) \) and chooses the action based on the observation \( a_i(t) = \pi_i(o_i(t)) \), where \( b_i \) and \( \pi_i \) denote the observation function and the policy of agent \( i \). Let \( o(t) = \{o_1(t), \ldots, o_N(t)\} \) and \( a(t) = \{a_1(t), \ldots, a_N(t)\} \) denote the joint observations and actions, respectively. After choosing \( a(t) \), the agents receive the corresponding rewards \( r(t) = \{r_1(t), \ldots, r_N(t)\} \) based on reward functions \( \mathcal{R} \). Then, the environment turns into the next state \( s(t+1) \) according to the state transition function \( \mathcal{P} \).

We choose MADDPG, the multiagent extension of DDPG [43], as the starting point of our design. MADDPG belongs to the paradigm of centralized training and decentralized execution. In the centralized training phase, the agents can use extra information that is not needed in the execution part, e.g., the observations and actions of other agents, while in the decentralized execution phase, each agent can make the decision based on local observation. The objective of each agent is to find a policy that maximizes its own expected long-term accumulative reward. Moreover, MADDPG is an actor–critic algorithm [44]. As shown in Fig. 2, each agent has an actor network \( \pi_i(o_i; \theta^\pi_i) \) with weights \( \theta^\pi_i \) for decentralized execution. The actor network takes the local observation as input and then outputs the action. The critic network \( Q_i(o_i, a_i; \theta^Q_i) \) of each agent can evaluate the output of the actor network through accessing all agents’ observations and actions during the centralized training phase. MADDPG adopts two techniques to avoid training oscillations or divergence: 1) experience replay and 2) target network. At each time slot, the agents store corresponding experience tuples \( (o_i(t), a_i(t), r(t), o_i(t+1)) \) into a replay buffer with size \( B \). If the replay buffer is full, the newly generated experience tuple will replace the old one. The training data of the actor and critic networks are sampled in batches from the replay buffer. The random samples break the correlation among sequential samples and reduce the training oscillation. Besides, both actor and critic networks have corresponding target actor \( \pi'_i(o_i; \theta^\pi'_i) \) and critic \( Q'_i(o_i, a_i; \theta^Q'_i) \) that share the same architectures as \( \theta^\pi_i \) and \( \theta^Q_i \). The critic network of agent \( i \) is updated by minimizing the mean square error (MSE) loss

\[
L(\theta^Q_i) = \frac{1}{N_b} \sum_j \left[ y_i(j) - Q_i(o_i(j), a_i(j); \theta^Q_i) \right]^2
\]

where

\[
y_i(j) = r_i(j) + \gamma Q'_i(\pi'_i(o_i(j+1)); \theta^Q'_i)
\]

is the update target, and \( N_b \) is the batch size. The actor network of agent \( i \) can be updated by minimizing the loss

\[
L(\theta^\pi_i) = \frac{1}{N_b} \sum_j -Q_i(o_i(j), \{a_1(j), \ldots, a_N(j)\}; \theta^Q_i)
\]

where \( a_i = \pi_i(o_i(j); \theta^\pi_i) \). The parameters of the target networks are updated by tracking the learned networks

\[
\theta' \leftarrow \theta + (1 - \varepsilon)\theta'
\]

with \( \varepsilon \ll 1 \).

V. MULTIAGENT DEEP REINFORCEMENT LEARNING FOR AIR–GROUND COORDINATED COMMUNICATIONS SYSTEM

In this section, we propose AG-PMADDPG for the air–ground coordinated communications system, where UAV-BSs and GUs are regarded as agents. Specifically, UAV-BSs are indexed by \( \{1, \ldots, M\} \), and GUs are indexed by \( \{M + 1, \ldots, M + K\} \). At every time slot, the GUs choose one UAV-BS to request access based on their local observations, while the UAV-BSs determine their flying directions to provide fair and high-quality service for all GUs.

A. Observation Space

1) UAV-BS: As mentioned in Section III-A, the downlink throughput is directly related to the channels between UAV-BSs and GUs. However, due to the high mobility of UAV-BSs, the accurate channel state information is hard to obtain. In comparison, it is easier to obtain the locations of UAV-BSs and GUs through the global positioning system (GPS) sensors equipped on them. GUs report their locations before data transmission to their selected access UAV-BSs. Then, UAV-BSs exchange the information with each other in order to know the locations of all UAV-BSs and GUs. Therefore, the observation of each UAV-BS includes the locations of all UAV-BSs and GUs and can be formulated as a vector with \( 2(M + K) \) elements, that is

\[
o_m(t) \triangleq \{u_{m(t)}\}_{m \in M}, \{w_k(t)\}_{k \in K}.
\]
2) GU: Due to the demand of user privacy, only the following local information is included in the observation of each GU.

1) The current received signal power \( \{ P_{k,m}^r(t) \}_{m \in M} \) from all UAV-BSs is available, which can be directly measured by GU \( k \).
2) The outdated received signal power \( \{ P_{k,m}^r(t-1) \}_{m \in M} \) can also be included in the observation.
3) The connected UAV-BS of GU \( k \) at time slot \( t-1 \) \( \{ \eta_{k,m}(t-1) \}_{m \in M} \) can be stored as the current observation.
4) The number of connected GUs of each UAV-BS \( \{ N_m(t-1) \}_{m \in M} \) can be fed back from each UAV-BS.
5) The throughput \( d_k(t-1) \) is included such that the neural network can learn the relationship among the received signal power, the connected UAV-BS, and the throughput.

In summary, there are \( 4M + 1 \) elements in the observation of GU \( k \), that is
\[
o_{M+k}(t) \triangleq \left\{ \{ P_{k,m}^r(t) \}_{m \in M}, \{ P_{k,m}^r(t-1) \}_{m \in M}, \{ \eta_{k,m}(t-1) \}_{m \in M}, \{ N_m(t-1) \}_{m \in M}, d_k(t-1) \right\}.
\] (18)

B. Action Space

1) UAV-BS: The UAV-BSs choose their flying directions to provide fair communication service. We use the polar angle \( \varphi_m(t) \in (-\pi, \pi) \) to denote the flying direction, and then the action of UAV-BS \( m \) is
\[
a_m(t) \triangleq \varphi_m(t).
\] (19)

Thus, we have
\[
e_m(t)[1] = \cos \varphi_m(t) \quad (20a)
e_m(t)[2] = \sin \varphi_m(t). \quad (20b)
\]

For convenience, we apply normalized representation for the flying direction of UAV-BS \( m \) as
\[
\lambda_{\varphi_m}(t) = \varphi_m(t)/\pi
\] (21)
where \( \lambda_{\varphi}(t) \in (-1, 1) \).

2) GU: At each time slot, each GU needs to request one UAV-BS to access. As a result, there are \( M \) elements in the action of GU \( k \)
\[
a_{M+k}(t) \triangleq \{ \eta_{k,m}(t) \}_{m \in M}.
\] (22)

Therefore, the actions of UAV-BSs are continuous, while each GU has a discrete action space. However, traditional DRL algorithms can only solve the problems where the actions are all continuous or discrete, but cannot deal with the hybrid action space.

To tackle this issue, we propose PMADDPG on the basis of MADDPG, which transforms the discrete actions to continuous action probabilities, and then samples the action according to the probability distribution. As a result, the outputs of actor networks are all continuous, and we can adopt the training framework of MADDPG.

We then apply PMADDPG to the air-ground coordinated communications system and formulate AG-PMADDPG. In AG-PMADDPG, the actor network of GU \( k \) is denoted by \( \overline{\pi}_{M+k}(\theta_{M+k}) \), and outputs the probability distribution \( \overline{a}_{M+k}(t) = \overline{\pi}_{M+k}(\theta_{M+k}) \), where the \( i \)th element of \( \overline{a}_{M+k} \) is the probability of GU \( k \) accessing UAV-BS \( i \). The action of GU \( k \) is \( a_{M+k} = \psi(\overline{a}_{M+k}) \), where \( \psi(\cdot) \) means sampling according to the probability distribution. The outputs of the actor networks are \( \bar{a} = \{ a_1, \ldots, a_M, \overline{a}_{M+1}, \ldots, \overline{a}_{M+K} \} \).

The actions of GUs in (13)–(15) are all replaced by corresponding probability distribution \( \{ \overline{a}_{M+k} \}_{k \in K} \).

**Theorem 1:** Consider learning a discrete policy \( a = \pi(s) \) for a single-agent MDP. The actor network outputs the probability of each action \( \overline{a} = \pi(s; \theta) \). The policy gradient of agent objective function \( J(\theta) \) is
\[
\nabla_{\theta} J(\theta) = \int_S \rho^\pi_s(s) \nabla_{\theta} \pi(s; \theta) \nabla_{\bar{a}} Q^\pi(s, \bar{a})|_{\bar{a} = \pi(s; \theta)} ds
\] (23)
where \( \rho^\pi_s(s) \) is the discounted state distribution under policy \( \pi(s; \theta) \) (see Appendix B for detailed proof).

**Remark 1:** The existence of policy gradient in (23) means that we can use DDPG to solve single-agent MDP with discrete action space through converting discrete actions to continuous action probabilities. Since MADDPG is a heuristic multiagent extension of DDPG, Theorem 1 makes it possible for PMADDPG to solve hybrid action space issue to solve hybrid action space issue with PMADDPG.

C. Reward Design

1) UAV-BS: Based on (12), the common part of rewards for all UAV-BSs can be defined as
\[
r^b(t) = \kappa_r d_i(t)
\] (24)
where \( \kappa_r \) is the ratio coefficient between reward and fair throughput. If UAV-BS \( m \) violates boundary constraint (12c), then a penalty \( r^p \) is deducted from (24). Similarly, if safe distance constraint (12d) is violated, then the penalty is \( r^d \). The boundary violation indicator is denoted by \( \xi_m^b(t) \) with \( \xi_m^b(t) = 1 \) implying UAV-BS \( m \) flies out of the boundary, and \( \xi_m^b(t) = 0 \) otherwise. The safe distance violation indicator is denoted by \( \xi_m^d(t) \) with \( \xi_m^d(t) = 1 \) implying UAV-BS \( m \) flies into the safety zones of other UAV-BSs, and \( \xi_m^d(t) = 0 \) otherwise.

Therefore, the reward of UAV-BS \( m \) is
\[
r_m(t) = r^b(t) - \left( \xi_m^b(t) \cdot r^p + \xi_m^d(t) \cdot r^d \right).
\] (25)

2) GU: According to (8), the reward of GU \( k \) can be directly defined as the achievable throughput
\[
r_{M+k}(t) = \kappa_r d_k(t).
\] (26)

D. Neural Networks

1) Actor Network: The actor network takes the local observation of the agent as input and then outputs the action.

2Note that the executed actions of UAV-BSs are the same as the outputs of corresponding actor networks.
a) UAV-BS: To output the actions defined in (21), we use the activation function $\tanh$, that is

$$\lambda_{\psi_m}(t) = \tanh(\chi_{\psi_m}(t))$$  (27)

where $\chi_{\psi_m}(t)$ is the preactivation value of $\lambda_{\psi_m}(t)$. However, the activation function $\tanh$ is susceptible to a saturation problem that leads to gradient vanishing [27]. We then add a preactivation penalty to the actor loss, and (15) can be rewritten as

$$L(\theta^1) = \frac{1}{N_b} \sum_j -Q_i(\phi(j), \{a_1(j), \ldots, a_i, \ldots, a_N(j)\}; \theta^1)$$

$$+ \kappa_i \left( \max(\chi_\psi(j) - \zeta, 0) + \max(-\chi_\psi(j) - \zeta, 0) \right)^2$$  (28)

where $a_i = \pi_i(\phi(j); \theta^1)$, $\kappa$ is a weight factor, and $\zeta$ is the saturation value of $\tanh$. Minimizing the actor loss prevents the preactivation value from staying in the saturation area and thus eliminates gradient vanishing.

b) GU: The output of a GU’s actor network is the probability of selecting each UAV-BS to access. Thus, the activation function in the output layer is softmax.

2) Critic Network: The critic network of agent $i$ takes the observations $\phi$ and the actions $\bar{a}$ of all agents as input, and then outputs the centralized action-value function $Q_i(\phi, \bar{a}; \theta^1)$ to provide guidance for the training of the actor network.

E. Training Algorithm

The proposed training algorithm is episodic with episode length $T$. At the beginning of each episode, every UAV-BS is located at its initial point, and GUs are randomly distributed on the ground. At each time slot, GUs move around at a fixed speed and random direction.

In the training phase, each UAV-BS inputs its observation $o_m(t)$ into the actor network $\pi_m(o_m(t); \theta^1_m)$ and outputs the flying direction, while the actor network of each GU takes the local observation $o_{M+k}(t)$ as input and outputs the action probability distribution $\bar{a}_{M+k}$. Exploration noise $\mathcal{N}$ is required to encourage exploration. The noise is normally distributed with zero mean and deviation $\sigma_{\mathcal{N}}$. Exploration is necessary in the training phase to prevent the learned policy from falling into local optimum. Then, GU $k$ samples an action $a_{M+k}$ based on $\bar{a}_{M+k}$. Next, the environment proceeds with agents taking the joint action $a(t)$, and transitions to the next state $s(t+1)$. The agents obtain their rewards $r(t)$ and next observations $o(t+1)$. If UAV-BS $m$ flies out of the boundary or into the safety zones of other UAV-BSs, its reward receives a penalty, and the corresponding flight is canceled. The experience tuple $(o(t), \bar{a}(t), r(t), o(t+1))$ is stored in the replay buffer. If the buffer is full, then the batches of experience tuples are sampled uniformly, and actor and critic networks of all agents are updated by minimizing the corresponding losses. Finally, the target networks of all agents are updated by slowly tracking the learned networks. The training algorithm is summarized in Algorithm 1.

In the execution phase, the decisions of UAV-BS flying direction and GU access are based on the well-trained networks.

Algorithm 1 Centralized Training of PMADDPG for the Air–Ground Coordinated Communications System

Input: Architectures of UAV-BS actor and critic networks, architectures of GU actor and critic networks, buffer size $B$, episode length $T$, batch size $N_b$, UAV-BS speed $V$, the number of UAV-BSs $M$ and the number of GUs $K$.

Output: Well-trained actor network parameters of all UAV-BSs and GUs.

1: Randomly initialize the actor networks of all agents, $\{\theta^1_i\}_{i=1}^{M+K}$, target actor networks $\{\theta^2_i\}_{i=1}^{M+K} = \{\theta^1_i\}_{i=1}^{M+K}$, critic networks $\{\theta^1_o\}_{i=1}^{M+K}$ and target critic networks $\{\theta^2_o\}_{i=1}^{M+K} = \{\theta^1_o\}_{i=1}^{M+K}$.

2: Initialize the experience replay buffer.

3: for each episode do

4: Initialize locations of UAV-BSs and GUs.

5: for each time slot $t$ do

6: for each UAV-BS $m$ do

7: The UAV-BSs get the GUs’ locations and formulate observation $o_m(t)$.

8: Choose action $a_m(t) = \pi_m(o_m(t); \theta^1_m) + \mathcal{N}$, where $\mathcal{N}$ is exploration noise.

9: end for

10: for each GU $k$ do

11: Get observation $o_{M+k}(t)$.

12: Calculate probability distribution of discrete actions $\bar{a}_{M+k}(t) = \pi_{M+k}(o_{M+k}(t); \theta^1_o)$.

13: Sample action $a_{M+k}(t)$ based on probability $\bar{a}_{M+k}(t)$.

14: end for

15: All agents take actions.

16: if a UAV-BS flies out of the boundary of service region or into the safety zone of other UAV-BSs then

17: Recalibrate the UAV-BS position.

18: end if

19: The agents obtain their corresponding rewards $r(t)$ and get the next observations $o(t+1)$.

20: Store $(o(t), \bar{a}(t), r(t), o(t+1))$ in experience replay buffer.

21: end for

22: if Replay buffer is full then

23: Sample several random minibatches of $N_b$ experience tuples from replay buffer.

24: for each agent $i$ do

25: Calculate the critic target $y_i$ according to (14).

26: Update the critic network $\theta^2_o$ by minimizing the critic loss (13).

27: Update the actor network $\theta^1_i$ by minimizing the actor loss (15) and (28).

28: Soft updates for the target networks:

29: $\theta^1_i' = \epsilon \theta^1_i + (1-\epsilon) \theta^2_i$.

30: $\theta^2_o' = \epsilon \theta^2_o + (1-\epsilon) \theta^1_o$.

31: end for

32: end if

33: end for

VI. SIMULATION RESULTS

In this section, we conduct simulations to validate the proposed AG-PMADDPG.

A. Simulation Settings

The service region of UAV-BSs is limited to be a square area with the size of $2 \, \text{km} \times 2 \, \text{km}$, while the flying altitudes of all UAV-BSs are $100 \, \text{m}$. The origin of the coordinate system is in the center of the region, and thus $b_l$ and $b_u$ are
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B. Performance Analysis

The DRL-related parameters are shown in Table I.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
<th>Simulation value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_0$</td>
<td>Batch size</td>
<td>32</td>
</tr>
<tr>
<td>$B$</td>
<td>Experience replay buffer size</td>
<td>50000</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Discount factor</td>
<td>0.999</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Soft update rate</td>
<td>0.005</td>
</tr>
<tr>
<td>$\sigma_N$</td>
<td>Exploration noise deviation</td>
<td>0.1</td>
</tr>
<tr>
<td>$\kappa_r$</td>
<td>Ratio coefficient between reward and fair throughput</td>
<td>$10^{-6}$</td>
</tr>
<tr>
<td>$r^b$</td>
<td>Penalty of boundary constraint violation</td>
<td>50</td>
</tr>
<tr>
<td>$r^d$</td>
<td>Penalty of safe distance constraint violation</td>
<td>100</td>
</tr>
</tbody>
</table>

$[-1000, -1000]$ and $[1000, 1000]$, respectively. At the begin-
ning of each episode, the UAV-BSs are evenly and equally
distributed on a circle with radius 500 m. For example, if there are two UAV-BSs, the initial locations of them are $[500, 0]$ and $[-500, 0]$, respectively. All UAV-BSs fly at a common speed of $V = 10$ m/s, and a safe distance of $\delta_d = 5$ m between UAV-BSs needs to be maintained. The total frequency bandwidth $B = 1$ MHz, and each UAV-BS transmits signals with power $P_t = 10$ dBm. The noise power spectral density is $-170$ dBm/Hz, and the reference channel power gain is $\rho_0 = -50$ dB. GUs are randomly distributed in the service region and move around with random direction. Each GU has a constant speed that follows uniform distribution on the interval $[1 \text{ m/s}, 5 \text{ m/s}]$. The service time is assumed to be $T = 200$ s, which is discretized with time slot size $\delta_t = 0.2$ s.

The observation of each agent is normalized to $[0, 1]$. All hidden layers of all networks are activated by ReLU functions. The ADAM optimizers [45] with learning rate of 0.001 are applied to update all actor and critic networks of the agents. The DRL-related parameters are shown in Table I.

B. Performance Analysis

We compare the proposed AG-PMADDPG, with three other benchmark algorithms.

1) Access Control PMADDPG (AC-PMADDPG): In order to demonstrate the superiority of air–ground coordinated communications system and PMADDPG, we only optimize the GU access control based on PMADDPG.

2) Common DQN [32]: The DQN algorithms in [32] are designed for GU access control. All GUs share a common network. The experiences of all GUs are shared as the training data.

3) Distributed DQN: Inspired by [32], each GU has its own network to train in distributed DQN, and the training data of each GU are private.

The UAV-BS trajectories of the three benchmarks are all circles with the same radius.

In order to compare AG-PMADDPG with the other three benchmarks, we plot the training curves of the four algorithms in the simplest scenario, in which there are two UAV-BSs and two GUs. As shown in Fig. 3, AG-PMADDPG outper-
forms the other three benchmarks after sufficient training for

the reason that AG-PMADDPG can optimize the UAV trajec-
tories and GU access control at the same time. However, we can observe that in the first 4000 episodes, the sum accumulative reward of AG-PMADDPG is smaller than that of the other three benchmarks. This is because at the very begin-
ing, the UAV-BSs fly around for exploration and may fly far away from the GUs, which leads to small throughput. The UAV-BSs may even violate the boundary constraint (12c) and receive corresponding penalty. During the training process, the performance of AG-PMADDPG oscillates significantly, because there is no clear label information in DRL-based algorithms. Moreover, even though only access control is consi-
dered, AC-PMADDPG achieves better performance than the other DQN-based algorithms, which validates the analysis in Appendix A. The centralized critic in PMADDPG can utilize the observations of all agents, while in the DQN-based algo-
rithms, each agent can only focus on its own reward and thus

the system incurs the loss in the total rewards of all agents, i.e., POA. Compared with common DQN, distributed DQN converges much faster because common DQN needs to learn a common policy for all agents, which is much more complex than the distributed way. Besides, distributed DQN converges faster than AG-PMADDPG, because searching policy in the discrete action space is simpler than in the continuous prob-
ability action space. In the simplest scenario, we can easily obtain the optimal policy, that is, each UAV-BS serves one GU and flies just above it. The maximum SNR can be obtained as 33 dB when the UAV-BSs are just above the correspond-
ing GUs. As a result, the possible maximum throughput for each GU is $B/2 \times \log_2(1 + 2000)/T = 1.0967 \times 10^9$. Since the throughput of two GUs is the same, the fair index is 1, and then the fair throughput of each UAV is $2.1934 \times 10^9$. Thus, the possible maximum sum accumulative reward is $6.58 \times 10^3$. However, the sum of the accumulative reward of AG-PMADDPG is about $6.2 \times 10^3$, which does not achieve the maximum. This is because the UAV-BSs need to fly to

![Fig. 3. Sum of the accumulative reward of all agents per episode. There are two UAV-BSs and two GUs. Each data point is the maximum value in every 400 episodes.](image)
the GUs first, and the SNR cannot achieve its maximum value during the flight.

We plot the trajectories of UAVs and GUs in Fig. 4. It can be observed that each UAV-BS flies directly to the corresponding GU, and then flies around it. The trajectories are very close to the optimal trajectories.

Fig. 5 illustrates the relationships between the fairness index and the number of GUs. The number of UAVs is fixed to 2. We can observe that as the number of GUs increases, the fairness index of the four algorithms has some decline, in which AG-PMADDPG has the smallest decline. The fairness index of AG-PMADDPG decreases from 0.995 to around 0.95, and tends to be flat. Both AC-PMADDPG and distributed DQN yield the similar performance, and the fairness indexes of them drop from 0.985 to around 0.88. With trajectory design, AG-PMADDPG can achieve a higher fairness index compared with AC-PMADDPG and distributed DQN. The reason that the fairness index tends to be flat may be that when the number of GUs reaches a certain level, the GUs are almost distributed throughout the service region, and thus further increasing the number of GUs has little impact on the fairness index. The fairness index of common DQN keeps decreasing, because the increase of the number of GUs brings more difficulty in finding a common access control policy for all GUs.

In Fig. 6, we plot the fairness index for different numbers of UAV-BSs. The number of GUs is fixed to 10. We can see that the fairness indexes of two PMADDPG-based algorithms increase significantly as the number of UAV-BSs increases, while the growth of fairness indexes of two DQN-based algorithms is not obvious. This is because more UAV-BSs means larger action space for GUs, which leads to more difficulty in the training task. Since DQN-based algorithms cannot leverage the global information, the benefits of increasing the number of UAV-BSs cannot be fully utilized. Besides, the increase of fairness index in common DQN is less than that in distributed DQN because of the difficulty in finding a common policy for all GUs. On the other hand, the fairness index of AC-PMADDPG increases slightly more than that of AG-PMADDPG, because the closer the fairness index is to 1, the harder it could be improved.

The sum of all GUs’ long-term throughput in one episode is shown in Fig. 7. We observe an interesting phenomenon that as the number of GUs increases, the total throughput of AG-PMADDPG decreases from 2026 to 1880, while the total throughput of the other three benchmarks has a certain degree of growth. When the number of GUs is small, the UAV-BSs can fly next to the GUs to achieve high throughput. However, the effect of trajectory design is decreasing as the number of GUs increases, and UAV-BSs cannot fly close to GUs all the time. On the other hand, the fairness index of AG-PMADDPG increases slightly more than that of AG-PMADDPG, because the closer the fairness index is to 1, the harder it could be improved.

Fig. 8 plots the minimum throughput of all GUs in one episode. We can observe that as the number of GUs increases,
AG-PMADDPG allows the UA V-BSs to serve 4–8 GUs more than the throughput of each GU to be higher than a threshold, then if the air–ground coordinated communications system requires means that each GU will be allocated with fewer resources. If the air–ground coordinated communications system requires the minimum throughput of all algorithms decreases. This is because more GUs sharing limited communication resources means that each GU will be allocated with fewer resources. If the air–ground coordinated communications system requires the throughput of each GU to be higher than a threshold, then AG-PMADDPG allows the UAV-BSs to serve 4–8 GUs more than the benchmarks.

VII. CONCLUSION

In this article, we have proposed AG-PMADDPG for the air–ground coordinated communications system. The proposed AG-PMADDPG enables UAV-BSs to provide fair communication service for GUs on the ground via coordinating both UAV-BSs and GUs. Specifically, each GU maximizes its own throughput by choosing proper UAV-BS to access, and each GU maximizes the fair throughput through trajectory design.

The minimum throughput of all algorithms decreases. This is because more GUs sharing limited communication resources means that each GU will be allocated with fewer resources. If the air–ground coordinated communications system requires the throughput of each GU to be higher than a threshold, then AG-PMADDPG allows the UAV-BSs to serve 4–8 GUs more than the benchmarks.

APPENDIX A
GAME-THEORETIC VIEW OF GU ACCESS CONTROL

We focus on the communications system at time $t$. Given the locations of UAV-BSs, let us consider the induced normal-form game $G = (\mathcal{K}, \mathcal{A}, u)$ for GUs, where:

1) $\mathcal{K}$ is the set of players, i.e., GUs, indexed by $k$;
2) $\mathcal{A}^k = \mathcal{A}^{M+1} \times \cdots \times \mathcal{A}^{M+K}$, where $\mathcal{A}^{M+1} = \{1, \ldots, M\}$ is the action set of GU $k$ and $\mathcal{A}^{M+k}$ is the action set of GU $k$. Besides, $\mathbf{a}^k = (a_{M+1}^{M+k}) \in \mathcal{A}^k$ denotes the action profile; $\mathbf{a}^k$ is a real-valued utility function for GU $k$, i.e., the achievable downlink throughput.

Recall the aforementioned notations, the utility function $u_k$ is

$$u_k = \sum_{m=1}^{M} c_{k,m} = \sum_{m=1}^{M} \eta_{k,m} \frac{B}{N_m} \log_2(1 + \alpha_{k,m}) \delta. \quad (29)$$

Let $l_{k,m}$ denote $B \cdot \log_2(1 + \alpha_{k,m}) \cdot \delta$. Then, there is $u_k = \sum_{m=1}^{M} (l_{k,m} / N_m \eta_{k,m})$.

A natural solution concept of this induced game is the Nash equilibrium, where each GU has no incentive to deviate its current strategy. In the multiagent setting, when each agent learns to maximize its own utility, the outcome usually converges to some equilibrium. Consider the simplest setting where $M = K = 2$, the payoff matrix is shown in Table II, where GU 1’s actions are represented by the two rows while GU 2’s actions are represented by the two columns, and the first and second number of each entry represent the utility of GU 1 and GU 2, respectively. Therefore, we can compute the equilibrium case by case.

1) If $l_{1,1} \leq (l_{1,2} / 2)$ and $l_{1,2} < (l_{2,2} / 2)$, then both GUs prefer to request UAV-BS 2.
2) If $l_{1,1} \leq (l_{1,2} / 2)$ and $l_{1,2} \geq (l_{2,2} / 2)$, then GU 1 requests UAV-BS 2 while GU 2 requests UAV-BS 1.
3) If $l_{1,1} \geq 2l_{1,2}$ and $l_{2,1} > 2l_{2,2}$, then both GUs will request UAV-BS 1.
4) If $l_{1,1} \geq 2l_{1,2}$ and $l_{2,1} \leq 2l_{2,2}$, then $\mathbf{a}^k = (1, 2)$ forms the equilibrium.
5) If $(l_{1,2} / 2) < l_{1,1} < 2l_{1,2}$ and $l_{2,1} \leq (l_{2,2} / 2)$, then $\mathbf{a}^k = (1, 2)$ forms the equilibrium.
6) If $(l_{1,2} / 2) < l_{1,1} < 2l_{1,2}$ and $l_{2,1} \geq 2l_{2,2}$, then $\mathbf{a}^k = (2, 1)$ forms the equilibrium.

Simulation results have demonstrated that AG-PMADDPG can achieve much better performance than the existing benchmarks in terms of fairness index, total throughput, and minimum throughput. For future work, we will investigate the frequency band allocation of the UAV-BSs to further improve the system performance.

![Fig. 7. Impact of the number of GUs on total throughput. There are two UAV-BSs.](image)

![Fig. 8. Impact of the number of GUs on minimum throughput. There are two UAV-BSs.](image)

<table>
<thead>
<tr>
<th>$a_1$</th>
<th>$a_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$l_{1,1}, l_{1,2}$</td>
<td>$l_{1,1}, l_{2,2}$</td>
</tr>
<tr>
<td>$l_{1,1}, l_{2,1}$</td>
<td>$l_{1,2}, l_{2,2}$</td>
</tr>
</tbody>
</table>

**TABLE II**

**PAYOFF MATRIX OF THE INDUCED GAME**
If \((l_{1,2}/2) < l_{1,1} < 2l_{1,2}\) and \((l_{2,2}/2) < l_{2,1} < 2l_{2,2}\), there does not exist a pure Nash equilibrium. Instead, there is a mixed-strategy equilibrium, where GU 1 requests UAV-BS 1 and UAV-BS 2 with probability \(p\) and \(1-p\), respectively, and GU 2 requests UAV-BS 1 and UAV-BS 2 with probability \(q\) and \(1-q\). Specifically, \(p\) and \(q\) can be derived as

\[
p = \frac{2l_{2,1} - l_{1,2}}{l_{2,1} + l_{1,2}}, \quad q = \frac{2l_{1,1} - l_{1,2}}{l_{1,1} + l_{1,2}}
\]

and it is easy to verify that \(p, q \in (0, 1)\).

The maximum total throughput can be written as

\[
\max \left\{ \frac{l_{1,1} + l_{2,1}}{2}, l_{1,1} + l_{2,2}, l_{1,2} + l_{2,1}, \frac{l_{1,2} + l_{2,2}}{2} \right\}
\]

We use the definition of POA to denote the ratio between the total throughput under the equilibrium and the maximum total throughput. To illustrate the value of POA, we fix the value of \(l_{2,1}\) and \(l_{2,2}\), and calculate the POA as the function of \(l_{1,1}\) and \(l_{1,2}\). As demonstrated in Fig. 9, the total throughput suffers from a loss under the equilibrium, and such loss is nearly half of the maximum in the worst case. This phenomenon implies that if GU's request UAV-BSs independently to maximize their own utilities, then the achievable total throughput will suffer severe loss even in the simplest setting.

### APPENDIX

#### PROOF OF DETERMINISTIC POLICY GRADIENT FOR DISCRETE ACTION PROBLEM

The proof follows along similar lines of the standard deterministic policy gradient (DPG) for MDPs in [46]. In a single-agent MDP with discrete action space \(\mathcal{A} = \{1, 2, \ldots, M\}\), the agent receives the state of environment \(s \in \mathcal{S}\) and then selects an action \(a \in \mathcal{A}\). Next, the agent receives a numerical reward according to the reward function \(r(s, a)\), and the state turns into \(s' \in \mathcal{S}\) according to the state transition probability \(p(s'|s, a)\).

We denote the probability action by a vector \(\bar{a}\) with each element representing the probability of the corresponding action, i.e., the output of the actor network \(\bar{a} = \bar{\pi}(s; \theta)\). For convenience, we define a new reward function

\[
\tilde{r}(s, \bar{a}) = \sum_{a \in \mathcal{A}} \bar{a}[a]r(s, a).
\]

Thus, we have \(\mathbb{E}_{\bar{a}}[r|S(t) = s] = \tilde{r}(s, \bar{a}) = \mathbb{E}_{\bar{a}}[\tilde{r}(s, \bar{a})]\). We also define a new state transition probability function

\[
\tilde{p}(s'|s, \bar{a}) = \sum_{a \in \mathcal{A}} \bar{a}[a]p(s'|s, a)
\]

with which we can denote the probability at state \(s'\) after transitioning for \(t\) time steps from state \(s\) under policy \(\bar{\pi}\) by \(\tilde{p}^\pi(s, s', t)\). Obviously, there is \(\tilde{p}^\pi(s, s', 1) = \tilde{p}(s'|s, \bar{\pi}(s; \bar{\theta}))\), and \(\tilde{p}^\pi(s, s', t)\) has the following recurrence relation:

\[
\tilde{p}^\pi(s, s', t) = \int_{\mathcal{S}} \tilde{p}^\pi(s, s'', t - 1)\tilde{p}^\pi(s'', s', 1)ds''
\]

In RL, the accumulative discounted reward is defined as return

\[
G(t) = \sum_{i=0}^{\infty} \gamma^i r(t + i).
\]

The state-value function is the expected return starting from \(s\) and following \(\bar{\pi}\):

\[
\tilde{V}^\pi(s) = \mathbb{E}_{\bar{a}}[G(t)|S(t) = s]
\]

and the action-value function is

\[
\tilde{Q}^\pi(s, \bar{a}) = \mathbb{E}_{\bar{a}}[\tilde{r}(s, \bar{a}) + \gamma G(t + 1)|S(t) = s].
\]

Since the objective of the agent is to maximize the expected discounted accumulative reward, the objective function can be formulated as

\[
\tilde{J}(\bar{\theta}) = \int_{\mathcal{S}} p_1(s)\tilde{V}^\pi(s)ds
\]

where \(p_1(s)\) is the initial state distribution.

The gradient of the state-value function with respect to \(\bar{\theta}\) can be derived as

\[
\nabla_{\bar{\theta}}\tilde{V}^\pi(s) = \nabla_{\bar{\theta}}\mathbb{E}_{\bar{a}}[G(t)|S(t) = s]
\]

\[
= \nabla_{\bar{\theta}}\mathbb{E}_{\bar{a}}[\tilde{r}(t) + \gamma G(t + 1)|S(t) = s]
\]

\[
= \nabla_{\bar{\theta}}\mathbb{E}_{\bar{a}}[\tilde{r}(s, \bar{\pi}(s; \bar{\theta}))]
\]

\[
+ \nabla_{\bar{\theta}}\mathbb{E}_{\bar{\pi}}[\gamma G(t + 1)|S(t) = s]
\]

\[
(37c)
\]

\[
(37a)
\]

\[
(37b)
\]

\[
(37a)
\]
\[ \begin{aligned}
&= \nabla_\theta \mathbb{E}_\pi \left[ r(s, \tilde{\pi}(s; \hat{\theta})) \right] \\
&+ \nabla_\theta \int_{S} \gamma \tilde{p}'(s', \tilde{\pi}(s; \hat{\theta})) V^\pi(s') ds' \\
&= \nabla_\theta \int_{S} \gamma \tilde{p}'(s, \tilde{\pi}(s; \hat{\theta})) V^\pi(s') ds' \\
&= \int_{S} \gamma \tilde{p}'(s, \tilde{\pi}(s; \hat{\theta})) V^\pi(s') ds'
\end{aligned} \] (37d)

Recall from the definition of $\rho^\pi$, the last equality of (38) is derived by exchanging the order of integrals.
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