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Abstract—Metaverse, also known as the Internet of 3-D worlds,
has recently attracted much attention from both academia and
industry. Each virtual subworld, operated by a virtual ser-
vice provider (VSP), provides a type of virtual service. Digital
twins (DTs), namely, digital replicas of physical objects, are key
enablers. Generally, a DT belongs to the party that develops it
and establishes the communication link between the two worlds.
However, in an interoperable metaverse, data-like DTs can be
“shared” within the platform. Therefore, one set of DTs can be
leveraged by multiple VSPs. As the quality of the shared DTs may
not always be satisfying, in this article, we propose an agile solu-
tion, i.e., a dynamic hierarchical framework, in which a group of
Internet of Things devices in the lower level are incentivized to
collectively sense physical objects’ status information and VSPs in
the upper level determine synchronization intensities to maximize
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their payoffs. We adopt an evolutionary game approach to model
the devices VSP selections and a simultaneous differential game
to model the optimal synchronization intensity control problem.
We further extend it as a Stackelberg differential game by con-
sidering some VSPs to be first movers. We provide open-loop
solutions based on the control theory for both formulations. We
theoretically and experimentally show the existence, uniqueness,
and stability of the equilibrium to the lower level game and fur-
ther provide a sensitivity analysis for various system parameters.
Experiments show that the proposed dynamic hierarchical game
outperforms the baseline.

Index Terms—Crowdsensing, differential game, digital twins
(DTs), evolutionary game, game theory, Internet of Things (IoT),
metaverse, resource allocation, synchronization.

I. INTRODUCTION

A. Introduction of the Metaverse and Its Economy

THE LONG-TERM global epidemic has dramatically
altered people’s work and life styles. In-person social

gatherings and events have gradually been replaced by various
online events, e.g., UC Berkeley held its virtual commence-
ment in 2021 [1] and “Fortnite” organized a virtual concert
in 2019, reportedly viewed by 10.7 million people [2]. These
virtual events are examples of a computer-mediated virtual
environment [3] and can be encapsulated by the concept of
the Metaverse, which has been attracting interest from both
academia and industry since 2019.

Metaverse has been known as the Internet of 3-D virtual
worlds [4]. In fact, it is a platform that hosts various digital
subworlds and continues to blur the gap between the phys-
ical and the virtual world. Each virtual subworld, operated
by a virtual service provider (VSP), offers a specific type of
virtual service to Metaverse users, including but not limited
to virtual 3-D worlds (e.g., VR chat,1 virtual safari sightsee-
ing [5], and virtual theme park [6]), nonfungible token (NFT)
Games (e.g., Upland),2 social networking (e.g., virtual confer-
encing), and augmented reality applications (e.g., immersive
training3 and Pokemon Go).4 Metaverse users (hereinafter

1https://hello.vrchat.com/
2https://www.upland.me/
3https://www.bizzlogic.com/vrtraining
4https://pokemongolive.com/en/
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users), represented by avatars, namely, digital replicas of them-
selves, can have social, immersive, augmented, and interactive
experiences in different virtual subworlds with perpetual user
accounts [7].

The above-mentioned virtual services may seem similar to
the various computer-mediated simulated environments [3],
which are created online nowadays. However, the majority
of today’s simulated environments are developed and oper-
ated in a self-governing manner, forbidding a user to access
and share digital assets across applications, environments,
and platforms. For example, it is impossible for a user to
transfer his avatar’s virtual clothes across Nintendo,5 Sony’s
PlayStation Studios,6 and Microsoft’s Xbox Game Studios,7

as each operates its own engine. In contrast, the Metaverse
is known for its interoperability [3], [8], i.e., the standardiza-
tion based on which the subworlds and games are created. As
a result, users can freely access and exchange digital goods
among multiple virtual subworlds that are integrated with the
Metaverse platform and a VSP can even leverage the existing
components in some other virtual subworlds and build its own
new subworld to provide its virtual business. The free navi-
gation and access will allow users to experience what they
have experienced in the real world in a virtual space and to
have even more extraordinary experiences beyond real life.
Lite versions of the Metaverse can be seen in the gaming
industry now, namely, those cross-platform massively multi-
player online games, such as Roblox,8 Sandbox,9 Fortnite,10

and Axie Infinity.11 However, the Metaverse is more than
gaming and can revolutionize service provisions in all walks
of life, e.g., retailing [9], traveling [10], education [11], and
social-networking [7].

The two major contributors to the Metaverse economy [12]
are the VSPs and users, and Metaverse is dedicated to bringing
VSPs and users together and facilitating their interaction and
collaboration, i.e., VSP-to-VSP (e.g., digital service combo),
VSP-to-user (e.g., digital service provision), user-to-VSP (e.g.,
remotely offering human intelligence/experience for the tasks
offloaded by a VSP), and user-to-user (e.g., socialization and
game competition). Both VSPs and users can benefit from the
Metaverse platform. For example, a country’s tourism board
can be a VSP which provides virtual sightseeing services [10].
The service includes one-off sensing of the country’s tourist
attractions, constructing digital replicas of those attractions
in the Metaverse, and handling ad hoc simulation requests,
such as live events (e.g., concerts and festival celebration
activities) and social events. As such, even with the coun-
try’s borders closed due to a pandemic, the country’s tourism
board (VSP) can still make a profit in the Metaverse. On
the other hand, the Metaverse economy benefits the users.
For example, users from a foreign country can visit the vir-
tual Universal Studios Hollywood, take a jungle adventure in

5https://www.nintendo.com/
6https://www.playstation.com/en-sg/corporate/playstation-studios/
7https://www.xbox.com/en-US/xbox-game-studios
8https://www.roblox.com/
9https://www.sandbox.game/en/
10https://www.epicgames.com/fortnite/en-US/home
11https://axieinfinity.com/

Yellowstone National Park, and so on, without affected by
the global pandemic [13]. It is expected that the Metaverse
will provide significant benefits, ultimate conveniences, and
new employment opportunities, which will literally transform
people’s lives in a similar way that the Internet has done.

Notwithstanding its great potential benefits, the Metaverse
is still in the nascent stages of its development [12]. One
challenge is how to efficiently replicate the real world in the
Metaverse [3]. One solution is through synchronization of dig-
ital twins (DTs) [14], which are digital replicas of living or
nonliving entities in the real world. With DTs, Metaverse users
can experience physical entities as if they were interacting
with them in the real world, and VSPs can develop businesses
based on DTs. An example is virtual driver training [15], in
which users are trained on a simulation platform with immer-
sive realistic experience and minimal danger. Here, roads, cars,
traffic, commuters and even weather can be replicated on the
Metaverse via DTs. Thanks to the Metaverse’s interoperabil-
ity, after being integrated with the Metaverse, those DTs can
be additionally integrated into other VSPs’ virtual services,
such as virtual sightseeing, telemedicine [16] and online route
optimization for smart goods delivery [17]. This is because
those VSPs may depend on contextual information about the
same roads, traffic and weather twin used for the virtual driver
training service.

B. Challenges

However, there are five challenges. First, in the era of the
Metaverse, all integrated subworlds need to support inter-
operability. However, in the current budding phase of the
Metaverse, we cannot expect that the physical asset owners
have already been integrated into the Metaverse. In addi-
tion, it cannot be guaranteed that their services have all
been transformed into a way that supports interoperability.
Therefore, we need to consider some external assistance, e.g.,
leveraging Internet of Things (IoT) devices, to facilitate the
collection of the states information regarding the physical
objects, given the asset owners’ are not in the Metaverse or
do not support the interoperability. Another justification for
using additional external assistance of sensing the physical
objects’ state information is because there can be multiple
digital replicas of one physical counterpart in the Metaverse,
since a DT can be shared among VSPs due to the interoperabil-
ity. However, the shared DT may not always meet other VSPs’
requirements (e.g., for the freshness of information [18] or the
reliability [14]). Those DTs of unsatisfied quality may affect
the Quality of Experience (QoE) or Quality of Service (QoS)
for those VSPs’ virtual businesses. As a result, it is important
to have a solution for these VSPs that are not satisfied with
the shared DTs, e.g., they can approach to the assistance of
external IoT devices to collect additional information on the
physical counterparts.

Second, there can be various types of VSPs and can have
many ad-hoc requests for additional DTs to augment their vir-
tual businesses. For example, the virtual sightseeing providers
may want to include some recent live concerts or seasonal
festival celebration activities. Therefore, it can be expensive
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Fig. 1. Dynamic hierarchical framework for IoT-assisted Metaverse synchronization.

and challenging to deploy traditional fixed and static sensors
to collect the status data of physical objects. This raises the
question of how to leverage a group of movable IoT devices
to support the agile Metaverse synchronization.

Third, a DT can be associated with some temporal features
whose reliability decreased with time [14], e.g., temperature
or rainfall for a weather twin and traffic volume for a city
twin. If there is not enough synchronization between virtual
and real worlds, unreliable DTs can affect the outcome of
virtual services, such as misjudging a driver’s driving skills
in an unrealistic environment or a traveler cannot experience
what is actually happening in a foreign city at present, making
a virtual sightseeing experience less realistic. As the synchro-
nization data (i.e., physical objects states data) are provided by
a number of movable IoT devices, an efficient resource alloca-
tion solution is needed, so as to efficiently allocate the device
resources to match the synchronization intensity required by
a VSP.

Forth, it is possible that different VSPs have different levels
of tolerance to nonupdated DTs, due to their different business
types, the extents to which they use AI, as well as computa-
tion capabilities. For example, an nonupdated weather twin
may leave little impact on the virtual travel service provider,
but a significant impact on virtual driver training by pro-
ducing a wrong assessment result. A VSP with a stronger
AI algorithm deployed and higher computation capacity can
predict the patterns of DT states in the near future and, thus,
may have higher tolerance to nonupdated DTs. The differ-
ent tolerance to nonupdated DTs allow VSPs optimize their
synchronization intensities differently. Therefore, how to rep-
resent, model, and take into account the VSP’s tolerance levels
in the process of determining the optimal synchronization
intensity is critical, which still remains as an open research
problem.

Fifth, similar to real-world economics markets, there may
be some influential decision makers in the Metaverse market,
such as some VSPs with large business volumes. As such, how

their decisions about optimal synchronization intensity affect
the other following VSPs is not addressed in the literature.

C. Our Contributions

To address the above challenges, in this article, we propose
a dynamic hierarchical Metaverse synchronization framework
utilizing IoT devices, in which movable IoT devices such as
drones (unmanned aerial vehicles or UAVs) can collectively
sense the current states of the physical counterparts of the
VSP’s DTs. The system model is shown in Fig. 1 and consists
of Metaverse components and Physical World components. In
the Metaverse, we treat DT temporal features that influence
VSP business profitability as DT values, which subject to
natural value decay, i.e., the value naturally drops with time
(step 1©). As such, it is necessary for VSPs to determine a
proper synchronization intensity to maintain DT values without
incurring excessive communication, computation, and storage
costs due to oversynchronization (step 2©). To enable this,
the VSPs provide incentives to attract IoT devices to work for
them by sensing the corresponding real world entities (step 3©).
However, faced with different VSPs and their different incentive
provisions, an IoT device can independently select a VSP that
maximizes its utility and work for it (step 4©). After completing
the sensing task for the selected VSP, IoT devices transmit the
data to the VSP through nearby base stations (step 5©). With
proper cloud processing, VSPs can use synchronization data to
update their DTs accordingly, thereby increasing the values of
the DTs. In analogous to physical world economic markets, we
consider that larger VSPs in the Metaverse may have certain
levels of privilege, that is, to determine their synchronization
strategies in advance of other smaller VSPs. We refer to a large
VSP that moves first as a leader (highlighted in blue in Fig. 1)
and smaller VSPs that first observe the leader’s synchronization
strategies as followers.

We model the above system model as a hierarchical two-
level game. The lower level game captures IoT devices’
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VSP selection strategies (step 4©) as an evolutionary game
and the upper level game models VSP synchronization strat-
egy (step 2©) as a simultaneous differential game (when no
leader exists) and a Stackelberg differential game (in the
leader–follower case). The optimal synchronization strategy is
solved by the optimal control theory. To summarize, the main
contributions of this article are as follows.

1) We propose a novel IoT-assisted synchronization data
collection framework by leveraging movable IoT devices
to collect physical objects state data. The flexibility of
movable devices enables VSPs to have ad-hoc applica-
tions and faster virtual business expansion, especially
critical for the budding phase of the Metaverse.

2) Due to the self-interested nature and potentially incom-
plete knowledge of the environment, each device can
independently select a VSP to work for, and its deci-
sion can be made with only bounded rationality [19].
We adopt a exclusively suitable evolutionary game to
capture the device’s VSP selection behaviors.

3) We analytically address the optimal synchronization
strategies for VSPs by formulating it as a simultaneous
differential game and solve it based on the optimal con-
trol theory. In particular, we propose DT value dynamics
that capture a VSP’s level of tolerance to a nonupdated
DT. The DT value dynamics as well as the IoT devices’
VSP selection dynamics are jointly considered in the
system states for the optimal control problem.

4) We further extend the dynamic hierarchical frame-
work by considering leaders and followers among VSPs
and formulate it as a differential Stackelberg game.
Extensive experiments show that both simultaneous and
Stackelberg differential game lead to higher accumulated
utility for each VSP, compared to the baseline of a static
game.

The remainder of this article is organized as follows.
Section II reviews related works. Section III presents the
system model and hierarchical dynamic game framework.
UAVs’ selection of VSPs is formulated as an evolutionary
game in Section IV. In Sections V and VI, we formulate
the problem as simultaneous differential game and Stackelberg
differential game, respectively, to solve for the optimal syn-
chronization strategy. Section VII presents numerical results
and sensitivity analysis. Section VIII concludes this article.

II. RELATED WORK

A. Metaverse and Its Architecture

Recently, due to the COVID-19 pandemic restrictions and
marketing by leading technology companies, such as Facebook
and Microsoft [20], the convenience and usefulness of the vir-
tual world (Metaverse) have been highlighted. Despite some
early discussion of the benefits and challenges brought by
virtual services in terms of user experiences [7], [9], [11],
[21], novel applications in the Metaverse have attract research
attention, e.g., Duan et al. [12] built a university campus
prototype to study social good in the Metaverse, whereas
Nguyen et al. [22] proposed a Blockchain-based framework
for Metaverse applications. An incentive mechanism design

Fig. 2. Four components for the Metaverse [25].

for leveraging coded distributed computing for Metaverse
services is studied in [23]. In [24], the interconnection of
edge intelligence and Metaverse is considered. These examples
illustrate the increasing importance of realizing the Metaverse.
However, none of them consider how to improve the con-
vergence between the Metaverse and the physical world, in
particular, the synchronization intensity problem for VSPs in
terms of their DTs. Han et al. [25] described an attempt
to address this problem, but primarily focus on the VSP
selection problem of UAVs without taking into account the
synchronization intensity control and temporal values of DTs.

Regarding the Metaverse architecture, there is no con-
sensus, e.g., a seven-layer system [26] and a three-layer
architecture [12]. However, based on the Metaverse’s func-
tionality, overall, its architecture should include four aspects as
shown in Fig. 2: 1) infrastructure (the fundamental resources
to support the platform, such as communication [27], com-
putation, blockchain [28], and other decentralization tech-
niques); 2) interface (immersive technologies, such as AR,
VR [15], [29], XR [30], and next generation human-brain
interconnection to enrich a user’s subjective sense in the vir-
tual life); 3) cross-world ecosystem (the services that enable
frequent and large amount of data transmission between the
Metaverse and the physical world, to enable a convergence
between the two worlds [31]); and, finally, 4) in-world ecosys-
tem (activities that happen only within the virtual world, e.g.,
transaction of the NFT [32], playing games to earn Crypto
(GameFi) [33], and decentralized finance (DeFi) [34]). See
[3], [4], [35] for more detailed discussions of the architectures
and challenges faced by the Metaverse. Among these four
aspects, this article is primarily focused on the cross-world
system for the Metaverse, i.e., striving for a convergence of
the two worlds.

B. Digital Twins in the Era of Metaverse

DT is not a new concept. They were proposed in 2003 [36]
by Grieves in his course on “product life cycle management,”
which defines DTs by physical product, virtual product, and
their connections. Later in 2012, the National Aeronautics
and Space Administration (NASA) defined DTs as “inte-
grated multiphysical, multiscale, probabilistic simulations of
an as-built vehicle or system using the best available physical
models, sensor updates, and historical data” [37]. Although
these are early definitions, it is clear that a key feature of
DTs is its mirroring of physical objects, which means that
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continuous updates from physical space to virtual space are
needed (physical → virtual), as a physical object’s state
changes over time.

There is no consensus regarding the updates from DTs
to physical objects (virtual → physical). On the one hand,
Khan et al. [14], Fuller et al. [38], and Tao et al. [39] believed
that there are bidirectional updates across cyberspace and
physical space for DTs (virtual↔ physical). To emphasize the
bidirectional updates, Fuller et al. [38] used digital models to
refer to the case where there is no update across the two spaces
and use digital shadows to refer to the case where there is a
one-directional update from physical space to the cyberspace,
i.e., a change in the state of the physical object leads to a
change in the digital object and NOT vice versa. On the other
hand, several other works use DTs as simulation-based only,
such as [36], [40], [41]. That is, they treat DTs as digital shad-
ows only (i.e., physical→ virtual). Meanwhile, the control of
physical assets via their DTs (physical ← virtual) are partic-
ularly studied around another concept called cyber–physical
systems (CPSs) [42]. CPS can be leveraged to support large
distributed control, e.g., automated traffic control and ubiqui-
tous healthcare monitoring and delivery. Given the ambiguity
of definitions of DTs, a number of papers have already called
for more precise clarity on the difference between the DTs,
the digital shadows, and the CPS [14], [38].

In contrast to the DT studies in the literature, in this article,
we just use the term DTs to refer to the digital existence in the
Metaverse, which is a digital replication of a physical object.
The reasons for loosening the definition of DTs are as fol-
lows. First, compared to smart manufacturing or Industry 4.0
in which DTs are created and studied merely for a particular
type of application [39] owned by a company, the Metaverse,
with a platform feature, can support different kinds of vir-
tual businesses [3]. Therefore, one DT can be used by various
VSPs. If all these VSPs have bidirectional communication
between the physical and the cyber space, and each VSP has
its own change in its DTs, then it can be confusing about
which VSP’s DT state change should be synchronized with
the physical counterpart. Hence, we do not consider the com-
plex case regarding bidirectional communication and uncertain
DT ownership in an interoperable Metaverse. Second, many
brand new application scenarios are expected to emerge in the
Metaverse. This is because the interoperability [8] (e.g., shar-
ing of DTs among VSPs), human experience being important
in the virtual services [43], and the maturity of blockchain
and artificial intelligence [22]. For example, the combination
of NFT and DTs is considered to be the next step of NFT [32],
in which the value of an NFT is attached to a physical asset
and the change of the asset’s state affects the value of the
NFT. Our loose definition of DT can, therefore, be suited to
more types of applications in the Metaverse by leveraging the
external assistance of IoT for sensing the states of real entities.

III. SYSTEM MODEL AND PROBLEM FORMULATION

We consider a network that consists of: 1) N edge devices
(e.g., UAVs) represented by the set N = {1, . . . , n, . . . ,N} and
2) M VSPs represented by the set M = {1, . . . ,m, . . . ,M},

as shown in Fig. 1. An element of the set M and N is rep-
resented by m and n, respectively. We consider UAVs as the
IoT devices hereafter.

Each of VSPs uses a set of DTs that are critical to its vir-
tual business profit. As the dissimilarity between a DT and its
psychical counterpart increases with time, it is expected that
the value of a DT to a VSP’s virtual business decays with
times naturally. Let θm > 0 represent the value decay rate of
the DTs of VSP m. We consider that the different VSPs may
have different DT value decay rates, possibly due to, e.g., the
types of their virtual services, computational capabilities, and
the extents to which they use AI.12

Let zm(t) ≥ 0 denote the DT value status, representing the
utility that a DT brings to VSP m at time instant t. Based on the
linear utility model [45], [46], we model the rate of change for
the DT values, which is the first-order time derivative żm(t) =
dz(t)/dt as follows:

żm(t) = ηm(t)− θmzm(t), m ∈M (1)

where ηm(t) denotes the intensity, or rate, at which the syn-
chronization activities are carried at time t. One can interpret
the DT value dynamics in (1) as follows: if VSP m deter-
mines not to synchronize DTs at all, i.e., ηm(t) ≡ 0, then the
value of DTs deteriorates at the (time independent) rate θm.
By using a positive rate of synchronization, i.e., ηm(t) > 0, the
VSP can slow down, or even reverse, the process of deterio-
ration of its DTs.13 To simplify, we use z(t) = [zm(t)]m∈M to
denote the vector of DT values of all VSPs and let the vector
η(t) = [ηm(t)]m∈M denote the synchronization strategies of
all VSPs at each instant t.

To synchronize DTs with their real counterparts, the states
data of the real counterparts are needed. Here, we consider a
set of N UAVs can be motivated to assist VSPs synchronization
tasks by sensing the corresponding real entities states for the
VSPs. Here, for simplicity, we consider a group of UAVs with
the same type, e.g., characterized by the same sensing quality
and unit energy cost [47]. The extension to the scenario with
heterogeneous types of UAVs is straightforward, as the set of
UAVs can always be partitioned into multiple subpopulations
so that the UAVs within a subpopulation are of the same type.

Based on synchronization requests from M VSPs, each of
the N UAVs can select a VSP to work for. UAVs that select the
same VSP are expected to collectively sense the real entities
of interest to the VSP and share the incentives provided by
the VSP. It is expected that when VSP m’s synchronization
intensity increases, VSP m will allocate more incentives to
motivate UAVs to work for it. As such, the total incentive
pool from VSP m should be positively correlated with the
synchronization intensity chosen by VSP m.

In summary, the synchronization intensity ηm(t) affects the
values of its own DTs as well as the percentage of UAVs

12For example, a VSP with a stronger AI algorithm and higher computa-
tion capacity may have lower value decay rates, since with the adoption of
AI, VSPs can study the historical state data obtained from the physical coun-
terparts and adjust the status of DTs based on the predictable pattern trained
with AI, thereby maintaining the reliability of the DTs [44].

13A waste of resources due to over synchronization is considered in the
penalty term in the utility function. See Section V-A for details.
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that sense the physical twins to provide synchronization data
(UAV’s VSP selection distribution). Since the synchronization
intensity is controlled by the VSP, we also refer to it as a
control variable, a control, or a strategy for a VSP, which is
a function of the time t. By determining an optimal control
strategy on the synchronization intensity, the VSP can affect
the states of the system, including DT value states in addition
to the UAV’s VSP selection strategy, thereby optimizing the
utility for the VSP.

To identify the optimal control strategy of the synchroniza-
tion intensity and its associated DT values and the UAV’s
VSP selections, our study focuses on a dynamic hierarchical
framework as follows.

1) Lower Level Evolutionary Game: At the lower level,
we investigate VSP selection strategies for UAVs. Every
UAV is considered to have bounded rationality, that
is, to select a strategy that is satisfactory rather than
optimal [19]. This is to counter the case that UAV deci-
sions are suboptimal with the potentially incomplete
information of the game (e.g., the payoffs received by
other UAVs), especially when the number of UAVs is
large. In this regard, we formulate the problem as an evo-
lutionary game in Section IV, which models the strategy
adaptation process of the UAVs.

2) Upper level (Stackelberg) Differential Game: At the
upper level, we investigate the optimal synchronization
strategies of the VSPs. As the synchronization inten-
sity jointly affects the synchronization data supply and
the value status of the DTs, the VSPs need to devise
the optimal control strategy about synchronization inten-
sity so that the accumulated utilities discounted at the
present time are maximized. We adopt a differential
game approach to solve the problem in Section V.
Additionally, when there is an influential VSP in the
Metaverse market that has the privilege of determining
strategy first, we formulate the problem as a Stackelberg
differential game and solve it based on the control
theory.

The notations used in this article are presented in Table I.
Arguments to a function, e.g., time variable t, may be omitted
from expressions when there is no ambiguity. The notation of
:= means “defined to be equal to.”

IV. LOWER LEVEL EVOLUTIONARY GAME FOR UAVS’
VSP SELECTION STRATEGIES

In this section, to describe the bounded rationality of the
UAVs and dynamics of UAVs’ VSP selection strategy adapta-
tion, we adopt the evolutionary game with replicator dynamics.
The UAV owner’s utility model and replicator dynamics are
introduced in Section IV-A. Then, in Section IV-B, we prove
the existence, uniqueness, and stability of the lower level
evolutionary game.

A. Evolutionary Game Formulation

Evolutionary game is formulated based on a set of popula-
tions with evolutionary dynamics. The various aspects of the
evolutionary game are as follows.

TABLE I
NOTATIONS USED IN THE SYSTEM MODEL

1) Players and Populations: Each UAV n ∈ N is a player
of the evolutionary game. In addition, the set N is
referred to as the population of players.

2) Strategy: The VSP selection is a pure strategy that can
be implemented by the player.

3) Population States: Population state is the strategy dis-
tribution for the population, denoted by a vector x(t) =
[xm(t)]m∈M. The component xm(t) denotes the percent-
age of UAVs in the population that select VSP m at the
time instant t. As the population states are subject to∑

m∈M xm(t) = 1 and, therefore, the state space, i.e.,
the set of all the possible population states, is a unit
simplex � ∈ R

M−1.
4) Utility Functions: Utility function um(x(t), ηm)

describes the utility that a UAV can receive given the
population states x(t) and the synchronization strat-
egy ηm.

Each VSP m has dm DTs and chooses the synchroniza-
tion intensity as ηm(t), where ηm(t) ≥ 0, at time t. Let the
time horizon for the analysis be defined as T = [0,T]. We
refer to η(t), t ∈ T , as the control path over the time hori-
zon T . We omit time variable t for simplicity if there is no
confusion. Note that determination of the optimal synchro-
nization strategy path over T can be further explored as an
optimal control problem, which is to maximize the present
value of the accumulated utility that the VSP can obtain. The
extension is in Section V. In this section, we assume that the
optimal synchronization intensity path has been determined by
the VSPs.
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For VSP m, the incentive pool that it allocates to its
associated UAVs is given as follows:

Rm(t) = ηm(t)dmg(θm) (2)

where g(·) is a monotonically increasing function represent-
ing the weight affected by the value decay rate θm. One can
interpret (2) as both synchronization rate ηm and the num-
ber of DTs dm have a positive correlation with the incentive
pool. That is, the higher the synchronization intensity or the
number of DTs that a VSP has, the more incentives the VSP
should offer UAVs. Similarly, the higher the decay rate θm is,
the more incentives a VSP should offer. We consider an affine
mapping for g(·), e.g., g(θm) = g0+ g1θm, where g1 is a pos-
itive number to represent such a positive correlation between
the decay rate and the incentive.

Given the population states x, there are Nxm UAVs
that select VSP m to sense the data and assist its
synchronization tasks. With a uniform incentive sharing
scheme [25], each UAV can obtain the incentives with amount
([Rm(t)]/[Nxm(t)]). Let cm represent the energy cost incurred
by the sensing task for VSP m, e.g., UAV’s energy cost fly-
ing from the base to the target region and the communication
cost [48]. The utility received by a UAV that selects VSP m
is as follows:

um(x, ηm) = Rm(t)

Nxm(t)
− cm = ηm(t)dmg(θm)

Nxm(t)
− cm. (3)

The utility information for selecting each of the VSPs at the
current time t can be exchanged among UAVs, e.g., at their
base or device-to-device (D2D) communication in the air. As
such, the UAV may adjust its VSP selection strategy at time
t + 1. The evolutionary process of the VSP selection strategy
can be modeled by replicator dynamics [19], which is a set
of ordinary differential equations, given as follows:

ẋm = δxm(um − ū), m ∈M (4)

where δ is the learning rate of the UAVs, ẋm := dxm(t)/dt, and
ū :=∑

m∈M xmum denotes the average utility that a UAV pop-
ulation can have. Again, we omit arguments in um(x(t), ηm),
and xm(t) for simplicity.

It can be seen from (4) that the population state xm(t)
evolves when the payoff received by a UAV is different from
the population average utility. If the reward received by a
device that selects VSP m is higher than the average utility, i.e.,
um > ū, then the population state xm(t) increases since more
UAVs adapt their strategies and select VSP m, i.e., ẋm > 0.
The evolutionary process stops when ẋm = 0 for all m ∈M.
This is called the stationary state or evolutionary equilibrium
(EE). The stationary states can be achieved by either xm = 0
for all VSP except one or um = ū ∀u ∈M. The former leads
to a set of boundary stationary points [19], [49] lying on a
vertex of � and the latter leads to a set of interior station-
ary points. Next, we prove that the EE uniquely exists for the
lower level evolutionary game, and is evolutionarily robust as
well.

B. Existence, Uniqueness, and Stability of EE

Since the payoff is affected by the synchronization strategy
ηm(t) adopted by the VSP m, the evolution of a population
state described by the replicator dynamics is subject to the con-
trols of VSPs. The following theorem discusses the existence
and uniqueness of the solution under these controls.

Theorem 1: For the dynamical system defined in (4) with
initial condition x = x0, there exists a unique solution x(t)
defined for all t ∈ [0,T].

The proof is given in Appendix A. After we prove that
the solution x(t) exists, given the initial state x0, conditioned
on any control from VSPs, we now show that the solution
is asymptotically stable. According to [19], if no small per-
turbation of the state induces a movement away from it then
the state is called Lyapunov stable. The state is asymptoti-
cally stable if 1) it is Lyapunov stable and 2) all sufficiently
small perturbations induce a movement back toward the state.
It is straightforward to examine that the boundary stationary
points are unstable [49]. Therefore, we only examine interior
stationary points.

Theorem 2: For a single UAV population, the interior sta-
tionary points of the dynamical system (4) are asymptotically
stable.

The proof is given in Appendix B. See [50] for the details
of the implementation of an algorithm to find the ESS with
the evolutionary dynamics.

V. UPPER LEVEL DIFFERENTIAL GAME FOR

SIMULTANEOUS DECISION-MAKING VSPS

In the upper level, we need to solve the optimal control
problem regarding the synchronization intensity given the pop-
ulation state dynamics in (4) and the value dynamics in (1). In
this section, we consider the problem in which all VSPs are
simultaneous decision makers in the game, and formulate the
problem as a simultaneous differential game in Section V-A.
We adopt the open-loop Nash equilibrium as the solution to
this game in Section V-B.

A. Problem Formulation for the Simultaneous Move

We consider that the M VSPs choose their synchroniza-
tion strategies at the same time, and each player competes to
maximize the objective functional Jm, i.e., the present value of
utility derived over a finite or infinite time horizon, by design-
ing a synchronization strategy ηm that is under the VSP’s
control. The choice of synchronization intensity by a player,
say VSP m, influences: 1) the evolution of the UAV popula-
tion states x(t); 2) the value states of the DT zm(t); and 3) the
objective functional of the other VSPs in the set M, i.e., Jm′ ,
m′ = 1, 2, . . . ,m− 1,m+ 1, . . . ,M. The influence to: 1) and
2) is captured via a set of differential equations (the system
dynamics). The derivation of Jm is given as follows.

With xm(t)N UAVs assisting VSP m in sensing the current
states of its real world twins and zm(t) being the current values
of its DTs, the current utility rate Jm at time t for VSP m can
be described as follows:

Jm(x, z, η, t) = ω1
mJ1

m + ω2
mJ2

m − ω3
mJ3

m − ω4
mJ4

m (5)
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where

J1
m = xmNbαm, J2

m = βmzmdm (6)

J3
m = (zm − vm)

2, J4
m = (xmNb− ηmdmkm)

2. (7)

That is, Jm can be interpreted as the weighted sum of four
utility components J1

m, J2
m, J3

m, and J4
m, in which J1

m and J2
m

are the positive utility, and J3
m and J4

m are the disutility.
ωi

m ≥ 0, i = {1, 2, 3, 4} are the weight parameters to form
the objective function Jm. We explain the utility component
as follows.

1) J1
m: It represents the gains generated by the acquisition

of new data of the size xmNb, where b represents the
average amount of data that a UAV transmits to a VSP.
Here, with synchronization data from the UAVs, VSP as
a data supplier to the Metaverse platform, can benefit by
selling the data to the Metaverse platform. The platform,
as an intermediary to provide the data interoperability,
can benefit the other VSPs to construct the DTs for their
own use. Therefore, there is a portion of revenue inflow
for VSP m that is linked to the data supply, or the data
contribution from the UAVs. Let αm denote the unit data
price for the VSP m, then we have J1

m = αmxmNb in (6).
2) J2

m: It represents the gains (e.g., virtual business profit)
generated by the DTs with value of zm. Here, we con-
sider that the business is positively correlated with the
DTs values. Therefore, the gains can be evaluated as
J2

m = βmzmdm, where βm denotes the unit preference
value that VSP m has toward a unit increase in the value
of the DTs. In addition, βm is considered to concave-
upward with respect to θm, e.g., βm = e10θm . This is to
indicate DTs are valued more when the VSP is more
sensitive to the nonupdated DTs, i.e., a higher valued
decay rate.

3) J3
m: It represents a penalty term, reflecting disutility

when DT values are far away from the preferred values,
e.g., the twins are not fresh enough (undersynchronized)
or too fresh than what is needed (oversynchronized,
leading to excessive synchronization cost). Let vm denote
the VSP’s desired values of its DTs, and J3 can be
defined as (zm − vm)

2 accordingly [51].
4) J4

m: It represents the disutility caused by UAVs’ insuffi-
cient data supply. As mentioned before, dm is the number
of DTs of VPS m. With the synchronization intensity
ηm, overall, the total amount of data that VSP m requires
from the UAVs devices is dmηmkm, where km is the aver-
age unit data request rate of the DT. However, since there
are xmN devices that choose VSP m, the total data con-
tribution to VSP m is xmNb as stated earlier. The gap of
(dmηmkm−xmNb) results in disutility to the VSP m. For
example, when an insufficient number of UAVs select
VSP m, UAVs can complete the synchronization task at
lower sampling rates [52], resulting in lower quality syn-
chronization data and affecting the utility of the VSP m.
We adopt the square term to prevent the data from being
overcontributed as well.

The objective functional Jm(η) to be maximized for VSP m
is defined by the discounted cumulative payoff over the time

horizon T , expressed as follows:

Jm(η) =
∫ T

0
e−ρtJm(x(t), z(t), η(t), t) dt

=
∫ T

0
e−ρt

{
ω1

mxm(t)Nbαm + ω2
mzm(t)βm − ω3

m

(zm(t)− vm)
2 − ω4

m[xm(t)Nb− ηm(t)dmkm]2
}

dt (8)

where ρ ≥ 0 denotes the constant time preference rate (or dis-
count rate) for VSPs. Jm(x(t), z(t), η(t), t) is the instantaneous
utility derived by choosing the synchronization intensity value
η(t) at time t when the current states of the game is x(t) and
z(t), as explained earlier in (5).

Therefore, the optimal synchronization intensity control
problem for VSP m can be formulated as

max
ηm

Jm(η) (9)

s.t. ẋm(t) = δxm(t)(um(t)− ū(t)) ∀m ∈M (10)

żm(t) = ηm(t)− θmzm(t) ∀m ∈M (11)

x(0) = x0, z(0) = z0 (12)

x(t) ∈ �, zm(t) ≥ 0, ηm(t) ≥ 0 (13)

for m = 1, 2, . . . ,M, where column vectors x(0) and z(0) are
initial states for the population states of UAVs and VSPs of
DT values.

B. Open-Loop Nash Solution

A Nash solution or Nash equilibrium is an M-tuple of
synchronization strategies η = [η1, η2, . . . , ηM] such that,
given the opponents’ equilibrium synchronization strategies,
no VSP has an incentive to change its own strategy. Denote
the synchronization strategies of VSPs other than m as η−m :=
[η1, η2, . . . , ηm−1, ηm+1, . . . , ηM]. In the differential game, the
Nash solution is defined by a set of M admissible trajectories
η∗ := [η∗1, η∗2, . . . , η∗M], which have the property that

Jm
(
η∗

) = max
ηm

Jm
(
η∗1, . . . , η∗m−1, ηm, η

∗
m+1, . . . , η

∗
M

)
(14)

for m = 1, 2, . . . ,M.
Next, we adopt the open-loop solutions for the above Nash

differential game. The open-loop Nash solution to the optimal
control problem refers to the case where the control paths
are functions of time t only, satisfying (14). For simplicity,
hereafter, we use a column vector y to represent the system
states x and z, i.e., y = [x1, x2, . . . , xM, z1, z2, . . . , zM]T . Then,
the constraints defined in (10)–(13) can be replaced by the
following conditions:

ẏ(t) = [ẋ1, . . . , ẋM, ż1, . . . , żM]� (15)

y(0) =
[
x(0)�, z(0)�

]�
(16)

y(t) ∈ Y := �× R
M+ , ηm(t) ∈ R+. (17)

This means that the process to solve the open-loop Nash
solution is to solve the optimal control problem P 1 defined by

max
ηm

Jm
(
ηm, η

∗−m

)

s.t. (15)− (17) (18)
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for m = 1, 2, . . . ,M. To solve P 1, we first define a (current-
value) Hamiltonian function H as follows:

Hm(y, ηm,λm, t) = Jm
(
y, ηm, η

∗−m, t
)+ λmẏ (19)

for m = 1, 2, . . . ,M. The domain of Hm is the set
{(y, ηm,λm, t)|y ∈ Y, ηm ∈ R+,λm ∈ R

2M, t ∈ T }. Here, the
row vector λm = [λm1, λm2, . . . , λm2M] is called the (current-
value) adjoint variable or costate variables. Therefore, the
maximized Hamiltonian function H∗ : Y × R

2M × T → R is

H∗m(y,λm, t) = max{Hm(y, ηm,λm, t)|ηm ≥ 0}. (20)

A necessary and sufficient condition for the optimal control
is given by the augmented maximum principle, stated as in
Theorem 3 (see [53] for the detailed proof).

Theorem 3: Consider an optimal control problem P 1 and
define the Hamiltonian function Hm and the maximized
Hamiltonian function H∗m as above. The state space � is a
convex set and the scrap value function S is continuously dif-
ferentiable and concave (note that S ≡ 0 in P 1). If there
exists an absolutely continuous function λm : [0,T] → R

2M

for all m ∈M, such that the maximum condition

Hm
(
y, η∗m, t

) = H∗m(y,λm, t) (21)

the adjoint (costate) equation

λ̇m = ρλ̇m − ∂H∗m(y,λm, t)

∂y
(22)

and the transversality condition

λm(T) = S′(y(T)) = 0 (23)

are satisfied, and such that the function H∗m is concave and
continuously differentiable with respect to x for all t ∈ T ,
then ηm(·) is an optimal control path. If further the set of
feasible controls does not depend on y (which is true for P 1
as ηm ∈ R+), (22) can be replaced by

λ̇m = ρλm − ∂Hm
(
y, η∗m, t

)

∂y
. (24)

Note that ∂Hm(y, η∗m, t)/∂y is a row vector, following [54]
that the derivative of a real-valued function with respect to a
vector (no matter a column vector or a row vector) is a row
vector. Furthermore, to solve (21), we note that the function
Hm in P 1 is strictly concave with respect to ηm. Therefore, we
can instead solve η∗m by the first-order optimality conditions,
given as follows:

∂Hm(y, ηm, t)

∂ηm

∣
∣
∣
∣
ηm=η∗m

= 0. (25)

After η∗m is solved by (25), a boundary value problem of a
system of ordinary differential equations can be defined by ẏ
in (15), λ̇ in (24), together with their boundary values defined
in (16) and (23). The states for this new dynamic systems
are y and λ, which can be numerically solved using bvp4c in
MATLAB, or scipy.integrate.solve_bvp in python.

VI. UPPER LEVEL DIFFERENTIAL GAME FOR VSPS WITH

HIERARCHICAL DECISION MAKING PROCESS

After obtaining the solution for the simultaneous play VSPs
in Section V, we now consider a more complicated realis-
tic case, in which some VSPs are allowed by the Metaverse
to choose their synchronization strategies earlier than the
other VSPs. We refer to such VSPs as leaders. The VSPs
that observe leaders’ strategies and then make their deci-
sions are called followers. To model this sequential strategic
interaction among the VSPs, or a hierarchical play, we adopt
the Stackelberg differential game.

A. Problem Formulation

We use L to denote the set of leaders and F the set of
followers, such that L ∩ F = ∅ and L ∪ F = M. We use
ηL = [ηL

i ]i∈L to denote synchronization strategy of leaders and
ηF = [ηF

m]m∈F synchronization strategy of followers, so as ηL∗
and ηF∗ for the optimal ones. At time 0, the leaders announce
the synchronization strategy path ηL(t). The followers, taking
those synchronization strategy paths as given, choose their syn-
chronization strategies ηF(t) so as to maximize their objective
functional.

1) Followers’ Problem P F: Given the leader’s optimal
synchronization strategy paths ηL, the followers problem P F ,
is the same as P 1 defined in Section V. In particular, for a
follower m ∈ F , the optimal control problem is

max
ηF

m

Jm

(
ηF

m, η
L, ηF∗

F\{m}
)

s.t. (15)− (17) (26)

where F \ m := {i ∈ F , i �= m} is the set of followers other
than VSP m. For the follower m ∈ F , its Hamiltonian function,
denoted by HL

m, is the same as (19), that is HL
m = Hm. Then,

the optimal synchronization strategy ηF∗
m for the follower m

is equivalent to η∗m, which is the solution to (25), and adjoint
equations λ̇m satisfies (24). Due to the strict concavity of HF

m,
ηF∗

m can be uniquely determined by (25), as a function of y,
ηL, [ηF∗

j ]j∈F\m and t, for all m ∈ F . That is, we can write

ηF∗
m = g̃m

(
y,λm, η

L, ηF∗
F\{m}, t

)
∀m ∈ F (27)

which can be further simplified by substituting [ηF∗
j ]j∈F\m

based on (27) into g̃m(·). Therefore, we can express ηF∗
m as a

function of y,λm, and ηL as follows:

ηF∗
m = gm

(
y,λm, η

L, t
) ∀m ∈M (28)

or the vector function ηF∗ = g(y,, ηL, t), where  :=
[λm]m∈F represents all the adjoint (costate) variables in P F .

Substituting (28) into (24), we obtain

λ̇m = ρλm − ∂Hm
(
y,gm

(
y,λm, η

L, t
)
, t

)

∂y
, m ∈ F . (29)

Equations (15)–(17), (23), (28), and (29) characterize the
follower’s best response to the leaders control path ηL∗.
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2) Leaders’ Problem P L: As for the leaders’ problem
P L, for any leader i ∈ L, it knows the followers’ best
responses. Therefore, different from the simultaneous differen-
tial game, the system dynamics additionally include the adjoint
equations of the followers’ problem. Again, similar to the fol-
lower’s game, among leaders, we obtain the Nash equilibrium.
As such, given the best responses of all the followers, and the
other opponent leaders play their strategy ηL

L\i, the optimal
control problem for the leader i ∈ L is formulated as follows:

max
ηL

i

Ji

(
ηL

i , η
F∗, ηL

L\{i}
)

s.t. (15)− (17), (23), (29), (28) (30)

where ηF∗ = g(y,, ηL, t) stated before. Then, we define the
Hamiltonian function for leader i as

HL
i

(
y,, ηL,ψ i,φi, t

) = Ji
(
ηL

i ,g
(
y,, ηL, t

)
, t

)
, ηL

L\i
)

+ ψ iẏ+
∑

m∈F
φmiλ̇

T
m (31)

for i ∈ L, where row vector ψ i = [ψij]2M
j=1 is the adjoint vari-

ables for the states y, row vector φmi = [φmij]2M
j=1 is the adjoint

variables for the adjoint variables λm, and φi = [φmi]m∈F .
Note that the last term φmiλ̇

T
m is an inner product as λ̇m is a

row vector, and (·)T is the transpose operation.
We then have the optimality conditions (again applying

Theorem 3)

∂HL
i

(
y,, ηL,ψ i,φi, t

)

∂ηL
i

= 0 (32)

ψ̇ i = ρψi − ∂HL
i

(
y,, ηL,ψ i,φi, t

)

∂y
(33)

φ̇mi = ρφmi −
∂HL

i

(
y,, ηL,ψ i,φi, t

)

∂φmi
(34)

for i ∈ L and m ∈ F .
Different from the follower’s game, there is one more

transversality condition for an adjoint variable in the leader’s
problem, which depends on the costate variables in the fol-
lower’s problem [53]. Let λmj ∈  where j = 1, 2, . . . , 2M
and m ∈ F be a co-state variable in the follower’s problem,
and φmij(t) ∈ φmi be the costate variable of λmj. Then the
costate variable λmj(t) is called uncontrollable by the leader,
if λmj(0) is independent of the leader i’s control path ηi, e.g.,
a function of time t only. Otherwise, it is said to be con-
trollable. For those leaders’ uncontrollable states, additional
transversality conditions are needed, by setting φmij(0) = 0.

Similarly, the concavity of the leader’s Hamiltonian func-
tion HL

i in (31) ensures ηL∗
i can be uniquely expressed as

a function of y,, ηL\{i},ψ i,φi, t for all i ∈ L. As such,
after simplification, ηL∗

i = hi(y,,ψ i,φi, t), or the vector
function ηL∗ = h(y,,�,�, t), where � = [ψ]i∈L and
� = [φi]i∈L. By backward induction, namely, substituting
ηL∗ = h(y,,�,�, t) into (28), (33), and (34) we can obtain
the dynamics of the system states in (15), (29), (33), and (34)
with only the states and time variable, i.e., y,,�,�, and t.
Together with the boundary conditions for the system states,

Algorithm 1: Implementation of Dynamic Hierarchical
Framework

Input: VSPs’ utility parameters, UAVs’ parameters, and
system parameters. Initialize x(0), z(0).

Output: optimal control path η∗(t) and its associated system
states x(t) and z(t)

1: Lower-level Evolutionary Game
2: Compute um(x, η) for all m ∈M and ū
3: for m ∈M do
4: Derive the population dynamics given in Eq. (4)
5: end for
6: Upper-level Differential Game
7: for m ∈M do
8: Obtain the objective functions Jm in Eq. (5) and the

Hamiltonian function Hm

9: Derive the dynamics for the co-states variables,
namely Eq. (24) for simultaneous play and
Eqs. (24), (33) and (34) for hierarchical play.

10: end for
11: Solve the boundary value problems to return η∗(t)

a two point boundary value problem is defined, which can be
solved numerically as stated earlier in Section V.

The implementation is given in Algorithm 1. The complex-
ity is as follows. Given that there are M players in the game,
the population states x is of dimension M − 1, and the DTs’
value states z(t) is of dimension M. Thus, the overall number
of system states is linear in M so are the co-states variables.
Therefore, it is clear that steps 8 and 9 are of complexity
O(M) and step 4 has complexity O(1). Therefore, the overall
complexity is O(M2).

VII. PERFORMANCE EVALUATION

In this section, we examine and validate the theoretical find-
ings presented in the previous section. First, we numerically
demonstrate the existence, uniqueness, and stability of equilib-
rium obtained in the lower level evolutionary game (ESS). We
then conduct sensitivity analyses by varying a series of system
parameters, including the number M of VSPs, learning rate δ,
decay rate θm, and discount rate ρ. Finally, we compare the
results obtained by simultaneous differential game, Stackelberg
differential game, and the static Stackelberg game. Parameters
used in the simulation experiment are listed in Table II.

A. VSPs Are Simultaneous Decision Makers

1) Uniqueness and Existence of the ESS: We first consider
the case that VSPs simultaneously determine their synchro-
nization strategies. We first consider a representative case with
two VSPs in the Metaverse, and the DT value decay rates for
2 VSPs are θ1 = 0.05 and θ2 = 0.1. Both VSPs have 80
DTs and the number of UAVs is 500. The learning rate is
δ = 0.05 and the discount rate is ρ = 1 for both VSPs. The
initial values of the DTs are 40 for both VSPs. The time hori-
zon T = [0, 300]. The initial population states is given as
x(0) = [0.5, 0.5] (i.e., without prior knowledge, the chance of
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TABLE II
SIMULATION PARAMETERS

(a)

(b)

Fig. 3. Existence, uniqueness, and stability of the ESS in the lower level
evolutionary game. (a) Evolution of UAV population states shows that the
unique equilibrium in the lower level evolutionary game for two simultaneous
decision-making VSPs. (b) Direction field of the replicator dynamics shows
the evolutionary stability of the equilibrium in the lower level game.

selecting each VSP is the same among the UAV population at
time 0).

To examine the existence and uniqueness of the lower level
evolutionary game, we plot the trajectories of the population
states over time in Fig. 3(a), which indicates the percentage of
UAVs selecting each VSP over time. It can be seen that x2(t)
increases steadily over time, while x1(t) decreases. After a few
iterations, the population states x(t) reach an equilibrium state
x = [0.33, 0.67]. This numerically demonstrates the unique
existence of the equilibrium in the lower level evolutionary
game.

To further understand the reason why x2(t) increases over
time, we plot the synchronization strategies of both VSPs in
Fig. 4(a). We observe that on average VSP 2 adopts a higher
synchronization rate than that of VSP 1. Because VSPs’ syn-
chronization strategy is positively correlated with the incentive
pool offered to the UAVs, VSP 2 can issue more rewards to
UAVs, and, therefore, UAVs that selected VSP 1 initially may
switch their VSP selection to VSP 2 so as to enjoy higher pay-
offs, thereby increasing the value of x2(t) over time. However,
as more UAVs select VSP 2, the average reward that a single
device can receive decreases. Therefore, x2(t) stops increasing
after some rounds of iterations and remains stable, i.e., reaches

(a)

(b)

Fig. 4. Trajectories of controls and other system states in the simultaneous
differential game with two VSPs. (a) Trajectories of synchronization intensity,
chosen by each VSP. (b) Trajectories of the DTs’ value states.

an equilibrium state, after which UAVs have no incentive to
change their strategies.

2) Digital Twin Value States: After studying the evolu-
tion of the population states in the lower level evolutionary
game x(t), we continue the analysis of the system state by
plotting the evolution of DT value states, z(t), in Fig. 4(b).
It can be seen that the DT values of both VSPs increase
from their initial value of 40 toward the preferred thresh-
old vm = 60, after several iterations. In addition, we observe
that the DT values of VSP 1 increase faster than those of
VSP 2, in part due to the lower decay rate of VSP 1. The
figure demonstrates the validity of our proposed solution, IoT-
assisted Metaverse synchronization. In particular, to increase
and preserve DT values at a certain preferred level, IoT can
assist VSPs in collecting fresh data with respect to (w.r.t.)
their real entities. The improved DT values result in a higher
quality virtual business for VSPs as well as improving user
experience.

3) Stability of Equilibrium in the Lower Level Evolutionary
Game: Having demonstrated the ESS’s unique existence in
Section VII-A1, we now investigate the stability of the ESS,
namely, if the mutant strategy in the UAV population can
evolve toward the ESS, given a small perturbation around the
equilibrium point. We only examine x1(t) as x2(t) = 1−x1(t).
We vary x1(0) ∈ [0.2, 0.8] in step size of 0.067 while fixing
the digital value states z(t), the same as their equilibrium in
the last section (Section VII-A2). Fig. 3(b) shows the evo-
lution direction of x1(t) over time. Clearly, the population
states converge to the ESS (x1 = 0.33) from any initial strat-
egy distribution over the UAV population. In addition, mutant
strategies could be eliminated by the adaptive process of VSP
selection, which demonstrates the robustness and stability of
the ESS in the lower level game.

B. Sensitivity Analysis

We now study the sensitivity of the results to changes in
system parameter values, including the number of UAVs M,
learning rate δ, and decay parameter θm.
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Fig. 5. Trajectories of population states x(t), DT values z(t), and synchro-
nization intensities η(t) for the simultaneous differential game with M = 4,
exhibiting similar patterns as those of previous experiments with M = 2.

1) Varying M, the Number of VSPs in the Metaverse: We
first consider a case with a larger value M = 4. The parame-
ters for VSPs 1 and 2 are identical to those in Section VII.The
parameters of the additional two VSPs are d3 = 80, d4 = 80,
θ3 = 0.15, and θ4 = 0.2. The initial population states is
x(0) = [0.25, 0.25, 0.25, 0.25]. The initial DT values are
z(0) = [40, 40, 40, 40].

Fig. 5 shows the trajectories of the population states x(t),
synchronization intensities η(t), as well as the their DT values
z(t). In general, we observe a similar pattern to the case of
M = 2, namely, all trajectories converge in the long run. This
means the dynamic interactions between the VSPs and UAVs
become stable after several rounds of iterations. In particu-
lar, for x, we observe that x4(t) increases over time, as VSP 4
increases its synchronization intensity in response to the higher
decay rate of its DTs. As a result, higher incentives (as posi-
tively correlated with the synchronization intensity) can attract
more UAVs to aid the collection of synchronization data for
VSP 4. However, as shown in the second subfigure of Fig. 5,
DTs from VSP 1 are of the highest values over time, even
though its UAV selection is the lowest. The reason is that the
decay rate of VSP 1 is the lowest. With the minimal provi-
sion of synchronization data, the values of its DTs can still be
maintained. In contrast, though the selection of VSP 4 is the
highest among the UAV population, it is still not enough to
improve the DT values of VSP 4 to reach the threshold, 60.

2) Varying δ, Learning Rate in the Evolutionary Dynamics:
The effect of the learning rate δ on the simultaneous dif-
ferential game of the four VSPs can be seen in Fig. 6.
The experiment parameters are the same as presented in
Section VII-B1, except for δ ∈ {0.01, 0.02, 0.1}. Fig. 6(a)
shows the trajectories of the population states x1(t), x2(t), and
x3(t) under different values of δ. Clearly, δ = 0.1 gives the
fastest convergence speed of the population states in the evo-
lutionary game, whereas δ = 0.01 gives the slowest speed.
This can be explained by the fact that the learning rate
reflects the strategy adaptation frequency, e.g., the percentage
of UAVs adjusting their VSP selection at each time instant.
Consequently, learning rates control how quickly strategies
converge in the lower level evolutionary game.

Fig. 6(b) shows the trajectories synchronization intensities
η(t) of four VSPs under various values of learning rate in

(a)

(b)

Fig. 6. Sensitivity analysis of learning rate δ. (a) Population states. (b) Sync
intensities.

the lower level game. First, we observe that there is a sta-
ble strategy for all the VSPs after a few iterations for any
value of δ. In addition, similar to the findings in Fig. 6(a),
we can also observe that the lower the value of δ, the longer
it takes to achieve a stable control strategy. However, unlike
x(t) in Fig. 6(a) that it always converge to the same equilib-
rium state under various δ, we observe that the equilibrium
synchronization intensities are at different values under the
different values of δ, especially for VSPs with higher decay
rates, such as VSPs 3 and 4 in the experiment. The reason is
that players (VSPs) in the upper level game make decisions
(synchronization intensity) based on discounted accumulative
payoffs, and that recent payoffs carry greater weight on cumu-
lative payoffs. Note that an even selection of VSPs in the UAV
population does not favor VSPs 3 and 4 because they may
require more UAVs to assist the task due to higher decay rates.
Therefore, a small learning rate in the lower level game can
make VSPs 3 and 4 stay in the unfavored position for a longer
time and decrease the overall discounted payoff. Subsequently,
VSPs may decide to reduce their synchronization intensity in
response to this situation.

In contrast, selections of VSPs by UAVs modeled by the
replicator dynamics in evolutionary games, are myopic. UAVs
only target payoffs in the infinitesimal vicinity of the present
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Fig. 7. Sensitivity analysis of DT value decay rate θ1.

Fig. 8. Sensitivity analysis of time discount rate ρ.

time without discounting those future payoffs or referring to
the long-term memory. With such a myopic nature, population
states can always reach the same set of equilibrium states given
the varying learning rates.

3) Varying θm, the Decay Rate of VSP: The impact of the
decay rate θ on the lower level game (UAVs’ VSP selection
distribution) and the upper level game (VSPs’ synchronization
intensity) is shown in Fig. 7. While keeping all the param-
eters the same as in the previous experiment, we set the
learning rate δ as 0.05 and vary the decay rate for VSP 1,
i.e., δ1 ∈ [0.05, 0.2] in step size of 0.0167. We plot popu-
lations states x in equilibrium and synchronization intensity
η in equilibrium for all VSPs. We observe that the value of
η1(t) increases as the decay rate of VSP 1 increases, whereas
ηi(t), i = 2, 3, 4 decrease. The reason is that a higher decay
rate of DTs indicates that VSP 1 requires more synchronization
data to maintain its DT status, and, therefore, VSP 1 increases
its synchronization intensity in response. Faced with a higher
incentive offered by VSP 1, more UAVs adjust their strategies
to work for VSP 1, thereby increasing x1(t). However, subject
to a limited number of UAVs assisting the Metaverse, data pro-
visions to other VSPs are affected. Consequently, we observe
a decrease in synchronization intensity for the remaining VSPs
as well as fewer UAV selections. The result demonstrates the
dynamic interactions between the two levels of the game, i.e.,
between the VSPs and UAVs.

4) Varying ρ, the Discount Rate: Fig. 8 shows the effect
of VSPs’ discount rate ρ on the synchronization intensity η in
equilibrium. We keep the experiment parameters the same as
in the last experiment and set the value of δ1 to 0.05. Then,
we vary ρ ∈ [0.5, 1] in step size of 0.05. We observe that the
synchronization intensities for all VSPs decrease as the value
of the discount factor increases. The reason is that the higher
value of ρ, the lower the value of e−ρt given a fixed t, thereby
having a greater discounting effect on the future instanta-
neous utility at the time t. Therefore, Jm,m = 1, 2, 3, 4, the
discounted cumulative payoffs, for all VSPs are smaller. In
response, all VSPs lower their synchronization intensity.

Fig. 9. Sensitivity analysis of UAVs population size N.

Fig. 10. Sensitivity analysis of data price α1.

Fig. 11. Sensitivity analysis of data request rate k1.

5) Varying N, the Size of UAV Population: Fig. 9 shows
the effect of UAVs population size n on the synchronization
intensity η in equilibrium. We keep the experiment parameters
the same as in the last experiment and set the value of N from
350 to 550 in step size of 20. We observe that the synchroniza-
tion intensities for all VSPs increase as N increases. Because
the higher value of N is, the more data that can be supplied
by the IoT group, thereby allowing the VSPs to have a higher
synchronization intensity. Among the four VSPs, the increase
for VSP 4 is the most significant because its DTs have higher
decay rates and, therefore, require higher synchronization data
supply.

6) Varying αm, the Data Price: Fig. 10 shows the effect of
data price αm on the synchronization intensity η in equilibrium
in the upper level game. We keep the experiment parameters
the same as in the last experiment and vary the value of α1
from 0.01 to 1. We observe that the synchronization intensities
for VSP 1 increase as the value of the α1 increases. Because
the higher value of α1 indicates more accumulated payoffs
can be obtained by VSP 1, this allows VSP 1 to afford a
higher synchronization intensity. In contrast, the synchroniza-
tion intensities for the remaining VSPs declined slightly. The
reason is that more UAVs choose VSP 1 and with a lower
synchronized data supply, the synchronization intensities for
the remaining VSPs drop.

7) Varying km, the Data Request Rate: Fig. 11 shows the
effect of data request rate by DTs on the synchronization
intensity η in equilibrium for the upper level game. We keep
the experiment parameter values the same as in the last
experiment and vary the value of k1 from 0.1 to 0.5. We
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Fig. 12. Sensitivity analysis of cost weight parameter w3
1.

observe that the synchronization rate for VSP 1 decreases as
the value of k1 increases. The higher value of k1 implies that
more synchronization data are needed for one-time synchro-
nization. In order to meet the demand for DTs based on the
data supplied from UAVs, the VSPs choose to decrease the
synchronization intensity such that demand and supply can be
matched.

8) Varying w3
m, the Cost Weight Parameter in the Objective

Functional: Fig. 12 shows the effect of the cost weight
parameter w3

1 on the synchronization intensity η in equilib-
rium in the upper level game. w3

1 is the weight parameter for
the penalty term (i.e., cost to the VSPs) when the DTs’ val-
ues are not meeting the threshold. We keep the experiment
parameter values the same as in the last experiment and vary
the cost weight parameter value of w3

1 from 0.01 to 0.03. We
observe that the synchronization rate for VSP 1 increases as
the value of w3

1 increases. The higher value of w3
1 implies that

more costs are incurred to VSP 1 if the DTs’ values are far
away from the expected values. In response, VSP 1 increases
its synchronization intensity. Moreover, when the cost weight
parameter is sufficiently large, the synchronization intensity
at the equilibrium becomes unchanged. The reason is that the
cost incurred by low-valued DTs dominates the VSP 1’s objec-
tive functional and, therefore, VSP 1’s equilibrium strategy
becomes similar when the weight term is large.

C. Comparison With the Hierarchical Play

We conducted an experiment to compare three cases:
1) simultaneous moves VSPs, i.e., a simultaneous differential
game; 2) hierarchical moves VSPs (i.e., the Stackelberg dif-
ferential game, as presented in Section VI); and 3) a static
Stackelberg game with an evolutionary game, as a bench-
mark. In the static Stackelberg game, there is no dynamic
interaction between VSPs and UAVs: VSPs perform do a
one-step optimization at the very beginning, and then UAVs
populations evolve with the static synchronization intensity. In
other words, in the static Stackelberg game, ηm(t) = Cm ∀t,
where Cm is some constant that optimizes VSP m’s strategy.
The steps to obtain a solution for a static Stackelberg game
can be found in [55]. For illustration, we consider the case
of one leader and two followers in the Stackelberg differential
game and three simultaneous VSPs in the simultaneous differ-
ential game. As for the experiment setting, we consider VSPs
1 to 3 from the previous experiment and allow VSP 3 to be
the leader. Additionally, we set δ = 0.02 and ρ = 1.

As shown in Fig. 13, both the Stackelberg differential game
and simultaneous differential game provide higher discounted

Fig. 13. Comparison of the accumulative payoffs discounted at the present
time for Stackelberg differential game, simultaneous differential game, and
static Stackelberg game (baseline).

cumulative payoffs than the static Stackelberg game. The
reason is that both the Stackelberg differential game and simul-
taneous differential game capture the dynamic interactions
between VSPs and UAVs and, thus, optimize the synchroniza-
tion intensity control over time. It can also be observed that
the Stackelberg differential game yields slightly higher dis-
counted cumulative payoffs than the simultaneous differential
game, especially for the leader. The reason is that the leader’s
decision can affect the followers’ decisions and, thus, the
synchronization intensity control obtained by VSP 3 (leader)
under the Stackelberg differential game can help improve the
overall discounted utilities.

VIII. CONCLUSION

In this article, we proposed a dynamic hierarchical frame-
work to address the problem of DT synchronization for the
VSPs in the Metaverse with assistance from UAVs. In par-
ticular, we proposed a temporal value decay dynamics to
measure the DT values and how they are affected by the
VSPs synchronization strategy. In addition, a group of UAVs
can assist VSPs to collect the most up-to-date status data
of the physical counterparts to the DTs. Then, we adopted
an evolutionary game to model the dynamic VSP selection
behaviors for the population of UAVs. Open-loop Nash solu-
tions were used to determine the optimal controls for the
VSPs in the upper level after formulating the upper level
problem as a differential game. To make the solution more
realistic, we also considered the case where a group of VSPs
can be the first movers in the market, and formulated it
as a Stackelberg differential game. Experiments and proofs
showed that the equilibrium point of the lower level game
exists and is evolutionarily stable. In addition, the experiments
demonstrated that dynamical games (both simultaneous differ-
ential game and Stackelberg differential game) outperform the
static Stackelberg game. The equilibrium adaptation for dif-
ferent system parameters was also investigated. The extension
to interoperability among VSPs will be considered in future
work.

APPENDIX A
EQUILIBRIUM UNIQUENESS AND EXISTENCE

Proof: Let the right-hand side of (4) denote by fm(x, η).
For fixed control path η(t), let f̃m(x, t) := fm(x, η). Then, the
differential equation (4) reduces to the ordinary differential
equation

ẋm(t) = f̃m(x, t) ∀m ∈M. (35)
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First, f̃m is continuous when η(t) is continuous. Next, for a
fixed time t and given control sequence η(t), the utility um(t)
is bounded, achieving maximum value when xm = 1/dm and
the minimum value when xm = 1 for xm > 0. If xm = 0,
um ≡ 0 and is bounded as well. Therefore, the partial deriva-
tive of um w.r.t xm, ([∂um]/[∂xm]), is bounded and, thus,
([∂um]/[∂xq]) = 0 for q �= m. Therefore, ([∂ ū]/[∂xm]) = um+
xm([∂um]/xm) is bounded as well. Next, we can show that the
partial derivatives of f̃m w.r.t. xq for q �= m is bounded, since
([∂ f̃m]/[∂xq]) = −δxm[uq+xq([∂uq]/[∂xq])] and partial deriva-
tives of f̃m w.r.t. xm is bounded given that ([∂ f̃m]/[∂xq]) =
δ(um − ū) + δxm[([∂um]/[∂xm]) − ([∂ ū]/[∂xm])]. Thus, f̃ is
bounded for all (x, t) ∈ � × R, i.e., the Cartesian prod-
uct of the state space and the 1-D real space. Therefore, by
the mean value theorem, it can be proved that |f̃m(x, t) −
f̃m(y, t)|/|x − y| is bounded for all t ∈ R, which implies that
f̃m(x, t) satisfies the global Lipschitz condition [56] and, con-
sequently, a unique solution to the dynamical system exists
globally.

APPENDIX B
EQUILIBRIUM STABILITY

Proof: We adopt the Lyapunov direct method [19] for the
proof, by showing that the time derivative of the Lyapunov
function is strictly negative. Let x∗ = [xm]m∈M be the interior
stationary points and let the error function denote by em(t) :=
x∗m(t)− xm(t). In this regard, a Lyapunov function Vm : T →
R+ can be defined by Vm = e2

m(t)/2. Its time derivative V̇m

can be derived as follows:

V̇m = −emδxm(um − ū). (36)

When um > ū, the population ratio xm increases, and, there-
fore, em(t) > 0. As xe �= 0, we have V̇e < 0. When um < ū,
the population ratio xm decreases, and, therefore, xm(t) < 0,
which also implies V̇e < 0. Therefore, the interior stationary
point is asymptotically stable, based on the Lyapunov stability
theory.
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