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Abstract—In this paper, we propose a manifold optimization
empowered two-timescale channel estimation (MO-TTCE) scheme
for reconfigurable intelligent surface (RIS)-assisted multi-user mil-
limeter wave massive MIMO systems. Since the base station (BS)
and RIS remain relatively stationary while the user equipments
(UEs) are mobile, the coherence time of the RIS-BS channel is
significantly longer than that of the UE-related channels, namely
the UE-RIS and UE-BS channels. Therefore, it is sufficient to
estimate the RIS-BS channel only once in the large timescale,
while frequently estimating the UE-related channels in the small
timescale. We leverage the sparse and low-rank properties of the
RIS-BS channel and transform the channel estimation problem into
a series of sparse low-rank matrix recovery (SLRMR) problems,
specifically �1-norm regularized constrained optimization prob-
lems with the feasible region being a complex bounded-rank (CBR)
matrix set. To ensure the differentiability of the objective function,
we employ a differentiable Huber-γ function as a substitute for
the �1-norm. To handle the non-convex nature of the CBR matrix
set, we treat the complex fixed-rank (CFR) matrix set as a CFR
manifold and consider the CBR matrix set as a collection of CFR
manifolds, thereby employing manifold optimization techniques to
solve the problem. Furthermore, in the small timescale, we utilize
the downlink pilot transmission and uplink feedback scheme to
simultaneously estimate all UE-RIS channels. Simulation results
show that the proposed MO-TTCE scheme can enhance the accu-
racy of channel estimation and reduce pilot overhead.

Index Terms—Channel estimation, reconfigurable intelligent
surface, manifold optimization, low-rank constraint.

I. INTRODUCTION

R ECONFIGURABLE intelligent surfaces (RISs) have re-
cently emerged as a promising technology for enhancing
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communication system performance by dynamically reconfig-
uring the wireless propagation environment [1], [2], [3]. A
RIS consists of multiple reconfigurable passive reflecting ele-
ments and an intelligent controller connected to a base station
(BS). Each reflecting element can be independently controlled
to adjust the phase shift of the incident signal, enabling the
enhancement of desired signals or suppression of interfering
signals [4]. In this manner, RISs have the potential to improve
system performance in wireless communication systems.

Obtaining precise channel state information (CSI) is essential
to fully realize the benefits of RISs [5]. However, channel
estimation in RIS-assisted systems presents new challenges due
to the lack of active components in the RIS architecture. On
the one hand, conventional approaches cannot independently
estimate RIS-related channels, namely the channel between user
equipment (UE) and RIS and the channel between RIS and the
BS, due to the inability to sense signals. On the other hand,
the increasing number of RIS elements increases the channel
dimensionality, leading to significant pilot overhead. To address
these challenges, the concept of cascaded channels has been
introduced, representing the combined channels of UE-RIS and
RIS-BS [6]. Mishra et al. initially proposed estimating cascaded
channels using a least square (LS)-based approach, sequentially
turning on and off each RIS element [7]. However, the channel
estimation accuracy is compromised by the low signal-to-noise
ratio (SNR) at the receiver, as only one RIS element is turned
on at a time. To address this limitation, Jensen et al. proposed a
method in which all RIS elements are turned on during training,
and the reflection vectors are selected from the columns of
the discrete Fourier transform (DFT) matrix [8]. Additionally,
Araújo et al. extended the MISO scenario to the MIMO sce-
nario and introduced parallel factor (PARAFAC)-based channel
estimation methods to estimate the cascaded channel by decom-
posing it into BS-RIS and RIS-UE channels using the PARAFAC
tensor model [9].

Several works have focused on further reducing the pilot
overhead in RIS-assisted systems. Yang et al. proposed the
RIS element grouping method, which groups neighboring RIS
elements to reduce the effective number of RIS elements and
consequently reduces the pilot overhead [10]. Wang et al. ex-
tended this method to the multi-user scenario, exploiting the
correlation between user channels (i.e., all users share the same
RIS-BS channel) to further reduce the pilot overhead [11]. Hu
et al. considered the relative stationarity of the BS and RIS
compared to mobile UEs and proposed a two-timescale channel
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estimation scheme that reduces the long-term pilot overhead
by estimating the RIS-BS channel on a large timescale and the
UE-related channels (i.e., the UE-RIS and UE-BS channels) on
a small timescale [12]. Subsequent studies extended these works
to millimeter wave systems, which are characterized by a limited
number of available paths and therefore exhibit sparse and
low-rank properties. Wang and Lin et al. leveraged the sparsity
of millimeter wave channels to propose compressed sensing
(CS)-based channel estimation approaches, effectively reducing
pilot overhead [13], [14]. Additionally, He et al. leveraged the
fixed-rank property of millimeter wave channels to formulate
the RIS-related channel estimation problem as a combination of
matrix factorization and fixed-rank matrix completion problem,
reducing pilot overhead [6]. Lin et al. utilized both the sparse and
fixed-rank properties of millimeter wave channels to propose a
complex fixed-rank (CFR) manifold optimization-based channel
estimation algorithm, enhancing the accuracy of channel esti-
mation [15]. However, this work directly extends conclusions
from the real fixed-rank manifold to the CFR manifold without
a robust theoretical foundation. Furthermore, all the aforemen-
tioned works relied on unrealistic prior knowledge of the channel
rank, necessitating a shift from the fixed-rank assumption to a
more flexible low-rank assumption. Consequently, effectively
combining the sparse and low-rank properties to enhance the
accuracy of channel estimation while reducing pilot overhead
remains an unresolved challenge. Further research is needed to
address this issue.

This paper proposes a manifold optimization empowered two-
timescale channel estimation (MO-TTCE) scheme for multi-
user millimeter wave massive MIMO systems assisted by RIS.
Over a large timescale, a dual-link pilot transmission is imple-
mented to estimate the RIS-BS channels. During this trans-
mission, the BS operates in full-duplex mode, enabling the
transmission of pilots from a single BS antenna to the RIS
through the downlink channel. Simultaneously, the RIS reflects
the received signal back to the remaining BS antennas via the
uplink channel. This forms a cascaded BS-RIS-BS channel,
known as the dual-link channel, which encompasses crucial
information about the RIS-BS channel. The dual-link channel
estimation problem is formulated as a sparse low-rank matrix
recovery (SLRMR) problem, and a manifold optimization-based
sparse low-rank matrix recovery (MO-SLRMR) algorithm is
proposed to solve this problem. Based on the estimated dual-link
channels, we can then estimate the RIS-BS channel. At a small
timescale, a downlink pilot transmission and uplink feedback
scheme are adopted to estimate the frequently changing UE-
related channels, reducing the pilot overhead. In summary, the
contributions of this paper can be outlined as follows:
� The paper leverages the sparse and low-rank properties

of millimeter wave channels to formulate the dual-link
channel estimation problem as an SLRMR problem. By
incorporating these properties, the paper achieves a more
precise characterization of millimeter wave channels, re-
sulting in enhanced channel estimation accuracy. Addi-
tionally, imposing sparsity and low-rank constraints into
the target solution reduces the pilot overhead required to

ensure the uniqueness of the solution compared to schemes
that rely on either the sparse or low-rank property alone.

� Conventional �1-norm regularization terms, commonly
used to promote sparsity, impose limitations on the applica-
bility of widely used smooth optimization algorithms due
to their non-smooth nature. To overcome this limitation,
we propose a substitution using the differentiable Huber-γ
function. Additionally, considering the non-convexity of
the complex bounded-rank (CBR) matrix set, we treat it
as a collection of CFR manifolds and utilize manifold
optimization techniques to optimize within the CBR matrix
set. To ensure a seamless transition between different CFR
manifolds, we further derive the geometric properties of
the CBR matrix set. Finally, we develop the MO-SLRMR
algorithm to solve the SLRMR problem.

� In scenarios where direct UE-BS channels exist, a down-
link pilot transmission and uplink feedback scheme is
designed to estimate the UE-RIS channels, with the pilot
overhead being proportional to the number of RIS ele-
ments. This approach offers a reduction in pilot overhead
compared to traditional uplink pilot transmission schemes,
which require pilot overhead proportional to the product of
the number of RIS elements and the number of UEs.

Organization: Section II introduces the system model of RIS-
assisted wireless communication and discusses the dual-link
pilot transmission under full-duplex modes. Section III presents
the proposed MO-TTCE scheme for the multi-user millimeter
wave system using the two-timescale channel estimation frame-
work. The details of the core MO-SLRMR algorithm are omitted
for brevity but will be discussed later. Section IV derives the
geometric properties of the CBR matrix set based on those of the
CFR manifold, providing the necessary geometric foundation
for algorithm implementation. Section V details the proposed
MO-SLRMR algorithm. Section VI presents the simulation
results obtained from our experiments. Section VII concludes
the paper.

Notation: Matrices are represented by bold uppercase letters,
vectors are denoted by bold lowercase letters, and scalars are
represented by the normal font. The i-th element of vector a is
denoted by [a]i, the (i, j)-th element of matrix A is denoted by
[A]i,j , and the i-th row of matrixA is denoted as [A]i,:. rank(·),
tr(·), ·T , ·H , ·∗, and ·† are the rank, trace, transpose, Hermitian
transpose, complex conjugate, and pseudo-inverse of matrices,
respectively. 1N and 0N denote N × 1 all-ones and all-zeros
vector, respectively. 0N×N and IN×N denote N ×N zero and
identity matrices, respectively.⊗,�, and • denote the Kronecker
product, Hadamard product, and transpose Khatri-Rao product,
respectively.x ∼ CN (0N ,Σ) represents a circularly symmetric
complex Gaussian vector x with zero mean and covariance
matrix Σ.

II. SYSTEM MODEL

In this paper, we investigate a RIS-assisted multi-user mil-
limeter wave massive MIMO system, as depicted in Fig. 1.
The BS employs a uniform planar array (UPA) consisting of
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Fig. 1. System model of the considered RIS-assisted multi-user millimeter
wave massive MIMO system.

M =MxMy antennas, where Mx and My represent the num-
ber of antennas in the elevation and azimuth domains, respec-
tively. Similarly, the RIS is equipped with a UPA consisting
of N = NxNy passive reflecting elements. Moreover, the RIS
controller, situated within the RIS itself, communicates wire-
lessly with the BS (represented by the dashed line) to enable
information exchange and control operations. The system serves
K UEs, with each UE being equipped with a single antenna. The
system operates under the time division duplex (TDD) protocol.
Here, we assume that the channels experience block fading,
which implies that the channels remain constant over specific
time blocks and undergo changes across different time blocks.
Specifically, considering that the BS and RIS are generally
stationary while the UEs are mobile, the channels related to the
UEs change more frequently compared to the RIS-BS channel.
As a result, the coherence time of the UE-related channels,
represented by T u, is significantly smaller than that of the
RIS-BS channel, denoted as T b, i.e., T b � T u [12]. Within
their respective coherence times, the corresponding channels
remain constant.

A. Millimeter Wave Channel Model

Let G ∈ C
M×N represent the public channel from the RIS to

the BS. The channels from the k-th UE to the RIS and from the
k-th UE to the BS are denoted as fk ∈ C

N and hk ∈ C
M , re-

spectively, wherek = 1, . . . ,K. These channelsG,{fk}Kk=1 and
{hk}Kk=1 remain unchanged within their respective coherence
times, which can be modeled using the narrowband geometric
channel model described in [13]:

G =

√
MN

Q

Q∑
q=1

αqaBS

(
θazq , θ

el
q

)
aHRIS

(
φazq , φ

el
q

)
, (1)

fk =

√
N

Pk

Pk∑
pk=1

βpk
aRIS

(
ψaz
pk
, ψel

pk

)
, (2)

hk =

√
M

Lk

Lk∑
lk=1

γlkaBS

(
ωaz
lk
, ωel

lk

)
, (3)

whereQ, Pk, and Lk denote the numbers of paths in the respec-
tive channels, αq, θ

az
q (θelq ), and φazq (φelq ) denote the complex

path gain, the azimuth (elevation) angle of arrival (AoA) at the
BS, and the azimuth (elevation) angle of departure (AoD) at
the RIS of the q-th RIS-BS path, respectively. Similarly, βpk

and ψaz
pk
(ψel

pk
) denote the complex path gain and the azimuth

(elevation) AoA at the RIS of the pk-th UE k-RIS path, re-
spectively. γlk and ωaz

lk
(ωel

lk
) denote the complex path gain and

the azimuth (elevation) AoA at the BS of the lk-th UE k-BS
path, respectively. Moreover, aBS(·, ·) and aRIS(·, ·) denote the
array steering vectors of the UPA at BS and RIS, respectively.
The steering vector of a half-wavelength spaced UPA with size
Mx ×My is expressed as [16]:

a
(
θaz, θel

)
=

1√
M

[
1, eju, . . . , ej(M

x−1)u
]T

⊗
[
1, ejv, . . . , ej(M

y−1)v
]T
, (4)

where u � π cos(θel) and v � π sin(θel) cos(θaz).
Given the serious path loss of millimeter wave channels, the

number of pathsQ in the channel G is significantly smaller than
the dimension ofG, i.e.,Q	 min(M,N). Moreover, the AoAs
and AoDs are typically well-separated, and the corresponding
array steering vectors in (1) are linearly independent. Therefore,
we can conclude that rank(G) = Q.

Next, we present the angular domain channel model of G,
which exhibits sparse and low-rank characteristics. To achieve
this, we initiate a fine sampling procedure for the value ranges
of θazq , θelq , φazq and φazq . Using the obtained discrete sam-
pling points, we can form the over-complete codebooks FBS ∈
C

M×MG (MG ≥M ) and FRIS ∈ C
N×NG (NG ≥ N ). Specif-

ically, taking FBS as an example, each column of FBS take
the form of aBS(θ

az
q , θ

el
q ) with θazq and θelq are sampled from the

ranges [0, π) and [−π/2, π/2), respectively. This design ensures
that rank(FBS) =M and rank(FRIS) = N . Then, the angular
domain representation of G is as follows:

G = FBSΣGFH
RIS, (5)

where ΣG ∈ C
MG×NG represents the sparse angular domain

channel representation of G. Considering the rank property of
matrix products [17], we can deduce that

rank (ΣG) = rank (G) = Q. (6)

This implies that the sparse angular domain channel repre-
sentation ΣG preserves the low-rank property of the original
channel matrix G. It is worth noting that when the true angles
are located on the discrete grid points obtained before, ΣG

contains Q non-zero elements corresponding to Q path com-
ponents. However, in practical scenarios, the true angles will lie
between the sampled grid points, leading to an increase in the
number of non-zero elements in the sparsest representation ΣG.
These additional non-zero elements primarily concentrate on the
codewords corresponding to the location of sampled grid points
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Fig. 2. Illustration of the dual-link pilot transmission scheme.

closest to the true angles [18]. This behavior can be partially
captured by the low-rank property.

B. The Dual-Link Pilot Transmission

The independent estimation of the channels related to the
RIS presents a significant challenge due to the absence of
active components within the RIS. However, by introducing a
full-duplex BS, the BS side can autonomously sense the RIS-BS
channel G. Here, let BSm refer to the m-th (m = 1, . . . ,M )
antenna of BS, and gm ∈ C

N represents the channel from BSm
to the RIS. According to the channel reciprocity under TDD
mode [19], we have gm = [G]Tm,:. The dual-link pilot transmis-
sion process is illustrated in Fig. 2. In the t-th slot,BSm operates
in transmit mode, sending the pilot signal. Simultaneously, the
RIS reflects the received signal back to the remaining M − 1
antennas of the BS, which operate in receive mode. This forms
a cascaded BS-RIS-BS channel, known as the dual-link channel.
It is important to note that apart from the RIS reflection, other
objects in the environment can also reflect signals back to the re-
mainingM − 1 antennas of the BS. This forms the environment
reflection channel. Moreover, since the BS works in full-duplex
mode, there is self-interference among the BS antennas. The
received signal at the remainingM − 1 antennas of the BS after
the self-interference mitigation is given by [20]:

ym[t] = [G]M\m,: diag (v[t])gmxm[t] + smxm[t]

+ im[t] + nm[t]

= [G]M\m,: diag (gm)v[t]xm[t] + smxm[t]

+ im[t] + nm[t]

= GT
mv[t]xm[t] + smxm[t] + im[t] + nm[t], (7)

where the set M\m represents the collection {1, . . . ,m−
1,m+ 1, . . . ,M}, diag(·) denotes the diagonalization op-
eration, and Gm � diag(gm)[G]TM\m,: represents the dual-
link channel from BSm to the other M − 1 antennas of

BS through the RIS. Moreover, sm represents the environ-
ment reflection channel from BSm to the other M − 1 an-
tennas of BS. The remaining self-interference term is de-
noted by im[t] ∼ CN (0M−1, σ

2
i I(M−1)×(M−1)), while nm[t] ∼

CN (0M−1, σ
2
nI(M−1)×(M−1)) represents the additive white

Gaussian noise (AWGN) [21]. By employing the mitigation
technique proposed in [22], the power of im[t] can be reduced
to twice that of nm[t], i.e., σi =

√
2σn. Furthermore, the RIS

reflection vector is denoted by v[t] ∈ CN×1, where each ele-
ment [v[t]]n represents the reflecting coefficient of the n-th RIS
reflecting element. To maximize the signal reflection, we assume
that |[v[t]]n| ≡ 1, n = 1, . . . , N . The pilot signal xm[t] has an
average transmit power of Pb, i.e., E{|xm[t]|2} = Pb. Here, the
notation E{·} represents the statistical expectation operation.

Next, we demonstrate that the rank of Gm is equal to Q.
Considering the expression Gm = diag(gm)[G]TM\m,:, it can
be observed that diag(gm) is non-singular since gm contains
no zeros. Therefore, we have rank(Gm) = rank([G]M\m,:).
Furthermore, expressing [G]M\m,: using the definition of G,
we have:

[G]M\m,: =

√
MN

Q

Q∑
q=1

αq

[
aBS

(
θazq , θ

el
q

)]
M\m

· aHRIS

(
φazq , φ

el
q

)
. (8)

As the basis vectors {aBS(θ
az
1 , θ

el
1 ), . . . ,aBS(θ

az
Q , θ

el
Q)} are lin-

early independent andQ	M , it can be easily deduced that the
basis vectors {[aBS(θ

az
1 , θ

el
1 )]M\m, . . . , [aBS(θ

az
Q , θ

el
Q)]M\m}

are also linearly independent. Then, the submatrix [G]M\m,:

maintains the same rank as the full matrix G, known to be Q.
Consequently, we have rank(Gm) = rank([G]M\m,:) = Q.

Furthermore, we can derive the angular domain channel
model of Gm, which also exhibits sparse and low-rank char-
acteristics:

Gm = DRISΣGm
FT

BSm
, (9)

where DRIS � [F∗RIS • F∗RIS]:,1:NG
, FBSm

� [FBS]M\m,:, and
ΣGm

∈ C
NG×MG represents the sparse angular domain channel

representation of Gm with rank equal to Q. A detailed proof of
this statement can be found in Appendix A.

III. THE PROPOSED MO-TTCE SCHEME

In this section, we propose the MO-TTCE scheme to reduce
the long-term pilot overhead by exploiting the variation in coher-
ence times among different channels. This scheme leverages the
sparse and low-rank properties of channels within the process.
The transmission frame associated with this scheme is divided
into two distinct Phases. During Phase 1, the public RIS-BS
channelG is estimated. Subsequently, in Phase 2, the UE-related
channels {fk}Kk=1 and {hk}Kk=1 are periodically estimated using
the previously estimated Ĝ, after which the transmission stage
is initiated. Estimating the high-dimensional and high pilot
overhead channel matrix G only once can effectively reduce
the pilot overhead in the long run.
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Fig. 3. The proposed two-timescale channel estimation and data transmission frame.

A. Two-Timescale Transmission Frame

As illustrated in Fig. 3, the two-timescale transmission frame
comprises two distinct Phases, spanning a total ofT b slots. Phase
1, dedicated to estimatingG, is divided intoL time blocks. Each
time block corresponds to a selected BS antenna BSml

working
in transmit mode, where l = 1, . . . , L, and ml ∈ {1, . . . ,M}.
Notably, each time block employs a different BS antenna for
transmission. Each time block consists of two parts: 1) Dual-link
pilot transmission with all RIS elements switched off. This
part is aimed at estimating the environment reflections sml

and occupies κ1 slots within the time block. 2) Dual-link pilot
transmission with all RIS elements switched on. This part is
used to estimate the dual-link channelGml

and occupiesκ2 slots
within the time block. Finally, based on the estimated {Ĝml

}Ll=1
in the L time blocks, the G can be estimated without requiring
additional pilot overhead.

Building upon the estimated Ĝ obtained in Phase 1, Phase 2
focuses on estimating {fk}Kk=1 and {hk}Kk=1. Phase 2 is further
divided into U = (T b − L(κ1 + κ2))/T

u time blocks, each oc-
cupying T u slots in total. For the sake of simplicity, we assume
that (T b − L(κ1 + κ2))/T

u is an integer. Each time block in
Phase 2 consists of three parts: 1) Uplink pilot transmission
with all RIS elements switched off. This part is used to estimate
UE-BS channels {hk}Kk=1 and occupies ρ1 slots. 2) Downlink
pilot transmission with all RIS elements switched on. This part is
combined with an uplink feedback to estimate UE-RIS channels
{fk}Kk=1 and occupies ρ2 slots. 3) Data transmission. Since all
the channels are known, the remaining T u − ρ1 − ρ2 slots are
used for data transmission.

B. The Estimation of the RIS-BS Channel

To simplify slot counting, we denote the beginning of each
time block as 1 in the subsequent discussion. During the l-th time
block, a specific BSml

is activated in transmit mode. In the first
part, BSml

continuously transmits pilot signals xml
[t] ≡

√
Pb

for t = 1, . . . , κ1 with all RIS elements turned off. According

to (7), during the t-th slot, the remaining antennas of the BS
receive signals after the self-interference mitigation, given by:

yml
[t] = sml

√
Pb + iml

[t] + nml
[t]. (10)

It is evident that the estimation of sml
using the LS criterion can

be expressed as:

ŝml
=

∑κ1
t=1 yml

[t]

κ1
√
Pb

, (11)

where at least one pilot is required to estimate sml
(i.e., κ1 ≥ 1).

In the subsequent part, BSml
continues to transmit the pilot

signals xml
[t] ≡

√
Pb for t = κ1 + 1, . . . , κ1 + κ2 with all RIS

elements turned on. Using the obtained ŝml
, we define the

effective receive signal ỹml
[t] as:

ỹml
[t] � yml

[t]− ŝml

√
Pb

= GT
ml

v[t]
√
Pb + uml

[t], (12)

where uml
[t] � (sml

− ŝml
)
√
Pb + iml

[t] + nml
[t] can be

treated as noise. Furthermore, by stacking κ2 effective received
signals {ỹml

[t]}κ1+κ2
t=κ1+1, we have:

Ỹml
� [ỹml

[κ1 + 1], . . . , ỹml
[κ1 + κ2]]

= GT
ml

Vml
+Uml

, (13)

where Vml
�
√
Pb[v[κ1 + 1], . . . ,v[κ1 + κ2]], and Uml

�
[uml

[κ1 + 1], . . . ,uml
[κ1 + κ2]].

Typically, the conventional LS-based channel estimation
scheme requires a minimum of κ2 = N pilot lengths to
guarantee a full row-rank Vml

, ensuring the uniqueness of
Gml

. However, this LS-based scheme presents two drawbacks:
1) High pilot overhead: It necessitates a large number of pilot
transmissions corresponding to the number of RIS elements,
resulting in a substantial pilot overhead. 2) Noise sensitivity: The
resulting estimation is susceptible to significant noise impact, as
it ignores the inherent low-rank property of channels. To address
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these limitations, we expand (13) to:

Ỹml
= FBSml

ΣT
Gml

DT
RISVml

+Uml
. (14)

By leveraging both the sparse and low-rank properties of the
angle-domain channel ΣGml

, we transform the dual-link chan-
nel estimation problem into an SLRMR problem:

P1 : Σ̂Gml
= arg min

ΣGml

fml

(
ΣGml

)

s.t. rank
(
ΣGml

)
≤ Qmax, (15)

where fml
(ΣGml

) � 1
2‖Ỹml

− FBSml
ΣT

Gml
DT

RISVml
‖2
F +

μ‖vec(ΣGml
)‖1. Moreover, Qmax denotes the maximum num-

ber of paths between RIS and BS, which can be achieved from
long-term statistical channel information [23], ‖ · ‖F denotes
the Frobenius norm, ‖ · ‖1 denotes the �1-norm, vec(·) indicates
column-wise stacked operation, andμ denotes the regularization
parameter. For the effectiveness of the SLRMR problem, the
regularization parameter μ should satisfy the following inequal-
ity [24]:

μ <

∥∥∥∥vec
(
DH

RISV
∗
ml

(
Ỹml

)T
F∗BSml

)∥∥∥∥
∞
, (16)

where ‖ · ‖∞ denotes the �∞-norm. Additionally, the design
of Vml

must adhere to the restricted isometry property (RIP)
condition [25]. To achieve this, the columns of Vml

can be
selected from the Hadamard matrix.

Solving P1 presents two main difficulties: The non-
differentiability of the �1-norm term in the objective function and
the non-convex nature of the feasible region. To address these
problems, we propose the MO-SLRMR algorithm, described in
detail in Section V. Once P1 is solved, we obtain an estimation
of the dual-link channel:

Ĝml
= DRISΣ̂Gml

FT
BSml

. (17)

Since Gml
= [gml

� g1, . . . ,gml
� gml−1,gml

� gml+1,
. . . ,gml

� gM ], we can estimate {gm}Mm=1 using the estimated
{Ĝml

}Ll=1. However, when L = 1, only M − 1 equations are
available for M unknowns {gm}Mm=1:

gm1 � g1=
[
Ĝm1

]
:,1
, . . . ,gm1 � gm1−1=

[
Ĝm1

]
:,m1−1

,

gm1 � gm1+1 =
[
Ĝm1

]
:,m1+1

, . . . ,gm1 � gM =
[
Ĝm1

]
:,M

,

leading to multiple possible solutions. To address this, the num-
ber L of dual-link channels to be estimated must be at least 2.
Subsequently, we can invoke the coordinate descent-based iter-
ative refinement (CD-IR) algorithm proposed in [12] to estimate
G from the estimated {Ĝml

}Ll=1. However, due to the property
gml

� gml′ = −gml
�−gml′ for any l, l′ ∈ {1, . . . , L}, the

overall ±1 error exists. Therefore, disregarding the impact of
noise on channel estimation accuracy, we have:

Ĝ = GP, (18)

where P � diag(±1, . . . ,±1) ∈ R
N×N , PT = P, and

PTP = IN×N .

C. The Estimation of the UE-Related Channels

Existing channel estimation techniques have thoroughly in-
vestigated the estimation of UE-BS channels {hk}Kk=1. Since
these channels are not the primary focus of our work, we employ
a simple LS-based channel estimation algorithm to estimate
them. Specifically, we implement an uplink pilot transmission
scheme with all RIS elements turned off. In this scheme, all users
transmit pilot signals xuk

[t] (k = 1, . . . ,K) to the BS with an
average power of Pu. Then, at the t-th (t = 1, . . . , ρ1) slot, the
received signal at the BS is given by:

y[t] = [h1, . . . ,hK ]xu[t] + n[t], (19)

where xu[t] � [xu1 [t], . . . , xuK
[t]]T , and n[t] ∼ CN (0M , σ

2
n

IM×M ) denotes the AWGN. By collecting ρ1 effective received
signals {y[t]}ρ1

t=1, we have

Y � [y[1], . . . ,y[ρ1]]

= [h1, . . . ,hK ]Xu + [n[1], . . . ,n[ρ1]] , (20)

where Xu � [xu[1], . . . ,xu[ρ1]]. To ensure the uniqueness of
the LS estimator, the number of pilots ρ1 must be at least K.
The LS estimates of the UE-BS channels are then given by:[

ĥ1, . . . , ĥK

]
= YX†

u, (21)

where Xu can be any full column-rank matrix with each entry
having an amplitude of

√
Pu.

The next step involves estimating the UE-RIS channels
{fk}Kk=1. Since the RIS cannot sense signals, the estimations of
G and {fk}Kk=1 are inherently coupled. Therefore, the estimation
objective during Phase 1, GP, leads to {Pfk}Kk=1 being the de-
sired estimation result during Phase 2. However, P is unknown,
and the angular representations of {Pfk}Kk=1 are not sparse,
rendering sparse-inspired algorithms ineffective for estimation.
Consequently, we employ conventional LS-based algorithms to
estimate them. Two cases require further discussion. In the first
case, when the direct links between UEs and BS are blocked, up-
link pilot transmission becomes the only viable option. Consider
the simplified scenario where the k-th UE transmits constant
signals xuk

[t] ≡ 1 while other UEs remain silent. In this case,
the received signal at the BS can be expressed as:

y[t] = Gdiag (v[t]) fk + n[t]. (22)

Since the rank of Gdiag(v[t]) is equal to the rank of G (which
is Q), the LS estimator of fk cannot guarantee a unique solu-
tion. Hence, the low-rank property of channel G necessitates
a higher pilot overhead to ensure the uniqueness of the LS
estimator. To be more specific, the minimum pilot overhead
required for LS estimation of the UE-RIS channels scales with
K �N/rank(G)�, where �·� denotes the rounding-up operation.
In the second case, when the direct links between UEs and BS
exist, we can leverage the communication established by the
direct channel between the BS and UEs to propose a downlink
pilot transmission and uplink feedback scheme that enables the
estimation of all UE-RIS channels using a pilot length of only
N . In the following, we introduce this scheme in detail.
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At the t-th (t = ρ1 + 1, . . . , ρ1 + ρ2) slot, the BS sends pilot
signals x[t] to all UEs with an average power of Pb. Then, the
received signal yuk

[t] of k-th UE can be expressed as:

yuk
[t] = fTk diag (v[t])GTx[t] + hT

k x[t] + nk[t]

= x[t]TGdiag (v[t]) fk + hT
k x[t] + nuk

[t], (23)

where nuk
[t] ∼ CN (0, σ2

n) denotes the AWGN. By removing
the direct link components estimated by (21) from (23), we
define the effective received signal ỹuk

[t] as:

ỹuk
[t] � yuk

[t]− ĥT
k x[t]

= x[t]TGdiag (v[t]) fk + uuk
[t], (24)

where uuk
[t] � (hk − ĥk)

Tx[t] + nuk
[t].

Then, stack the receive signals {ỹuk
[t]}ρ1+ρ2

t=ρ1+1 as:

ỹuk
� [ỹuk

[ρ1 + 1], . . . , ỹuk
[ρ1 + ρ2]]

T

= Afk + uuk
, (25)

where

A �

⎡
⎢⎣
x[ρ1 + 1]TGdiag (v[ρ1 + 1])

...
x[ρ1 + ρ2]

TGdiag (v[ρ1 + ρ2])

⎤
⎥⎦ ,

and uuk
� [uuk

[ρ1 + 1], . . . , uuk
[ρ1 + ρ2]]

T .
To ensure the uniqueness of the LS estimator, we guarantee

that A is a full column-rank matrix by randomly selecting
reflection coefficient vectors {v[t]}ρ1+ρ2

t=ρ1+1 from the columns of

DFT matrix, and pilots {x[t]}ρ1+ρ2
t=ρ1+1 from the columns of DFT

matrix normalized by the transmitted power Pb, with ρ2 ≥ N .
Then, the LS estimation of fk is given by:

f̂k = Â†ỹuk
, (26)

where Â is obtained by inserting estimated Ĝ in Phase 1 into
the definition of A.

Since the BS does not know ỹuk
, each UE should feed back

the received signals yuk
[t] to the BS through the UE-BS channel.

In conclusion, the pilot overhead for estimating the UE-related
channels is (ρ1 + ρ2) ≥ (N +K) in the second case, and the
total feedback overhead is Kρ2.

IV. THE GEOMETRIC PROPERTIES DERIVATION

We first define the CBR matrix set, denoted by C
a1×a2
≤r , as the

set comprising all complex matrices of dimensions a1 × a2 with
rank at most r, i.e., Ca1×a2

≤r � {X ∈ C
a1×a2 : rank(X) ≤ r}.

Similarly, the CFR matrix set, denoted by C
a1×a2
k , consists

of complex matrices of dimensions a1 × a2 with rank k, i.e.,
C

a1×a2
k � {X ∈ C

a1×a2 : rank(X) = k}. Ca1×a2
≤r can be effec-

tively represented by the collection {Ca1×a2
k }rk=0.

Notably, C
a1×a2
k exhibits both non-linear and non-convex

characteristics, rendering traditional convex optimization al-
gorithms ineffective for optimization. However, the inherent
manifold properties of Ca1×a2

k render it well-suited for manifold
optimization techniques. While traditional convex optimization

algorithms rely on linear vector space structures, manifold op-
timization leverages the non-linear geometry of the feasible
region. Despite this distinction, manifold optimization frame-
works share similarities with traditional convex optimization
frameworks. The process operates iteratively, starting from an
initial point on the manifold, and repeats the following steps until
a local minimum is found: i) Determine a search direction within
the tangent space; ii) Perform a search on the manifold in the
direction of the determined search direction; iii) Cease searching
upon encountering the next iteration point that causes the objec-
tive function to descend appropriately. The search performed on
the manifold is realized by the retraction operation, a geometric
technique that utilizes matrix algebra to approximate geodesic
motion. In conclusion, the effective implementation of mani-
fold optimization on C

a1×a2
k hinges on deriving the necessary

geometric properties, including the tangent space, tangent space
projection, retraction, and other relevant geometric concepts.

A. The CFR Manifold C
a1×a2
k

First, we demonstrate that the CFR matrix set Ca1×a2
k forms

a manifold.
Theorem 1: The CFR matrix set C

a1×a2
k is a manifold of

dimension 2k(a1 + a2 − k).
Proof: See Appendix B.
Then, we derive the tangent space and normal space expres-

sion of Ca1×a2
k .

Proposition 1: Endow the complex space C
a1×a2 with the

standard inner product 〈X1,X2〉 = �{tr(XH
1 X2)} for all

X1,X2 ∈ C
a1×a2 [26]. Then, the tangent space TXC

a1×a2
k and

normal space (TXC
a1×a2
k )⊥ of the manifold C

a1×a2
k at any

X ∈ C
a1×a2
k can be expressed as follows:

TXC
a1×a2
k =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

UXMVH
X +UX,pV

H
X

+UXVH
X,p : ∀M ∈ C

k×k;

∀UX,p ∈ C
a1×k,

and UH
X,pUX = 0k×k;

∀VX,p ∈ C
a2×k,

and VH
X,pVX = 0k×k.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭
, (27)

(
TXC

a1×a2
k

)⊥
=

{
U⊥

XW(V⊥
X)H :

∀W ∈ C
(a1−k)×(a2−k).

}
, (28)

where UX ∈ C
a1×k and VX ∈ C

a2×k represent the unitary
matrices that contain the first k left and right singular vec-
tors of X, respectively. Moreover, U⊥

X ∈ C
a1×(a1−k) and

V⊥
X ∈ C

a2×(a2−k) denote unitary matrices satisfyingUH
XU⊥

X =
0k×(a1−k) and VH

XV⊥
X = 0k×(a2−k), respectively.

Proof: See Appendix C.
Building upon the expressions for the tangent space and

normal space, we derive the corresponding subspace projection
operation to determine the search direction within the tangent
space.

Proposition 2: For any vector ζ ∈ TXC
a1×a2 = C

a1×a2 ,
where X ∈ C

a1×a2
k , the tangent space projection of ζ onto
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TXC
a1×a2
k is given by:

PTXC
a1×a2
k

ζ = UXUH
XζVXVH

X +U⊥
X

(
U⊥

X

)H
ζVXVH

X

+UXUH
XζV

⊥
X

(
V⊥

X

)H
, (29)

and the normal space projection of ζ onto (TXC
a1×a2
k )⊥ is given

by:

P
(TXC

a1×a2
k )

⊥ζ = U⊥
X

(
U⊥

X

)H
ζV⊥

X(V⊥
X)H . (30)

Proof: See Appendix D.
Finally, the retraction concept, denoted by RX(·), which

facilitates the search on C
a1×a2
k , is derived employing the metric

projection approach:

RX (ξ) = argmin
X̂∈Ca1×a2

k

∥∥∥(X+ ξ)− X̂
∥∥∥
F

=
k∑

i=1

siuiv
H
i , (31)

where si, ui and vi are the ordered singular values, left singular
vectors, and right singular vectors of (X+ ξ), respectively.

B. The CBR Matrix Set Ca1×a2
≤R

The feasible region of P1 is a CBR matrix set. As mentioned
earlier, Ca1×a2

≤r is a collection of multiple CFR manifolds Ca1×a2
k

(k = 0, . . . , r). Searching over C
a1×a2
≤r necessitates searching

through multiple CFR manifolds, making the transition between
different CFR manifolds critically important. This transition can
be accomplished using feasible direction methods, necessitat-
ing the determination of feasible directions at any given point
X ∈ C

a1×a2
k . These feasible directions are defined by the concept

of the tangent cone. The following Proposition describes the
tangent cone expression for Ca1×a2

≤r .
Proposition 3: Endow the complex space C

a1×a2 with the
standard inner product 〈X1,X2〉 = �{tr(XH

1 X2)} for all
X1,X2 ∈ C

a1×a2 . The tangent cone of set Ca1×a2
≤r at any X ∈

C
a1×a2
k (k ≤ r), denoted as TXC

a1×a2
≤r , can be expressed as the

following orthogonal decomposition:

TXC
a1×a2
≤r = TXC

a1×a2
k ⊕

(
TXC

a1×a2
k

)⊥
≤(r−k) , (32)

where ⊕ represents the direct sum operation, and
(TXC

a1×a2
k )⊥≤(r−k) � {ξ ∈ (TXC

a1×a2
k )⊥ : rank(ξ) ≤

(r − k)}.
Proof: See Appendix E.
Expanding on the expressions for the tangent cone, we derive

the corresponding tangent cone projection operation to calcu-
late the feasible descent direction. For any descend direction
ζ ∈ TXC

a1×a2 = C
a1×a2 , where X ∈ C

a1×a2
k , the tangent cone

projection of ζ onto TXC
a1×a2
≤r is given by:

PTXC
a1×a2
≤r

ζ ∈ argmin
ξ∈TXC

a1×a2
≤r

‖ζ − ξ‖F

= PTXC
a1×a2
k

ζ + P
(TXC

a1×a2
k )

⊥
≤(r−k)

ζ, (33)

where P(TXC
a1×a2
k )⊥≤(r−k)

ζ is a best rank-(r − k) approximation

of P(TXC
a1×a2
k )⊥ζ.

V. THE PROPOSED MO-SLRMR ALGORITHM

In this section, we replace the non-differentiable �1-norm with
the Huber-γ function Ψ(·), a differentiable convex lower bound
of the �1-norm [27]. The Huber-γ function is defined as follows:

Ψ(x) =
∑
i

ψ ([x]i) ,

ψ ([x]i) =

{
[x]∗i [x]i /2γ, |[x]i| < γ,

|[x]i| − γ/2, |[x]i| ≥ γ,
(34)

where γ > 0 is a real-valued parameter that trades off the fitting
error with the �1-norm and its smoothness. Note that Ψ(·) is
convex and has a first-order continuously differentiable property.
The derivative of the Huber-γ function is given by:

[�Ψ(x)]i =

{
[x]i /γ, |[x]i| < γ,

[x]i /| [x]i |, |[x]i| ≥ γ.
(35)

By replacing the �1-norm with the Huber-γ function and the
variable ΣGml

with X to maintain consistent variable notation,
we transform the optimization problem P1 into the following
problem P2:

P2 : Σ̂Gml
= argmin

X
f̃ml

(X)

s.t. X ∈ C
NG×MG

≤Qmax
, (36)

where f̃ml
(X) � 1

2‖Ỹml
− FBSml

XTDT
RISVml

‖2
F + μΨ

(vec(X)).
Based on the geometric properties of the manifold C

NG×MG

k

(k ≤ Qmax) and the set C
NG×MG

≤Qmax
discussed in Section IV,

we propose the MO-SLRMR algorithm to solve P2. The MO-
SLRMR algorithm consists of three main parts: the CFR MO
algorithm, the Rank Increase algorithm, and the Rank Reduc-
tion algorithm. The CFR MO algorithm is used to move on
the CFR manifold. The Rank Increase algorithm and the Rank
Reduction algorithm are used to switch between the different
CFR manifolds seamlessly. Specifically, since the number of
paths is unknown, we initialize the estimated value of Q to be 0
and alternate between the Rank Increase algorithm and the CFR
MO algorithm to estimate new path components. If the Rank
Increase algorithm does not significantly affect the objective
function, we can infer that the path component currently being
estimated is small or comparable to the noise component. In this
case, we apply the Rank Reduction algorithm to ignore this path
component and obtain a final estimation ofQ. Finally, we apply
the CFR MO algorithm again to improve accuracy.

Next, we will detail these three main parts involved.
1) The CFR MO Algorithm: We utilize the Riemannian con-

jugate gradient (RCG) method [28] to optimize on the manifold
C

NG×MG

k . The RCG method is an iterative algorithm, with each
iteration employing the line-search method using the following
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Algorithm 1: CFR MO Algorithm.

Input: Optimization objective f̃ml
, initial iteration value

X0 ∈ C
NG×MG

k , and stopping criterion parameter ε;
1: Set j = 0, X(j) = X0;
2: repeat
3: Compute the Euclidean Gradient �f̃ml

(X(j))
according to (40);

4: Compute the conjugate search direction ξ(j)

according to (38);
5: Compute the Armijo backtracking step-size α(j);
6: Update X(j+1) according to (37);
7: j ← j + 1;
8: until ‖Gk(X

(j))‖F ≤ ε;
Output:Optimization result X(j) ∈ C

NG×MG

k .

update formula:

X(j+1) = RX(j)

(
α(j)ξ(j)

)
. (37)

Here, X(j) represents the current point, ξ(j) ∈ TX(j)C
NG×MG

k

denotes the current search direction, α(j) denotes the Armijo
backtracking step-size, and X(j+1) represents the next iteration
point. The search direction ξ(j) is determined as a linear com-
bination of the Riemannian gradient Gk(X

(j)) at X(j) and the
previous search direction ξ(j−1), as expressed in the following
equation:

ξ(j) =

{
−Gk

(
X(j)

)
+ β(j)TX(j−1)→X(j)

(
ξ(j−1)

)
, j ≥ 1,

−Gk

(
X(j)

)
, j = 0.

(38)
In the above equation, the coefficient β(j) is selected as the
Hestenes-Stiefel parameter, TX(j−1)→X(j)(ξ(j−1)) represents the
vector transport operator, defined as:

TX(j−1)→X(j)

(
ξ(j−1)

)
= P

T
X(j)C

NG×MG
k

(
ξ(j−1)

)
, (39)

and Gk(X
(j)) � P

T
X(j)C

NG×MG
k

(�f̃ml
(X(j))), where �f̃ml

(X(j)) denotes the Euclidean gradient of function f̃ml
at X(j),

given by:

�f̃ml
(X(j))=−DH

RISV
∗
ml

(Ỹml
−FBSml

(X(j))TDT
RISVml

)T

F∗BSml
+ μ�Ψ(X(j)). (40)

Overall, the CFR MO algorithm is summarized in Algorithm 1,
where ε denotes the convergence threshold.

2) The Rank Increase Algorithm: In order to increase
the rank of X(k) ∈ C

NG×MG

k , we apply a rank-1 normal
correction step, which belongs to the category of feasible
direction methods. This step involves utilizing a feasible
search direction ζ(k) that lies within the subspace of nor-
mal space (TX(k)C

NG×MG

k )⊥, denoted by NQmax−k(X
(k)) �

P
(T

X(k)C
NG×MG
k )⊥≤(Qmax−k)

(�f̃ml
(X(k))), which is confined to

the tangent cone TX(k)C
NG×MG
≤r . The determination of the

feasible search direction ζ(k) involves finding the best rank-1
approximation of NQmax−k(X

(k)), which is formulated as the

Algorithm 2: MO-SLRMR Algorithm.

Input: Optimization objective f̃ml
, stopping criterion

parameter Δ of the Rank Increase algorithm, and the
different stopping criterion parameter ε1 and ε2 of the
MO-RCG algorithm.

1: Set k = 0, X(0) = 0, and f (0) = f̃ml
(X(0));

2: repeat
3: Compute the Euclidean gradient �f̃ml

(X(k))
according to (40);

4: Perform the Rank Increase algorithm: Compute the
feasible search direction ζ(k) according to (41),
update X(k+1) according to (42), and k ← k + 1;

5: Update X(k) via the CFR MO algorithm on
C

NG×MG

k with initial iteration value set to X(k) and
stopping criterion parameter set to ε = ε1;

6: f (k) = f̃ml
(X(k));

7: until f (k−1) − f (k) ≤ Δ;
8: Perform the Rank Reduction algorithm: Update

X(k−1) according to (43), and k ← k − 1;
9: Update X(k) via the CFR MO algorithm on C

NG×MG

k

with initial iteration value set to X(k) and stopping
criterion parameter set to ε = ε2;

Output: Optimization result X(k).

following optimization problem:

ζ(k) ∈ argmin
rank(ζ)=1

∥∥∥NQmax−k(X
(k))− ζ

∥∥∥
F
, (41)

whose closed-form solution is rank-1 truncated singular value
decomposition (SVD) of NQmax−k(X

(k)). Then, along the
search direction ζ(k), we update the next iteration point as:

X(k+1) = X(k) + α(k)ζ(k), (42)

where α(k) denotes the Armijo backtracking step-size.
3) The Rank Reduction Algorithm: In order to reduce the

rank of X(k) ∈ C
NG×MG

k , we adopt the rank-1 reduction step
by solving the following problem:

X(k−1) ∈ argmin
rank(X)=k−1

∥∥∥X(k) −X
∥∥∥
F
, (43)

whose closed-form solution is rank-(k − 1) truncated SVD of
X(k).

With the details of the three main parts provided, the proposed
MO-SLRMR algorithm is summarized in Algorithm 2.

VI. SIMULATIONS

In this section, we describe the parameter setup and perfor-
mance metrics used to evaluate the proposed MO-TTCE scheme.
The default system parameters are set asM = 16, N = 64,K =
5, Pb = 10, and Pu = 1. The noise variance σn is set according
to the setting of SNR, where SNR � 10 log10(Pu/σ

2
n)(in dB).

The default channel parameters are set as follows: Q = Pk =
Lk = 3, Qmax = 6, the propagation gains of all line-of-sight
(LoS) paths (α1, β1 and γ1) are distributed as CN (0, 1), the
propagation gains of other non-LoS paths are distributed as
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Fig. 4. The NMSED v.s. the SNR (dB) in two different system setups.
Scenario 1: M = 16,N = 64, and K = 5, with transmission frame parame-
ters being L = 2, κ1 = 2, κ2 = 39, ρ1 = 5, and ρ2 = 90. Scenario 2: M =
64,N = 144, and K = 10, with transmission frame parameters being L = 2,
κ1 = 2, κ2 = 87, ρ1 = 10, and ρ2 = 202.

CN (0, 10−0.5), and the azimuth and elevation angles are ran-
domly generated from [0, π) and [−π/2, π/2), respectively. The
codebook sizesMG andNG are set to �1.44M� and �1.44N�,
respectively. Moreover, the default parameters of the proposed
scheme are listed as follows: L = 2, κ1 = 2, κ2 = 39, ρ1 = 5,
ρ2 = 90, the real-valued parameter of Huber-γ function is γ =
1e−4, and the regularization parameter μ is set according to SNR
and system scale. Moreover, the antenna of the full-duplex BS
activated in transmit mode is designed as BSml

= BSl. The de-
fault stopping criterion parameters in the proposed MO-SLRMR
algorithm are set as ε1 = 1e−1, ε2 = 1e−3 for distinct accuracy
requirement, and Δ is chosen according to SNR and system
scale.

The normalized mean square error (NMSE) is chosen as a
metric to evaluate the performance of channel estimation algo-
rithms. Specifically, the NMSE of dual-link channels {Gml

}Ll=1
is defined by:

NMSED = E

{∑L
l=1 ‖Gml

− Ĝml
‖2
F∑L

l=1 ‖Gml
‖2
F

}
, (44)

and that of RIS-BS channel G and UE-RIS channels {fk}Kk=1 is
defined by:

NMSEC = E

{∑K
k=1 ‖Gfk − Ĝf̂k‖2

2∑K
k=1 ‖Gfk‖2

2

}
. (45)

To demonstrate the advantages of the proposed MO-based
scheme, we compare it with the following three classical bench-
mark schemes: LS-based scheme [29], orthogonal matching pur-
suit (OMP)-based scheme [30], and SpaRSA-based scheme [31].

Fig. 5. The NMSEC v.s. the SNR (dB) in two different system setups.
Scenario 1: M = 16,N = 64, and K = 5, with transmission frame parame-
ters being L = 2, κ1 = 2, κ2 = 39, ρ1 = 5, and ρ2 = 90. Scenario 2: M =
64,N = 144, and K = 10, with transmission frame parameters being L = 2,
κ1 = 2, κ2 = 87, ρ1 = 10, and ρ2 = 202.

A. Estimation Accuracy Analysis

Figs. 4 and 5 show the performance of NMSED and NMSEC

versus SNR under two scenarios: Scenario 1: M = 16, N =
64,K = 5; Scenario 2: M = 64, N = 144,K = 10. In both
scenarios, the NMSE of all schemes decreases with the increas-
ing SNR. The LS-based scheme performs the worst because
the pilot length κ2 is insufficient to guarantee the uniqueness
of the LS estimator. The OMP- and SpaRSA-based schemes
perform better than the LS-based scheme by exploiting sparsity
information. The SpaRSA-based scheme, which balances the
relationship between fitting error and sparsity, outperforms the
OMP-based scheme. The proposed MO-based scheme achieves
the best NMSE performance among all schemes by additionally
considering the low-rank property of the channel. Moreover, the
proposed MO-based scheme requires lower pilot overhead to
achieve the same channel estimation accuracy, thereby reduc-
ing pilot overhead. All schemes demonstrate superior NMSE
performance in Scenario 2 compared to Scenario 1. This im-
provement can be attributed to the larger number of antennas,
which provide a higher power gain, resulting in an enhanced
actual SNR. Additionally, the larger antenna array also increases
the angular resolution, thereby reducing energy leakage in the
angular domain. Consequently, the overall NMSE performance
of SpaRSA- and MO-based schemes in Scenario 2 gets greatly
improved. However, the gap in NMSE performance between
the SpaRSA- and MO-based schemes becomes narrower. This is
because the sparser channel representation in the angular domain
weakens the significance of considering the low-rank property
of the channel, which is a fundamental advantage of MO-based
schemes.

Figs. 7 and 6 show the performance of NMSED and NMSEC

versus the number κ2 of pilots, respectively. As the length of
the pilot increases, the NMSE of all schemes decreases due
to the availability of more signals for angular domain channel
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Fig. 6. The NMSEC v.s. the length of pilots κ2 under different SNRs. M =
16,N = 64 andK = 5, with transmission frame parameters beingL = 2,κ1 =
2, ρ1 = 5, and ρ2 = 90.

Fig. 7. The NMSED v.s. the length of pilots κ2 under different SNRs. M =
16,N = 64 andK = 5, with transmission frame parameters beingL = 2,κ1 =
2, ρ1 = 5, and ρ2 = 90.

analysis. More importantly, the proposed MO-based scheme
outperforms other schemes at different SNRs. It should be noted
that when κ2 = 72 and SNR = 20dB, the LS-based scheme
exhibits a considerable performance gain over the OMP-based
scheme. This is because, in this case, the length of the pilot is
large enough to guarantee the uniqueness of the LS estimator,
while the OMP-based scheme focuses too heavily on sparsity.
However, at a lower SNR of 5 dB, the LS-based scheme did not
exhibit significant improvement, primarily due to the substantial
influence of noise.

Fig. 8 compares the NMSEC performance of different
schemes as a function of the number of dual-link channelsL. As
L increases, the NMSEC decreases, approaching a lower bound
for sufficiently large values ofL. This indicates that acquiring an

Fig. 8. The NMSEC v.s. L under different SNRs. M = 16,N = 64 and
K = 5, with transmission frame parameters being κ1 = 2, κ2 = 39, ρ1 = 5,
and ρ2 = 90.

excessive number of dual-link channels does not further enhance
the channel estimation performance.

B. Complexity Analysis

We now analyze the computational complexity of the pro-
posed schemes in terms of floating-point operations [32]. The
estimation of the quasi-static RIS-BS channel involves the
implementation of two key algorithms: the MO-SLRMR al-
gorithm and the CD-IR algorithm. Specifically, at the k-th
iteration of the MO-SLRMR algorithm, the computational
complexity of the Rank Increase algorithm is O(NG(M +
N)κ2 +MGN

2
G +M 2

GNG +M 3
G +N 3

G), the complexity of
the Rank Decrease algorithm is O(NGMGk), the complex-
ity of the CFR-MO algorithm is IMO,k(NG(M +N)κ2 +
MGN

2
G +M 2

GNG +M 3
G +N 3

G), where IMO,k denotes the
number of iterations of the CFR-MO algorithms, and the com-
plexity of CD-IR algorithm is O(MNLIIR), where IIR de-
notes the number of iterations of iterative refinement. The
complexity of channel estimation for UE-BS channels is
ρ2

1k + ρ3
1 +Mρ1 K, while the complexity of channel esti-

mation for UE-RIS channels is K(Nρ2 +N 2ρ2 +N 3). The
overall computational complexity is within an acceptable
bound.

VII. CONCLUSION

In this paper, we have proposed the MO-TTCE scheme by
exploiting both the sparse and low-rank properties of the chan-
nels in RIS-assisted multi-user millimeter wave massive MIMO
systems. By incorporating constraints on both low-rankness
and sparsity, our MO-TTCE scheme provides a more precise
characterization of the channels, resulting in improved channel
estimation via a manifold optimization-based algorithm. Sim-
ulation results showed that the proposed MO-TTCE scheme
provided a higher channel estimation accuracy than the existing
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TTCE schemes. In our future work, we will investigate the
channel estimation for a wideband RIS-assisted massive MIMO
system.

APPENDIX A
PROOF OF THE ANGULAR DOMAIN CHANNEL REPRESENTATION

OF Gm

Gm = diag (gm)
[
FBSΣGFH

RIS

]T
M\m,:

= gm • ([FBS]M\m,: ΣGFH
RIS)

T

= ([FBS]m,: ΣGFH
RIS)

T • ([FBS]M\m,: ΣGFH
RIS)

T

= (F∗RISΣ
T
G [FBS]

T
m,:) • (F∗RISΣ

T
G [FBS]

T
M\m,:)

= (F∗RIS • F∗RIS)
(
(ΣT

G [FBS]
T
m,:)⊗ΣT

G

)
[FBS]

T
M\m,: .

(46)

Since the matrix (F∗RIS • F∗RIS) ∈ C
N×N 2

G contains onlyNG

distinct columns correspond to its first NG columns, (46) can
be further simplified as:

Gm = DRISΣGm
FT

BSm
, (47)

where DRIS � [F∗RIS • F∗RIS]:,1:NG
, FBSm

� [FBS]M\m,:,
ΣGm

∈ C
NG×MG is a merged version of (ΣT

G[FBS]
T
m,:)⊗ΣT

G

with rank equals Q.

APPENDIX B
PROOF OF THEOREM 1

Using the complex number field version of the implicit
function theorem, we can construct a series of local defining
functions to cover the entire set Ca1×a2

k (k ≤ a1, a2), such that
each local area of C

a1×a2
k is diffeomorphic to an open subset

of Ck(a1+a2−k), which implies that Ca1×a2
k is a submanifold of

C
a1×a2 with dimension 2k(a1 + a2 − k).
Given any X ∈ C

a1×a2
k , X must contain an invertible subma-

trix of size k × k. For simplicity, we consider the case where X
can be written in the following block form:

X =

[
X11 X12

X21 X22

]
, (48)

where X11 ∈ C
k×k is invertible, X12 ∈ C

k×(a2−k), X21 ∈
C

(a1−k)×k, and X22 ∈ C
(a1−k)×(a2−k).

Since rank(X) = k and rank(X11) = k, the last a2 − k col-
umn vectors of X lie in the subspace spanned by the first k
column vectors of X, namely exist a matrix W ∈ C

k×(a2−k)

such that [
X12

X22

]
=

[
X11

X21

]
W. (49)

We can derive that W = X11
−1X12, and X22 = X21W =

X21X11
−1X12. Using this formula, we define a differential

mapping h as:

h : U ⊂ C
a1×a2 → C

(a1−k)×(a2−k)

X �→ X21X11
−1X12 −X22, (50)

where U denotes the subset of C
a1×a2 consisting all matrices

whose upper-left submatrix of size k × k is invertible. By dis-
cussion above, we haveh−1(0) = C

a1×a2
k ∩ U . Furthermore, the

differential of h at X ∈ C
a1×a2
k ∩ U is

Dh (X) [ξ] = ξ22 − ξ21X
−1
11 X12 +X21X

−1
11 ξ11X

−1
11 X12

−X21X
−1
11 ξ12, (51)

where ξ has the same block structure as X. It is easy to see
that Dh is surjective for ∀X ∈ C

a1×a2
k ∩ U , i.e., h has constant

rank (a1 − k)(a2 − k) in C
a1×a2
k ∩ U . Referring to the Implicit

Function Theorem in [33], it follows that ∀X ∈ C
a1×a2
k ∩ U ,

and there exist a neighborhood X ∈ C
a1×a2 of X, a neighbor-

hood I ⊂ C
k×k × C

k×(a2−k) × C
(a1−k)×k of (X11,X12,X21),

a neighborhoodD ⊂ C
(a1−k)×(a2−k) of X22, and a holomorphic

function g : I → D such that[
X̃11, X̃12

X̃21, X̃22

]
∈ X ∩

(
C

a1×a2
k ∩ U

)

⇔ X̃22 = g
(
X̃11, X̃12, X̃21

)
, (52)

where (X̃11, X̃12, X̃21) ∈ I, X̃22 ∈ D. This indicates that there
contains only k(a1 + a2 − k) free complex variables in the
neighborhood X ∩ (Ca1×a2

k ∩ U) of X. Thus, we can define a
local defining function around X as:

φ : X ∩
(
C

a1×a2
k ∩ U

)
→ I

X̃ �→
(
X̃11, X̃12, X̃21

)
. (53)

Similarly, we can construct local defining functions for any other
choice of submatrix through the same procedure. These local
defining functions cover the entire set Ca1×a2

k , and the change
of local defining functions is smooth and holomorphic. Hence,
C

a1×a2
k is indeed a manifold of dimension 2k(a1 + a2 − k).

APPENDIX C
PROOF OF PROPOSITION 1

To study the geometric properties of Ca1×a2
≤r , we first intro-

duce the isomorphism mapping R(·) [34], which allows us to
investigate C

a1×a2
k by studying its real counterpart R(Ca1×a2

k ).
The isomorphism mappingR is defined as follows:

R : X �→
[
� (X) � (X)
−� (X) � (X)

]
, (54)

where �(·) and �(·) denote the real and imaginary parts of the
argument, respectively.

The key properties of R(·) that will be used later are listed
below:

(1) R (X1 +X2) = R (X1) +R (X2) ,

(2) R (X1X3) = R (X1)R (X3) ,

(3) R
(
XH

1

)
= R(X1)

T ,

(4) tr (R (X1)) = 2� (tr (X1)) ,
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where X1,X2 ∈ C
a1×a2 , and X3 ∈ C

a2×a3 . To simplify subse-
quent discussions, we will refer toR(X) as X̄.

By utilizing the SVD decomposition of X ∈ C
a1×a2
k , rep-

resented as X = UXΣXVH
X , we can express R(Ca1×a2

k ) as
follows:

R
(
C

a1×a2
k

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

X̄ = ŪXΣ̄XV̄T
X :

ŪX ∈ R (St(a1, k,C)) ,

V̄X ∈ R (St(a2, k,C)) ,

Σ̄X = diag(υ1, . . . , υk,

υ1, . . . , υk),

υ1 ≥ . . . ≥ υk.

⎫⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎭
, (55)

where UX is a complex unitary matrix of size a1 × k, be-
longing to the complex Stiefel manifold St(a1, k,C) [34].
And St(a1, k,C) � {UX ∈ C

a1×k : UH
XUX = Ik}. Similarly,

VX ∈ St(a2, k,C). Moreover, ΣX is a k × k diagonal matrix
with {υi}ki=1 being its diagonal elements.

Next, we define a curve on R(Ca1×a2
k ) and find its veloc-

ity vector, which represents the tangent vector [33]. For any
X̄ = ŪXΣ̄XV̄T

X ∈ R(Ca1×a2
k ), we define ŪX(t) as a smooth

curve on R(St(a1, k,C)), satisfying ŪX(0) = ŪX. Similarly,
we define V̄X(t) as a smooth curve on R(St(a2, k,C)), with
V̄X(0) = V̄X. Additionally, we introduce Σ̄X(t) as a smooth
curve on GL(2k) ∩ SP(k, k), satisfying Σ̄X(0) = Σ̄. Here,
GL(2k) � {X ∈ R

2k×2k : rank(X) = 2k} denotes the general
linear group, and SP(k, k) � R(Ck×k) denotes the quasi-
symplectic matrix set. Then X̄(t) � ŪX(t)Σ̄X(t)V̄X(t)

T is a
smooth curve onR(Ca1×a2

k ) such that X̄(0) = X̄. The velocity
vector X̄′(0) of X̄(t) at t = 0 is

X̄′(0) = Ū′
X(0)Σ̄XV̄T

X + ŪXΣ̄′
X(0)V̄T

X

+ ŪXΣ̄XV̄′
X(0)T , (56)

where Ū′
X(0) ∈ TŪX

R(St(a1, k,C)) � {ŪXΩ̄1 + Ū⊥
XK̄1 ∈

SP(a1, k) : Ω̄1 = −Ω̄T
1 ∈ SP(k, k), K̄1 ∈ SP(a1 − k, k)},

with Ū⊥
X ∈ SP(a1, a1 − k), (Ū⊥

X)T Ū⊥
X = I2(a1−k)×2(a1−k),

and ŪT
XŪ⊥

X = 02k×2(a1−k) [34]. Similarly, V̄′
X(0) ∈

TV̄X
R(St(a2, k,C)) � {V̄XΩ̄2 + V̄⊥

XK̄2 ∈ SP(a2, k) : Ω̄2

= −Ω̄T
2 ∈ SP(k, k), K̄2 ∈ SP(a2 − k, k)}, with V̄⊥

X ∈
SP(a2, a2 − k), (V̄⊥

X)T V̄⊥
X = I2(a2−k)×2(a2−k), and V̄T

XV̄⊥
X

= 02k×2(a2−k). Moreover, Σ̄′
X(0) ∈ TΣ̄X

(GL(2k) ∩ SP(k,
k)) � {Ā : Ā ∈ SP(k, k)}. To further expand (56), we have

X̄′(0) = ŪXM̄V̄T
X + ŪX,pV̄

T
X + ŪXV̄T

X,p, (57)

where M̄ � Ω̄1Σ̄X + Ā− Σ̄XΩ̄2 ∈ SP(k, k), ŪX,p �
Ū⊥

XK̄1Σ̄X ∈ SP(a1, k) satisfying ŪT
X,pŪX = 02k×2k, and

V̄X,p � V̄⊥
XK̄2Σ̄

T
X ∈ SP(a2, k) satisfying V̄T

X,pV̄X =
02k×2k.

Note that M̄, ŪX,p and V̄X,p contain 2k2 + 2ka1 + 2ka2

variables and 4 k2 linear constrains. As a result, there are
2k(a1 + a2 − k) free variables, i.e., we find a linear subspace
of dimension 2k(a1 + a2 − k) included in the tangent space
TX̄R(Ca1×a2

k ), which equals the dimension of TX̄R(Ca1×a2
k ).

Consequently, the linear subspace is the entire tangent space,

and we have

TX̄R
(
C

a1×a2
k

)
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ŪXM̄V̄T
X + ŪX,pV̄

T
X

+ŪXV̄T
X,p :

∀M̄ ∈ SP(k, k);
∀ŪX,p ∈ SP (a1, k) ,

and ŪT
X,pŪX = 0k×k;

∀V̄X,p ∈ SP (a2, k) ,

and V̄T
X,pV̄X = 0k×k.

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭
. (58)

Define the inner product of SP(a1, a2) as [34]:

〈
X̄1, X̄2

〉
� 1

2
tr
(
X̄T

1 X̄2
)
, ∀X̄1, X̄2 ∈ SP (a1, a2) . (59)

Then, the orthogonal complement of TX̄R(Ca1×a2
k ) in

TX̄SP(a1, a2) is defined as (TX̄R(Ca1×a2
k ))⊥ � {χ̄ ∈

TX̄SP(a1, a2) :
〈
χ̄, ξ̄
〉
= 0, ∀ξ̄ ∈ TX̄R(Ca1×a2

k )}. From (57),
it’s clear that

(
TX̄R

(
C

a1×a2
k

))⊥
=

{
Ū⊥

XW̄(V̄⊥
X)T :

∀W̄ ∈ SP (a1 − k, a2 − k) .

}
.

(60)

Finally, by utilizing the inverse mappingR−1, Proposition 1 can
be demonstrated.

APPENDIX D
PROOF OF PROPOSITION 2

For any vector ζ ∈ TXC
a1×a2 = C

a1×a2 , where X ∈ C
a1×a2
k ,

ζ can be decomposed into the sum of its components belong-
ing to TXC

a1×a2
k and (TXC

a1×a2
k )⊥. This decomposition is ex-

pressed as follows:

ζ = PTXC
a1×a2
k

ζ + P
(TXC

a1×a2
k )

⊥ζ, (61)

where PTXC
a1×a2
k

denotes the tangent space projection onto

TXC
a1×a2
k andP(TXC

a1×a2
k )⊥ denotes the normal space projection

onto (TXC
a1×a2
k )⊥.

Based on (27), we can derive the expression for normal
space projection P(TXC

a1×a2
k )⊥ζ. This projection has the fol-

lowing form: P(TXC
a1×a2
k )⊥ζ = U⊥

XW(V⊥
X)H , where W =

(U⊥
X)HζV⊥

X. Substituting this expression into the original equa-
tion, we have:

P
(TXC

a1×a2
k )

⊥ζ = U⊥
X

(
U⊥

X

)H
ζV⊥

X(V⊥
X)H . (62)

Based on (61), we can further derive the tangent space projection
as:

PTXC
a1×a2
k

ζ = UXUH
XζVXVH

X +U⊥
X

(
U⊥

X

)H
ζVXVH

X

+UXUH
XζV

⊥
X

(
V⊥

X

)H
. (63)
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APPENDIX E
PROOF OF PROPOSITION 3

The tangent coneTX̄R(Ca1×a2
≤r ) ofR(Ca1×a2

≤r ) at a given point
X̄ is defined as:

TX̄R
(
C

a1×a2
≤r

)
=

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

ξ̄ ∈ SP (a1, a2) :

∃
{
X̄n

}
⊆ R

(
C

a1×a2
≤r

)
,

{an} ⊆ R
+,

s.t. X̄n → X̄,

an
(
X̄n − X̄

)
→ ξ̄.

⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭
. (64)

Utilizing the connection between the tangent cone ofR(Ca1×a2
≤r )

and the tangent space of R(Ca1×a2
k ), the tangent cone

TX̄R(Ca1×a2
≤r ) can be simplified as:

TX̄R
(
C

a1×a2
≤r

)
= TX̄R

(
C

a1×a2
k

)
⊕
{
ξ̄r−k ∈

(
TX̄R

(
C

a1×a2
k

))⊥
:

rank
(
ξ̄r−k

)
≤ 2(r − k).

}
. (65)

Here, X̄ ∈ R(Ca1×a2
≤r ) and rank(X̄) = 2k. The following pro-

cess is used to establish (65). To demonstrate the “⊇” inclu-
sion, let ξ̄ be an element of the set on the right side of the
equality, i.e., ξ̄ = ξ̄k + ξ̄r−k with ξ̄k ∈ TX̄R(Ca1×a2

k ), ξ̄r−k ∈
(TX̄R(Ca1×a2

k ))⊥, and rank(ξ̄r−k) ≤ 2(r − k). Then, there ex-
ist a sequence {Ȳn} ⊆ R(Ca1×a2

k ) and a sequence {an} ⊆ R
+

such that Ȳn → X̄ and an(Ȳn − X̄) = ξ̄k. We can assume
an →∞. Further, define a sequence X̄n � Ȳn + a−1

n ξ̄r−k in
R(Ca1×a2

≤r ). It’s easy to show that {X̄n} convergences to X̄ and
an(X̄n − X̄) converges to ξ̄. Hence, ξ̄ ∈ TX̄R(Ca1×a2

≤r ).
To show the “⊆” inclusion, let ξ̄ be an element of the set on

the left side of the equality. Based on (64), we know ∃X̄n →
X̄ in R(Ca1×a2

≤r ) and {an} ⊆ R
+, s.t. ξ̄ = limn→∞ an(X̄n −

X̄). Furthermore, utilizing the orthogonal decomposition of
R(Ca1×a2

k ) yields:

an
(
X̄n − X̄

)
= PTX̄R(C

a1×a2
k )

(
an
(
X̄n − X̄

))
+ P

(TX̄R(C
a1×a2
k ))

⊥
(
an
(
X̄n − X̄

))
. (66)

Using this decomposition, we can demonstrate that both terms
converge separately. Denote their limits by ξ̄k and ξ̄r−k, it’s
obvious that ξ̄ = ξ̄k + ξ̄r−k with ξ̄k ∈ TX̄R(Ca1×a2

k ), ξ̄r−k ∈
(TX̄R(Ca1×a2

k ))⊥, and rank(ξ̄) ≤ 2r, rank(ξ̄k) = 2k. Based on
the property of rank, i.e., rank(ξ̄) ≤ rank(ξ̄k) + rank(ξ̄r−k), it
can be derived that rank(ξ̄r−k) ≤ 2(r − k).

Till now, we have proved (65). Finally, by utilizing the inverse
mappingR−1, Proposition 3 can be demonstrated.
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