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Abstract—State-of-the-art mechanisms against eavesdropping first encrypt all packet payloads in the application layer and then split the packets into multiple network paths. However, versatile eavesdroppers could simultaneously intercept several paths to intercept all the packets, classify the packets into streams using transport fields, and analyze the streams by brute-force. In this article, we propose a programming protocol-independent packet processors (P4)-based network immune scheme (P4NIS) against the intractable eavesdropping. Specifically, P4NIS is equipped with three lines of defenses to provide a softwareized network immunity. Packets are successively processed by the third, second, and first line of defenses. The third line basically encrypts all packet payloads in the application layer using cryptographic mechanisms. Additionally, the second line re-encrypts all packet headers in the transport layer to distribute the packets from one stream into different streams, and disturbs eavesdroppers to classify the packets correctly. Besides, the second line adopts a programmable design for dynamically changing encryption algorithms. Complementally, the first line uses programmable forwarding policies which could split all the double-encrypted packets into different network paths disorderly. Using a paradigm of programmable data planes—P4, we implement P4NIS and evaluate its performances. Experimental results show that P4NIS can increase difficulties of eavesdropping and transmission throughput effectively compared with state-of-the-art mechanisms. Moreover, if P4NIS and state-of-the-art mechanisms have the same level of defending eavesdropping, P4NIS can decrease the encryption cost by 69.85%–81.24%.

Index Terms—Eavesdropping attacks, network immune scheme, programming protocol-independent packet processors (P4), three lines of defenses.

I. INTRODUCTION

INTERNET of Things (IoT) makes many aspects of human life (e.g., online shopping, online banking, and social networks) inseparable with the Internet [1], [2]. However, eavesdroppers could steal personal sensitive information from unreliable network protocols used by the online services. For example, the hypertext transfer protocol (HTTPS), which is a vulnerable network protocol, is widely used by online services [3]. Particularly, the IoT devices send sensitive information (e.g., user name, password, and phone number) in the type of plaintext, which is easy for attackers to eavesdrop [4], [5].

Various mechanisms have been proposed to solve the aforementioned problem [6]–[10]. For example, the hypertext transfer protocol secure (HTTPS) can encrypt packets in the application layer without exposing their sensitive information. Besides, a long and complicated encryption key can be used to increase difficulties of eavesdropping for the IoT systems [11]–[15]. Several mechanisms in the industry encrypt packets in the application layer and transmit them via one single path. Therefore, attackers could easily intercept all the packets of a complete session, perform brute-force analysis, and launch man-in-the-middle attacks (MITM) [16]–[19]. Although the cryptographic authentication and public-key infrastructure (PKI) certificate perform better at protecting the secret keys, they are “weak” versus supercomputers with improving computational capacity. In other words, even the most powerful encryption can be bypassed by the advances in computational capabilities [20]. Therefore, we argue that cryptographic security in the application layer is powerful, but never total.

Complicated forwarding mechanisms (e.g., multipath routing) are designed recently to further increase difficulties of eavesdropping. A path-following algorithm is developed by Hoang et al. [21] to solve active eavesdropping problems under different power allocation to access points. The multipath mechanism is integrated to split data streams in different physical paths to mitigate the eavesdropping attacks [22]–[24]. Besides, a three-stage Stackelberg game is used by Fang et al. [25] to model the behaviors of eavesdroppers. In fact, these mechanisms could mitigate eavesdropping attacks by splitting data streams into different network paths.
However, what if versatile attackers simultaneously intercept multiple paths? In that case, attackers could easily aggregate all the packets and intercept the content. To solve this problem, one good mechanism could do two key operations: 1) encrypting packets from one stream to split them into different streams and 2) distributing data packets (rather than streams) into different network paths. However, there are two challenges for the operations against eavesdropping: 1) how to design the encryption algorithms? and 2) how many packets should be distributed in each path?

To deal with the aforementioned challenges, an earlier version of this article [26] designed a programming protocol-independent packet processors (P4)-based network immune scheme (P4NIS) against the eavesdropping attacks. To make attackers difficult to eavesdrop and aggregate all traffic packets, the first line has a promiscuous forwarding policy. The policy can encapsulate each packet using different IoT network protocol headers and forward the packet via different paths disorderly. Besides, P4NIS is equipped with the second line that uses a transport encryption algorithm. The encryption algorithm could distribute traffic packets from one stream into different streams, and disturb eavesdroppers to classify them correctly. However, the forwarding policy and transport encryption algorithm are fixed in [26], which is not applicable due to two considerations: 1) eavesdroppers could crack the fixed forwarding policy and encryption algorithm, further destroy the proposed network immune scheme and 2) IoT traffics without personal privacy could be useless for eavesdroppers, thus, the fixed algorithm is wasteful to encrypt the traffic.

In this article, we augment the P4NIS by providing a softwareized IoT network immunity against eavesdropping attacks. Particularly, the first line is a programmable design that supports different forwarding policies. For example, the first line could split security-sensitive traffics into multiple network paths by choosing a complicated forwarding mechanism, and split delay-sensitive traffics into one single path by selecting a fastforwarding mechanism. The second line is also programmable for designing different encryption/decryption algorithms flexibly. For example, the second line could design a complicated algorithm for security-sensitive traffics, and a simple algorithm for delay-sensitive traffics. The main contributions of this article can be summarized as follows.

1) This article strengthens our previously proposed P4NIS to provide a programmable IoT network immunity against eavesdropping attacks. P4NIS comprehensively has three flexible lines of defenses to meet security requirements for different types of traffics.

2) The first line of P4NIS novelty supports programmable forwarding policies. Based on that, operators could design various forwarding policies for different types of IoT traffics, and defense eavesdroppers by dynamically splitting traffic packets via heterogeneous network paths.

3) The second line of P4NIS originally supports programmable encryption algorithms. Operators could customize diverse algorithms for encrypting all packet headers in the transport layer. After that, eavesdroppers are difficult to classify the packets into streams correctly. Besides, the third line encrypts all packet payloads in the application layer using cryptographic mechanisms.

4) Using a paradigm of programmable data planes—P4, we implement the P4NIS and conduct series of experiments. Compared with state-of-the-art mechanisms, P4NIS can increase difficulties of eavesdropping significantly, and increase transmission throughput by 31.68%. Moreover, if P4NIS and state-of-the-art mechanisms have the same level of defending eavesdropping, P4NIS can decrease the decryption cost by 69.85%–81.24%.

The remainder of this article is organized as follows. Section II presents related works. Section III theoretically analyzes the advantages of P4NIS. The principle and deployment of P4NIS are introduced in Sections IV and V, separately. Several experiments are done in Section VI to evaluate the performance of P4NIS. Finally, we conclude this article in Section VII.

II. RELATED WORKS

Traditionally, cryptographic-based mechanisms are proposed by network researchers to encrypt packet payload against eavesdropping attacks. For example, an efficient key management is proposed by Howarth et al. [27] to encrypt multicast traffic transmitted via satellite, where eavesdropping attacks can be easily performed. A new initial common key sharing protocol is presented by Yao et al. [28] to encrypt the secret data that are easily intercepted in the wireless links. Besides, a novel encryption scheme and decision fusion rules proposed by Jeon et al. [29] prevent passive eavesdropping in wireless sensor networks. The encoding scheme and advanced encryption standard (AES) algorithm are utilized by other researchers against eavesdropping attacks [30].

In addition to encrypt the packet payload, it is believed by network researchers that the packet header also needs to be encrypted. For example, service-oriented routers are used by Tennekoon et al. [31] for providing secure data transmission by encrypting data packets including the header and trailer information. An enhancing Internet Protocol Security (IPsec) mechanism is presented by Song et al. [32] against eavesdropping attacks. Besides, a IPsec tunnel-based scheme, named SDMNBlaehual, is proposed by Liyanage et al. [33] to secure the software-defined mobile network communication. A lightweight in-network anonymity solution, proposed by Wang et al. [34], encrypts a client’s IPv4 address to protect user privacy. Surveillance protection in the network elements (SPINE) is presented by Datta et al. [35] to conceal IP addresses in packet headers from eavesdroppers.

Recently, various new network protocols have been proposed to transmit packets using multiple protocols on the Internet. For example, a novel network protocol, named SINET, is designed to solve triple bindings in the conventional Internet, including resource/location binding, user/network binding and control/data binding [36]. Besides, named data networking (NDN), which is a clean slotte protocol proposed by Zhang et al. [37], can effectively forward packets using its name rather than an IP address. Locator/ID Separation Protocol (LISP) proposed by Farinacci et al. [38] decouples the binding between device identity and location. A novel variable-length identifier (VLI)
datagram header is designed to effectively interconnect different scales of IoT networks [39]. A backwards-compatible and extensible Internet is proposed by McCauley et al. [40] to simultaneously merge various network protocols. Moreover, a software-defined adaptive transmission approach is designed by Quan et al. [41] to select various transmission control policies for the time-varying mobile network environment. A stateful forwarding protocol is presented to increase the efficiency and security of the Internet [42], [43]. Although these works enable transmitting packets using a new network protocol, the details about scheduling packets transmissions using multiple protocols are not introduced.

Currently, on one hand, a new control/data plane-separated network architecture is designed by network researchers to support a programmable control plane. For example, software-defined networking (SDN) proposed by McKeown et al. [44] separates the network’s control logic from the underlying routers and switches to control the devices forwarding actions easily. Besides, the OpenFlow protocol is designed to implement the SDN concept by abstracting network communications as flows to be processed by network elements [45]. Such a protocol includes a communication interface between SDN controllers and switches, also defines the switches forwarding actions by a set of flow rules [46]. On the other hand, a novel network language is designed to support a programmable data plane. Notably, a high-level language is proposed by Bosshart et al. [47] for programming protocol-independent packet processors (named P4). Several target devices have been built to support the high-level programmable network language [48]. Besides, the aforementioned new network protocols (e.g., NDN) are first implemented by Signorelli et al. [49] using the flexible network language.

III. MULTIPLE LINES OF DEFENSES

This section theoretically analyzes the necessary of choosing multiple lines of defenses (e.g., P4NIS) rather than traditional cryptographic mechanisms with a longer key.

**Definition 1:** Let $E_l$ be a traditional cryptographic mechanism, and let $l_i$ denote the encryption key size. Besides, let $E_{p1}$, $E_{p2}$, and $E_{p3}$ be the first, second, and third lines of defenses, separately. Let $lp_1$, $lp_2$, and $lp_3$ denote the cryptographic key sizes of the first, second, and third lines, separately.

**Definition 2:** Let $\mathbb{M} = \{m_1, m_2, m_3\}$ be a plaintext. Typically, an IP packet in plaintext could be denoted as

\[
\begin{bmatrix}
\text{IP–header} \\
\text{IP\_dst, IP\_src} \\
\text{Transport–header} \\
\text{Port\_dst, Port\_src} \\
\text{Payload} \\
\end{bmatrix}
\]

\[
\begin{bmatrix}
m_1 \\
m_2 \\
m_3 \\
\end{bmatrix}
\]

(1)

whereas $m_1$ denotes $\{\text{IP\_dst, IP\_src}\}$ fields in the IP header, $m_2$ denotes $\{\text{Port\_dst, Port\_src}\}$ fields in the transport header. $m_3$ denotes the payload data carried for the application. Let $l_{m1}$, $l_{m2}$, and $l_{m3}$ be the lengths of the plaintexts $m_1$, $m_2$, and $m_3$, separately. In terms of engineering practice, the relationship among $l_{m1}$, $l_{m2}$, and $l_{m3}$ satisfies: $l_{m1}, l_{m2} \ll l_{m3}$.

**Definition 3:** Let $C_l(\mathbb{M})$ be a ciphertext, which is from encrypting a plaintext $\mathbb{M}$ using a cryptographic mechanism $l$. Assuming that the traditional cryptographic mechanism has an encryption key $k_i$. Because the traditional mechanism encrypts the packet payload in the application layer, the corresponding ciphertext is

$$C_l(\mathbb{M}) = E_{l,k_i}(\mathbb{M}) = E_{l,k_i}(m_3)$$

(2)

assuming that multiple lines of defenses have encryption keys $kp_1$, $kp_2$, and $kp_3$ for the first, second, and third lines of defenses, respectively. Then, the corresponding ciphertext is

$$C_{p}(\mathbb{M}) = E_{p,kp_1,kp_2,kp_3}(\mathbb{M}) = \{E_{p_1,kp_1}(m_1), E_{p_2,kp_2}(m_2), E_{p_3,kp_3}(m_3)\}.$$  (3)

**Theorem 1:** Multiple lines of defenses (e.g., P4NIS $E_{p1}$, $E_{p2}$, $E_{p3}$) are more difficult to perform brute-force attacks than one single line of defense (e.g., the traditional cryptographic mechanism $E_l$).

**Proof:** Assuming that an eavesdropper steals a pair of plaintext $\mathbb{M}'$ and ciphertext $C'$. Then, the eavesdropper performs a brute-force analysis for the correct key. If we use the traditional cryptographic mechanism $E_l$, then the plaintext $\mathbb{M}'$ has $2^{l_i}$ alternative ciphertexts (denoted as $i$) because the encryption key $k_i$ has $2^{l_i}$ alternative values. Whereas, $i = E_{l,k_i}(\mathbb{M}) = E_{l,k_i}(m_3')$, and there is only one correct key that makes $C' = i$ come into existence. In that case, the eavesdropper could establish a table to store each pair of $k_i$ and $i$. Then, match $C'$ with each $i$ in that table to find the correct key $k_i$. The time complexity of brute-force searching the key is relevant to the table size, and could be denoted as

$$\text{Crack}(E_l) = O\left(2^{l_i}\right).$$

(4)

If we use multiple lines of defenses (e.g., P4NIS), then the ciphertext could be denoted as $\{E_{p_1,kp_1}(m_1'), E_{p_2,kp_2}(m_2'), E_{p_3,kp_3}(m_3')\}$. Whereas, $kp_1$ is the key for the first line of defense and has $2^{lp_1}$ alternative values; therefore, the plaintext $m_1'$ has $2^{lp_1}$ alternative ciphertexts (denoted as $j$). Whereas, $j = E_{p_1,kp_1}(m_1')$, and there is only one correct key that makes $C(m_1') = j$ come into existence. In that case, the eavesdropper could establish a table to store each pair of $kp_1$ and $j$. Then, match $C(m_1')$ with each $j$ in that table to find the correct key for the first line of defense. The time complexity of brute-force searching the key for the second and third lines of defenses could be denoted as $O(2^{lp_2})$ and $O(2^{lp_3})$, separately. Therefore, the time complexity of brute-force searching keys for multiple lines of defenses (e.g., P4NIS) could be denoted as

$$\text{Crack}(E_p) = O\left(2^{lp_1} \times 2^{lp_2} \times 2^{lp_3}\right) = O\left(2^{lp_1+lp_2+lp_3}\right).$$

(5)

Generally, the mechanism $E_p$ applied in the first line of P4NIS splits packets from one stream into different network paths. In terms of engineering practice, there are not too much network paths for the first line to choose; therefore, the relationship among $lp_1$, $lp_2$, and $lp_3$ could be $lp_1 \ll lp_2$, and $lp_3$. Besides, the mechanism applied in the third line of P4NIS is the traditional cryptographic mechanism, i.e., $l_{p_3} = l_i$. Then, we have that $O(2^{lp_2}) = O(2^{lp_3}) < O(2^{lp_1+lp_2+lp_3})$; therefore, $\text{Crack}(E_l) < \text{Crack}(E_p)$. That is, multiple lines of defenses are
more difficult for eavesdroppers to perform brute-force attacks than the traditional cryptographic mechanism.

**Theorem 2:** If the traditional cryptographic mechanism increases its key length \((l_f)\) to be the same with that of multiple lines of defenses (e.g., P4NIS \(l_{f1} + l_{f2} + l_{f3}\), i.e., the time complexities of cracking those two mechanisms are the same, then multiple lines of defenses have a lower encryption cost than the traditional cryptographic mechanism.

**Proof:** Assuming that the time complexity of cracking a cryptographic mechanism is directly proportional to its key size, and there are keys \(k_{f1}', k_{f2}', k_{f3}'\), \(k_{f1}, k_{f2}, k_{f3}\) that make \(O(2^{l_f}) = O(2^{l_{f1}} + 2^{l_{f2}} + 2^{l_{f3}})\) come into existence. That is, the time complexity of cracking the traditional cryptographic mechanism is the same with that of multiple lines of defenses (e.g., P4NIS). Therefore, the length of key \(l_f'\) is the same with hybrid keys \(k_{f1}', k_{f2}', k_{f3}'\), and \(k_{f3}'\), i.e., we have that
\[
l_f' = l_{f1}' + l_{f2}' + l_{f3}' \tag{6}
\]
assuming that the encryption cost is directly proportional to the encryption time and let \(T(E)\) be the encryption time using a cryptographic mechanism. Then, the encryption cost of the traditional cryptographic mechanism could be denoted as
\[
T(E_f) = T\left(E_{f,k_f}(m_3)\right) \tag{7}
\]
and the encryption cost of multiple lines of defenses (e.g., P4NIS) could be denoted as
\[
T(E_p) = T\left(E_{p1,k_{f1}', m_1}, E_{p2,k_{f2}', m_2}, E_{p3,k_{f3}', m_3}\right)
= T\left(E_{p1,k_{f1}'(m_1)}\right) + T\left(E_{p2,k_{f2}'(m_2)}\right) + T\left(E_{p3,k_{f3}'(m_3)}\right) \tag{8}
\]
According to Definition 2, we have that \(l_{m1}, l_{m2} \ll l_{m3}\). It is noted that a longer plaintext has a longer encryption time [50]; therefore, we have that \(T(E_{p}) \approx T(E_{p1,k_{f1}'(m_1)})\). According to (6), we can get that the length of key \(l_f\) is smaller than \(l_{f3}\). Besides, Amalarethinam and Leena [51] evaluated that a longer key length has a larger encryption time. Therefore, we have that \(T(E_{p1,k_{f1}'(m_3)}) \leq T(E_{1,k_{f1}'(m_3)})\). In summary, if the traditional cryptographic mechanism and multiple lines of defenses (e.g., P4NIS) have similar key length, then multiple lines of defenses (e.g., P4NIS) have a lower encryption cost than the traditional cryptographic mechanism.

**IV. P4NIS Principle**

This section introduces how each line of defense looks like. For example, the technological principles and theoretical algorithms of each line are introduced in detail.

**A. First Line of Defense**

The first line has multipath defense, multiprotocol defense, and programmable forwarding mechanisms. We can customize the forwarding mechanism to schedule the multipath/protocol defenses. For example, the forwarding mechanism encapsulates one packet with the IPv6 header and emits it via one path. Then, the mechanism encapsulates another packet with the IPv4 header and emits it via another path.

<table>
<thead>
<tr>
<th>Version</th>
<th>Slice ID</th>
<th>Flow Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>Payload Length</td>
<td>Next Header</td>
<td>Source Identifier Length</td>
</tr>
<tr>
<td>Destination Identifier Length</td>
<td>Hop Limit</td>
<td>Other State Information</td>
</tr>
<tr>
<td>Source Identifier (Variable)</td>
<td>Destination Identifier (Variable)</td>
<td></td>
</tr>
</tbody>
</table>

Source Splicing Extension Header (When Next Header = 0x80)

<table>
<thead>
<tr>
<th>Next Header</th>
<th>Source Identifier</th>
</tr>
</thead>
</table>
| Destination Splicing Extension Header (When Next Header = 0x90)

| Next Header | Destination Identifier |

1) **Multipath Defense:** To augment the promiscuous and stateful forwarding policy by having multiple alternative options, the first line of P4NIS manages multiple heterogeneous paths in which the packets are difficult to be entirely eavesdropped. For example, P4NIS is equipped with three 4G LTE modules to forward packets through wireless links. The 4G LTE modules are runnable on the Linux, Windows, and MAC operating system by coding a software driven script.\(^1\) To make the wireless links have heterogeneous parameters (e.g., delay, packets loss rate and signal strength), each 4G module is embedded with the China Unicomm China Mobile, and China Telecom SIM card, separately.

2) **Multiprotocol Defense:** For forwarding policy to have various alternative network protocols, the first line of defense has the traditional IPv4 and IPv6 network protocols. Besides, a novel VLI datagram header called VLI [39], which aims to effectively interconnect different scales of networks, is also embedded into P4NIS scheme.

1) IPv4 is one of the core protocols of the Internet and is widely used in today’s Internet. Without the options filed, the IPv4 header has a size of 20 B. Otherwise, the maximum size is 60 B.

2) IPv6 packet header consists of eight fields, of which the next header field provides the opportunity to extend the protocol in the future. Therefore, the IPv6 packet header has a fixed size of 40 B.

3) VLI is a new network datagram that aims to merge different scales of networks. As shown in Fig. 1, the VLI packet header consists of 11 fields, of which the next header field provides the same capacity as the IPv6 packet header. However, different from the IPv6 packet header, the VLI packet header can provide arbitrary bit addresses (the maximum is 256 b) using the splicing extension header (as shown in the bottom of Fig. 1).

3) **Programmable Forwarding Defense:** To provide a programmable network immunity against eavesdropping attacks, the first line of defense has a scalable design that supports programmable forwarding policies. The design (as shown in Fig. 2) has three main parts: 1) ingress pipeline; 2) forwarding policy controller; and 3) egress pipeline. It is noted that the ingress and egress pipelines correspond to the P4 ingress

\(^1\) The driven script for 4G LTE modules: https://github.com/KB00100100/P4NIS/tree/master/Multi_paths.
and egress pipelines. Besides, the controller does not correspond to traditional SDN controller because the former one controls a switch’s register while the SDN controller controls the switch’s flow tables. The forwarding policy controller has a path-selection register, which can be written by forwarding policies and read in the ingress and egress pipelines. Since a policy only needs to write its selection of forwarding path to the register, network operators could program different forwarding policies using the scalable design. Besides, both the ingress and egress pipelines have processes to determine whether traffic packets are from client side or server side. If one packet are from client side, then the path-selection register chooses a path to forward the packet to the server side. Otherwise, the packet is directly forwarded to the client side.

Based on the coordination of these three parts, traffic packets could be forwarded disorderly. Particularly, when incoming a client-side packet, the ingress pipeline first triggers the forwarding policy controller. Then, the controller chooses one forwarding policy and writes the value of selected path to the path-selection register. Finally, the egress pipeline reads the path-selection register and forwards the packet to the selected path. Besides, when incoming a server-side packet, the ingress and egress pipelines directly process it without the control of forwarding policies. If the packet destination is the client, the packet will be forwarded to the path connected to the client; otherwise, it will be dropped in the egress pipeline. Using the scalable design, operators could easily program diverse forwarding policies and dynamically change them to satisfy different types of traffic. For example, splitting security-sensitive traffics into multiple different paths, and delay-sensitive traffics into one single path.

4) Promiscuous and Stateful Forwarding Policy: Based on the programmable forwarding defense, we propose a simple but powerful stateful forwarding policy to prevent eavesdropping. That is, although attackers can eavesdrop every single path/protocol easily, they can hardly intercept all traffic packets because the forwarding policy can forward the traffic packets through different paths/protocols. Particularly, the promiscuous policy is a stateful whose state can be denoted by

\[ S_{ij}, \{i = 1, 2, 3; j = 1, 2, 3, 4\} \]  \hspace{1cm} (9)

of which \(i\) denotes the type of the protocol and \(j\) denotes the number of the path. For example, \(i = 1, 2, 3\) represents the IPv4, IPv6, and VLI (e.g., VLI) protocol, respectively, \(j = 1, 2, 3, 4\) severally represents the 1st, 2nd, 3rd, and 4th path. In that way, the state \(S_{ij}\) denotes the traffic packets are forwarded through the \(j_{th}\) path by using the protocol \(i\). Besides, the packets forwarding state \(S_{ij}\) can transfer to \(S_{ij}^{\prime}\) according to the link characteristics and service requirements. The transition can be denoted by

\[ S_{ij} \xrightarrow{P(i) \to P(i') \text{ and } P(i') \to P(i)} S_{ij}^{\prime} \]  \hspace{1cm} (10)

whereas \(P(i)\) is a set of link characteristics when using the network protocol \(i\). Such a set includes RTT, packet loss rate, and other link characteristics. \(R(\bullet)\) depicts a set of service requirements including QoS, security, and etc. Particularly, if one of the link characteristics is always better than another one, then the forwarding state is still \(S_{ij}\). Such a forwarding state reaches the QoS requirement perfectly because the current selected link characteristic is the best one. However, it is not suited for the security requirement because the packets are always forwarded via one path using one protocol. Therefore, considering some service requirements, such as the security, the forwarding state should be frequently changed to make all the traffic packets too difficult to be intercepted. Algorithm 1 shows the pseudocode of the forwarding state transition process.

### Algorithm 1 The Forwarding State Transition

**Input:** Array \(P(i, j), R(\bullet)\) and Register \(S_{ij}\)

**Output:** Register \(S_{ij}^{\prime}\)

1. **procedure** Process (\(P(i, j), R(\bullet), S_{ij}\))
2. //select the best link characteristics
3. \(i, j \leftarrow \text{MAX}(P(i, j))\)
4. //get current forwarding state
5. \(S_{ij} = \text{register.read}();\)
6. //consider the service requirements
7. **case** \(R(\bullet)\):
8. when QoS: \(\text{return} \text{register.write}(S_{ij}^{\prime})\);
9. when Security: \(\text{return} \text{register.write(not } S_{ij}^{\prime})\);
10. **default:** \(\text{return} \text{register.write}(S_{ij}^{\prime})\);
11. **end case**
12. **end procedure**

B. Second Line of Defense

The second line of defense has a programmable cryptographic design to support various encryption algorithms. Using the design, operators could customize different cryptographic algorithms and encrypt packets from one stream to split them into different streams. In that case, eavesdroppers are difficult to classify the encrypted packets into streams correctly.

1) Programmable Cryptographic Design: To support various encryption algorithms for P4NIS, we propose a backward-compatible design in the second line of defense. Particularly,
First, the S-BOX is initialized with 16 ping rules. Typically, the generation can be done in three steps. The four fields can be combined together (denoted as \( SP, DP, AN \)) and stored in the local registers. Noted that the ingress and egress pipelines correspond to the P4 ingress and egress pipelines. Besides, the controller does not correspond to the traditional SDN controller because the former one controls a switch’s register while the SDN controller controls the switch’s flow tables. In the ingress pipeline, a TCP packet, whether it is in the type of plaintext or ciphertext, is used to extract the fields of source port, destination port, sequence number, and acknowledgment number (as shown in Fig. 4). The four fields can be combined together (denoted as \( SP, DP, AN \)) and stored in the local registers. Note that the four fields are in the type of plaintext, \( SP, DP, AN \), represents that the four fields are in the type of ciphertext. After finishing the storage, the algorithm controller is triggered to encrypt/decrypt the fields using selected algorithms. As Fig. 3 depicts, \( \Phi_e(\bullet) \), \( \Psi_e(\bullet) \), and \( \Theta_e(\bullet) \) are the encryption algorithms, \( \Phi_d(\bullet) \), \( \Psi_d(\bullet) \), and \( \Theta_d(\bullet) \) are the decryption algorithms. Aside from selecting the existing encrypted/decrypted algorithms, the controller can also provide a backward-compatible selection for other algorithms. It is worth mentioning that all the algorithms can be dynamically replaced even if the controller is at runtime. The en-/decryption process can be expressed by

\[
\begin{align*}
\begin{bmatrix}
SP \\
SN \\
AN
\end{bmatrix}_p & \text{reg} \left\{ \begin{array}{c}
\Phi_e \\
\Psi_e \\
\Theta_e
\end{array} \right\} \text{write} \left\{ \begin{array}{c}
SP \\
SN \\
AN
\end{array} \right\}_c \\
\begin{bmatrix}
SP \\
SN \\
AN
\end{bmatrix}_c & \text{reg} \left\{ \begin{array}{c}
\Psi_d \\
\Theta_d
\end{array} \right\} \text{read} \left\{ \begin{array}{c}
SP \\
SN \\
AN
\end{array} \right\}_p,
\end{align*}
\]

In the egress pipeline, the four fields are replaced with the values stored in local registers. In that case, the process of encrypting/decrypting TCP packets is completely finished.

2) Encrypted-Decrypted Transport Algorithms: Based on the programmable cryptographic design, we propose an encrypted/decrypted transport algorithm to prevent the eavesdropper from stealing all the packets from one stream and recovering the payloads. Particularly, an S-BOX matrix is used to encrypt TCP packets, and an inverse S-BOX matrix is used to decrypt the encrypted TCP packets. Both the matrices are based on the AES-128 encryption algorithm which has 2^{127} keys, they can be generated by using multiple nonlinear mapping rules. Typically, the generation can be done in three steps. First, the S-BOX is initialized with 16 \( \times 16 \) B elements and sorted in ascending order. For example, the first line elements of the S-BOX are \{00\}, \{01\}, \ldots, \{0F\}, the second line elements of the S-BOX are \{10\}, \{11\}, \ldots, \{1F\}, the \( x \)-th line and \( y \)-th column element can be denoted as \((x-1)(y-1))\). Second, each byte element in the S-BOX is mapped as its inverse value in a finite field. Such an inverse can be denoted by

\[
\langle(x-1)(y-1) \rangle \overset{GF(2^8)}{\rightarrow} \langle(x-1)'(y-1)' \rangle, \langle00\rangle \rightarrow \langle00\rangle
\]

whereas \( GF(\bullet) \) is a finite field, \( 2^8 \) represents there are 256 elements in the finite field. Third, convert each bit of all the bytes elements using the following equations:

\[
b_i' = b_i + b_{i+4} \mod 8 + b_{i+5} \mod 8 + b_{i+6} \mod 8 + b_{i+7} \mod 8 \oplus c_i
\]

\[
c = [1 1 0 0 1 1 0 0]
\]

and the generated inverse S-BOX matrix is shown as

\[
\begin{bmatrix}
63 & 7c & \cdots & ab & 76 \\
ca & 82 & \cdots & 72 & c0 \\
: & : & \cdots & : & : \\
e1 & f8 & \cdots & 28 & df \\
8c & a1 & \cdots & bb & 16
\end{bmatrix}
\]

By using the generated (inverse) S-BOX matrix, the second line of defense can encrypt/decrypt the TCP sequence and acknowledgment fields to avoid eavesdroppers from using the two fields to decode the packet payload. Algorithm 2 shows the pseudocode about how to encrypt/decrypt the key fields using the (inverse) S-BOX matrix.

### Algorithm 2 The encrypted/decrypted transport

**Input:** Class RawPacket or EncryptedPacket  
**Output:** Class EncryptedPacket or RawPacket

1. \textbf{constant} S-BOX = \{\}; S-BOX\(_j\) = \{\};
2. //generate the (inverse) S-BOX  
3. S-BOX = GenerateAlgorithm();
4. S-BOX\(_j\) = GenerateInverseAlgorithm();
5. \textbf{procedure} Process (Packet)
6. \textbf{if} Packet.raw() == True \textbf{then}
7. Packet.seq \leftarrow \text{encrypt}(Packet.seq, S-BOX);
8. Packet.ack \leftarrow \text{encrypt}(Packet.ack, S-BOX);
9. \textbf{else if} Packet.encrypted() == True \textbf{then}
10. Packet.seq \leftarrow \text{decrypt}(Packet.seq, S-BOX\(_j\));
11. Packet.ack \leftarrow \text{decrypt}(Packet.ack, S-BOX\(_j\));
12. \textbf{end if}
13. \textbf{end procedure}

### C. Third Line of Defense

The third line of defense is the traditional cryptographic mechanism, such as RSA2048 to encrypt packet payload. It is
noting that the encryption is executed by IoT devices rather than P4NIS devices. Besides, since the first and second lines of P4NIS could increase difficulties of eavesdropping, the IoT devices could use simple and lightweight cryptographic mechanisms due to the constricted resources. For simplicity, we do not introduce RSA2048 in detail because it is a well-known cryptographic mechanism.

V. P4NIS WORKFLOWS AND DEPLOYMENT

Based on the P4NIS principle, this section introduces how each line of defense works together. Besides, a typical application scenario of P4NIS is also introduced in detail.

A. Workflows of P4NIS

Fig. 5 shows the architecture of P4NIS mechanism. Particularly, a client is used to transmits users’ traffic packets, and a server is used to transmit network services packets. Both the client and server have the first line of defense that has multipath resources including wireless 4G links and wired fiber links. Besides, the first line of defense also has multiprotocol resources, such as IPv4, IPv6, and variable-length identifiers (e.g., VLI). Using the multipath/protocol resources, a promiscuous and stateful forwarding policy is equipped to make the traffic packets or the services streams difficult to be eavesdropped. Even if a versatile attacker can destroy the first line, the P4NIS client and server have the second line of defense which is an encrypted/decrypted transport algorithm to prevent the eavesdropper decoding all packet payloads.

Generally, when the P4NIS client receives a traffic packet from the user groups, the second line of defense encrypts some key fields using the aforementioned algorithm. Then, the client’s first line of defense selects a path and protocol to forward the packet using the promiscuous forwarding policy. After the selection, the client encapsulates the packet using IPv4, IPv6, and variable-length identifiers (e.g., VLI) tunnel, in which (not include the VLI tunnel) the packet can be forwarded to the P4NIS server across the Internet. After the server receiving the packet from a forwarding path of the first line, its second line of defense decrypts the key fields using the aforementioned algorithm and forwards the packet to a network service provider. Finally, the provider responds to the packet and forwards the acknowledgment packet using the reverse path between the P4NIS server and client. For conciseness, we do not introduce repeatedly the reverse process here because it is similar to the uplink process.

B. Typical Application Scenario of P4NIS

Fig. 6 depicts a typical use case of P4NIS for secure private communication. Particularly, a business man is on the trip outside his company, and he wants to exchange secret information with his company. If the man uses traditional communication technologies, then the secret information (e.g., voice call) will be easily eavesdropped by the native communication operators. Furthermore, using the intercepted secret information, versatile attackers could blackmail the company and cause significant economic losses. Therefore, a portable P4NIS client is necessary for the man against eavesdropping.

The portable P4NIS client is easy to use without any configuration. Particularly, the business man first connects his mobile phone, tablet PC and laptop to the P4NIS client via wireless/wired links. Then, if the man downloads a private file from his company’s Web or chats with his colleagues about back-stair contracts, the P4NIS client can disorderly forward the secret information via multiple 4G links. In that case, eavesdroppers are difficult to intercept all the traffic packets, even if they can, the second defense line of P4NIS can avoid the attackers decrypting all packet payloads. After the disordered packets arrive at the P4NIS server, the server can quickly sort them and safely transmit them to a content producer or other users inside the enterprise.

VI. PERFORMANCE EVALUATION

This section evaluates the performance of P4NIS in a practical network environment. Particularly, we implement the P4NIS using the P4 language, which includes the client part and the server part. We conduct series of experiments to evaluate the performance in terms of success probability of eavesdropping, cryptographic complexity, and transmission throughput. For comparison, other state-of-the-art mechanisms, including single-path and multipath transmission, are also implemented.

A. Experimental Setup

We choose P4 to implement P4NIS rather than other language (e.g., C) for three reasons.

---

2 Codes for P4NIS are available via Github: https://github.com/KB00100100/P4NIS.
The first line of P4NIS encapsulates the packets with different L3 header. P4 could integrate any L3 header flexibly with a few lines of codes while C could not. For example, current Linux is embed with TCP/IP stack, it is difficult to integrate NDN or other L3 protocol.

2) The first line of P4NIS splits the packets into different network paths. P4 could choose a network path for the packets using its meta-data while C could not.

3) The second line of P4NIS supports various encryption algorithms. P4 could provide external register interfaces for choosing encryption algorithms while C could not. Besides, a software switch, named BMv2, is installed to support running the P4 codes. The reason for choosing BMv2 is that we focus on evaluating the functions of P4NIS rather than its throughput. It is reasonable to choose BMv2 because that it has 553 Mb/s throughput tested with 16 cores 1.70-GHz CPU and a 64-GB RAM, which satisfies the requirement of 100 Mb/s. It is worth mentioning that the client has three wireless 4G links while the server does not have. In other words, the client is portable and runnable without using the wired smart NIC; while the server is only runnable at a fixed position (such as our laboratory). In our experiments, we deploy both the client and the server at our laboratory to evaluate the feasibility of the VLI protocol.

B. Experimental Results of Eavesdropping Defense

1) Eavesdropping Results: To intuitively evaluate the performance of P4NIS three lines of defenses, we act as a versatile eavesdropper to intercept the traffic packets between the client and server. Notably, a legitimate PC is connected to the P4NIS client to download a text file whose content is repeated with “SINET is cool!”. Among the clients, we use a powerful Wireshark tool to sniff the packets forwarded in a single path, multiple paths and all available paths, separately. As a comparison, we use the Wireshark to sniff a legitimate user stream in the PC. It is worth mentioning that we decapsulate the origin IP packets from the eavesdropped packets to evaluate the performance of the encrypted transport algorithm.

All the evaluation results including the origin Wireshark pcap file can be found at the GitHub and Fig. 10 shows snapshots of the results. Particularly, eavesdropping on one single path can only intercept a part of traffic packets [encapsulated with IPv6 header in Fig. 10(a)]. While eavesdropping on multiple paths can intercept much more traffic packets than eavesdropping on one single path [encapsulated with two different IPv4 headers in Fig. 10(b)]. Besides, eavesdropping on all available paths can intercept all the traffic packets, but it cannot decode all packet payloads because the second line of defense is equipped with a powerful encrypted transport algorithm. As Fig. 10(c) shows, all packets are labeled with black background color by the Wireshark, which indicates that they are abnormal packets. Moreover, the Wireshark stream content shows some bytes missing in capture file which indicates that the payload included in the eavesdropped packets cannot be entirely recovered. Regarding the legitimate users, Fig. 10(d) depicts that all the traffic packets can be normally extracted by the Wireshark without the black label. The Wireshark stream content shows “SINET is cool!”, i.e., the packets can be recovered with entire payload.

2) Success Probability of Eavesdropping: In our experiments, the difficulties of eavesdropping are quantified as the success probability of eavesdropping [52]. Particularly, comparison experiments between single-path, multipath, and P4NIS are done to evaluate that the first line of defense can effectively decrease the success probability of eavesdropping. Besides, we use a PC connected to the P4NIS client to download a text file and act as a versatile attacker to intercept the traffic packets from 1/2/3 paths randomly. It is worth mentioning that all packets are transmitted in the type of plaintext to evaluate the performance without the third line of defense. The single-path and multipath mechanisms are also implemented in the client without any encryption algorithm.

Fig. 7 shows the results. The success probability of eavesdropping is the ratio between the packets eavesdropped by an attacker and the packets transmitted by a legitimate user. For example, 100% means that the eavesdropper successfully intercepts all the traffic packets transmitted by the user. If we follow a TCP stream using all the eavesdropped packets in the Wireshark, we can entirely extract all packet payloads. As Fig. 7 depicts, whatever several eavesdropped paths are, P4NIS can prevent all the traffic packets from being intercepted. Concretely, success probabilities of eavesdropping are 15.84%, 31.02%, and 46.21%, separately, i.e., P4NIS approximately decreases the success probability of eavesdropping by 216.4% compared with the other two mechanisms. Besides, using the second line of defense, the success probability of eavesdropping can exponentially decrease by $2^{127}$ times because the encryption algorithm has $2^{127}$ alternative keys.

3) Cryptographic Complexity: We also evaluate the effectiveness of P4NIS in the case of versatile attackers successfully eavesdropping all the traffic packets. In our experiments, the effectiveness is quantified as the cryptographic complexity, i.e., how many alternative keys for the eavesdroppers to brute-force search. For comparison, the state-of-the-art mechanism (multipath) is implemented, which encrypts all packet payloads in application layer and splits packets into multiple network paths. Besides, the application-layer encryption uses the Rivest–Shamir–Adleman (RSA) algorithm whose key length varying between 512 and 1152 b. Fig. 8 depicts the experimental results. Particularly, the lines marked with +, *, and **
and $\Delta$ are P4NIS mechanisms whose second line of defense has 128, 192, and 256-b encryption keys, respectively. It is obvious that P4NIS has a larger key size than Multipath. For example, when the application-layer encryption key length is 1024 b, the Multipath and P4NIS have $2^{1024}$, $2^{1152}$, $2^{1216}$, and $2^{1280}$ alternative encryption keys, separately. This is because the second line of P4NIS has 128, 192, and 256-b encryption keys to encrypt packets in the transport layer.

4) Encryption Cost: To further compare P4NIS with the multipath mechanism, we theoretically evaluate the encryption cost for each mechanism. The result is shown in Fig. 9. Particularly, the cell colored with gray line depicts the quantized encryption cost, i.e., the average time when encrypting a 10-B plaintext using a 10-b key (denoted as $\tau$ s/grid). We assume that encrypting other length of plaintext using other length of key is linear to the quantized average cost. Besides, we use hardware acceleration devices such as FPGA to perform the cracking computation. The FPGA, which has 200–300 MHz operating frequency, costs 30–40 clock cycles for decryption [53]. That is, the device could perform $\text{avg}(2 \times 10^8, 3 \times 10^8)/\text{avg}(30, 40) \approx 22.768$ times of cracking computation in 1 s. To make eavesdroppers take 1 h to brute-force search the correct key, the multipath mechanism should encrypt all packet payloads in application layer with a 35-b key. P4NIS should have 6, 25, and 4-b keys for each line of defense, separately. In terms of the encryption cost, it is obvious that P4NIS costs less than multipath mechanism. This is because multipath mechanism has a longer application-layer key to encrypt a packet payload, and the packet payload size is much larger than the size of its transport header. Moreover, if P4NIS and multipath mechanisms have the same level of defending eavesdropping, i.e., the same brute-force cracking time taken by eavesdroppers, P4NIS decreases the encryption cost by 69.85%–81.24% (as shown in Fig. 9) compared with multipath mechanism in terms of the cracking time from 1 h to 1 year.

C. Experimental Results of Throughput Performance

1) Transmission Throughput: We also evaluate the transmission throughput using Linux iperf tool. Particularly, we connect a laptop to the P4NIS client and run an iperf client on that laptop to emit traffic streams. Besides, we rent a Huawei cloud compute engine to run an iperf server whose maximum bandwidth is 100 Mb/s. Fig. 14 depicts the experimental results. Obviously, the single-path mechanism has the lowest TCP throughput whose average value is 2.57 Mb/s. The multipath mechanism has a 3.22-Mb/s average throughput, which is lower than P4NIS mechanism whose average throughput is 4.24 Mb/s. Besides, the single-path mechanism has a fluctuant throughput range from 1 to 8 Mb/s. The multipath and P4NIS have a stable throughput whose value is $\sim 3$ Mb/s and $\sim 4$ Mb/s, separately. In other words, P4NIS increases TCP throughput by 31.68% compared with multipath mechanism. However, P4NIS does not effectively aggregate the bandwidths of multiple network paths because its throughput is ideally four times larger than the Single-Path mechanism. P4NIS does not reach the expected throughput due to the out-of-order problem which is introduced in the next experiment. It is worth mentioning that the first line of P4NIS costs computing resources to schedule traffic packets on different network paths. Besides, the second line also costs computing resources to encrypt transmission ports. However, the computing resources are lightweight and affordable for the P4NIS client and server.

2) Video Streaming Watching: To further analyze the system performance in detail, we examine the P4NIS performance for video streaming watching. Similar to the previous experiment, a laptop is connected to the P4NIS client and plays an online video from YouTube. During the experiment, the Wireshark tool is used to sniff all the traffic packets transmitted through the laptop network interface and count the number of TCP retransmission and out-of-order packets. The experimental results are shown in Figs. 11–13. In terms of all TCP packets, it is obvious that P4NIS has the largest capacity
In terms of TCP retransmission packets, the multipath mechanism has the worst performance than the other two mechanisms. Concretely, P4NIS mechanism has around seven retransmission packets on average, which is much bigger than the other two mechanisms (~5 and ~1, respectively). This is because P4NIS and multipath mechanisms have various IPv4 and IPv6 forwarding paths whose link characteristics are greatly different from each other. In other words, the multipath mechanism has a larger retransmission ratio of 2.87% as shown in Fig. 12 due to the greatly difference between IPv4 and IPv6 paths. Besides, the P4NIS mechanism has a retransmission ratio of 2.62% due to the difference of wireless 4G links. The single-path mechanism has a retransmission ratio of 1.05% because it only forwards the traffic packets through one path.

In terms of the out-of-order packets, the multipath mechanism has the largest number of out-of-order packets whose average value is about 12, while P4NIS and single-path mechanisms have ~10 and ~3 out-of-order packets, respectively. That is, P4NIS has an out-of-order ratio of 4.81% which is larger than the Single-Path mechanism (2.72% as shown in Fig. 13). Besides, the multipath mechanism has the largest out-of-order ratio (7.53% as shown in Fig. 13) compared with other two mechanisms, because it has two wireless 4G links with greatly difference of link characteristics. Compared with multipath mechanism, P4NIS decreases the TCP out-of-order packets by 36.1% due to its sorting methods. Therefore, P4NIS is powerful in terms of bandwidth capacity and security, but weak in terms of retransmission and out-of-order ratio.

3) Video File Downloading: To further examine the influence of the aforementioned retransmission and out-of-order weakness, we use a laptop connected to the P4NIS client to download a YouTube video file whose size is approximately 42.1 MB, and Figs. 15–17 depict the experimental results. Particularly, P4NIS has the largest downloading bandwidth
capacity which is around 1900 packets per second. While the multipath and single-path mechanisms have ~1800 and ~1600 (pps) downloading bandwidth capacity, respectively. Besides, the experimental results show that P4NIS has the least downloading time which is 45 s, while the multipath and single-path mechanism take 47 and 52 s to download the video file, separately. It is worth mentioning that the throughput of P4NIS and multipath mechanisms is not multiple larger than single-path mechanism, this is because both P4NIS and multipath mechanisms suffer from a higher retransmission ratio and out-of-order ratio.

Regarding the retransmission packets, multipath mechanism has around 72 retransmission packets, which is the largest one compared with other two mechanisms (~50 and ~13 as shown in Fig. 16). Moreover, the retransmission ratio of P4NIS is 2.67%, around two times bigger than single-path mechanism (1.49% as shown in Fig. 16), and a little smaller than the multipath mechanism (3.22% as shown in Fig. 16) due to the sorting method of P4NIS. Regarding the out-of-order packets, as shown in Fig. 17, the multipath mechanism has approximately 128 out-of-order packets, which is the largest compared with other two mechanisms. Besides, the out-of-order ratio of P4NIS is 5.72%, which is a little smaller than multipath mechanism. The out-of-order ratio of P4NIS is bigger than single-path mechanism whose value is 4.53%.

VII. CONCLUSION

In this article, we have proposed a programmable network immune scheme (named P4NIS), which is equipped with three lines of defenses to prevent the eavesdropping attacks. In case eavesdroppers crack the fixed forwarding policy, operators could dynamically update different forwarding policies in the first line. Besides, in case eavesdroppers crack the fixed encryption algorithm, operators could also dynamically change transport encryption algorithms in the second line. We implemented the proposed P4NIS and evaluate its performance. Experimental results showed that P4NIS can increase difficulties of eavesdropping significantly, increase transmission throughput by 31.68% compared with state-of-the-art mechanisms. Moreover, if P4NIS and state-of-the-art mechanisms have the same level of defending eavesdropping, P4NIS can decrease the encryption cost by 69.85%–81.24%.

In future work, we will further investigate both the sending and receiving scheduler mechanism to decrease the number of retransmission and out-of-order packets. Besides, since different traffics have different security requirements (e.g., delay-sensitive traffics may not need a high network immunity), we will design the forwarding policies and transport encryption algorithms with diverse security levels to meet various traffic requirements. Moreover, due to the throughput limitation of P4 software switch, we will implement P4NIS using high performance hardware devices.
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