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Real-Time Search-Driven Caching for Sensing
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Abstract—Real-time search is essential for accessing specific
sensing data (SD) in vehicular networks to support safe, efficient,
and intelligent road services. Considering the tremendous data
volume, the SD search process should be carefully devised to
avoid excessive retrieval and transmission delay. To alleviate the
communication and computational burden for sensing devices
and the cloud server, roadside edges are adopted to cache the
SD in advance. Given a short lifetime of SD, the caching scheme
is required to be efficient in facilitating both the search process
and uplink/downlink transmission, which is quite challenging due
to the coupling of resource allocation decisions. To guarantee
the search efficacy and enhance the caching resource utilization,
we propose a real-time search-driven caching (RSC) paradigm
to enable the cooperation among storage-constrained edges. A
hierarchical indexing framework is first introduced for cached
data, based on which we then devise a search utility model to
quantify the expected data freshness and response delay. With the
objective of maximizing the long-term search reward, the RSC
problem is formulated by jointly considering the search requests
and utility model. A deep-reinforcement-learning-based caching
(DRLC) method is proposed to solve the problem. Specifically, an
action transition module is introduced to lower the computational
complexity via reducing the selection space of caching actions.
Extensive simulations are carried out based on the real trace
data in Creteil, France, and results show that the intelligent
DRLC method can improve the real-time search performance
significantly comparing to the benchmark methods.
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I. INTRODUCTION

W ITH the breakthrough developments in connection and
information technologies, tremendous smart sensors

are adopted in vehicular networks to characterize the road
traffic and environmental surroundings by the continuously
generated sensing data (SD). Although a large number of
sensors are installed on the roadside infrastructures, the high
maintenance cost and information access right limit the extent
to which the sensing information can be shared among indi-
vidual users [2]. Therefore, on-board sensors that can exploit
the high vehicle mobility to provide wide-coverage and fine
grained sensing services are becoming important sources of
sensing data [1], [3]–[6]. To stupendously benefit the secure
and efficient road services, such as autonomous driving,
remote fleet management, and intersection collision warning,
vehicles need to get access to specific SD in real time [5], [7],
[8]. Studies show that the overall sensor market will become
the fastest growing segment in automotive componentry [9],
which will lead to a rapid growth of the SD volume. The
data traffic is estimated to be roughly 0.6 EB in every month
of 2020 and will increase to 9.4 EB by 2030 [10]. Given
the tremendous data volume, a real-time search that aims at
retrieving requested data promptly [11] is crucial to reduce
response time for drivers and enhance the traffic safety [12].

Due to the dynamic road environments and busy daily
trips, there are massive connections and search interactions
in vehicular networks, which can impose excessive pressure
on backhaul links and degrade the service quality signif-
icantly [13]. To this end, edge caching, which is a well-
recognized solution to relieve the traffic burden for the cloud
server, has been explored to support the real-time search by
deploying contents in close proximity to target users [14].
Nowadays, the majority of vehicles are equipped with onboard
sensors to gather the surrounding information [15], but the
remote traffic status used for navigation needs to be requested
online. With various travel destinations or moving behav-
iors, there will be a huge difference among the requests.
Due to the growing data volume and limited edge caching
size, the caching-assisted search can still sustain data miss-
ing and response failures for some requests. To this end, a
real-time search-driven caching (RSC) paradigm is designed
in this article, where the caching edges are considered to work
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cooperatively for enhancing the search efficiency and resource
utilization.

In the literature, extensive studies are conducted on the
edge caching to improve data access efficacy [13], [14],
[16], [17]. The users can be served by one or multiple
cooperative nodes [14], [16], and the cooperative caches are
normally assumed as neighboring vehicles or roadside units
(RSUs) [18], [19]. To minimize the data downloading delay,
most caching schemes are determined on the basis of given
popularity. However, as the popularity is predefined or needs
to be predicted with sufficient historical requests [20], [21],
the popularity of SD that have various types and application
cases can hardly be practically achieved. Therefore, moderate
decoupling of caching decisions and popularity information is
critical for data search scenarios. On the other hand, the data
need to be uploaded from distributed sensing devices before
cached in the edges. Given various content preferences, enor-
mous queries, and data volume, the data cannot always be
ensured to be cached in the proximity of target users. Hence,
traditional traversal mechanisms, where the search query will
be forwarded to the local edge, neighbor cache servers, and
content provider in turn, are not applicable for requesting
SD. To support the distributed caching decisions and search
queries, the cloud server is introduced in our work to manage
an index for accelerating the retrieval process.

Compared with infotainment contents, such as video and
game profiles, SD is time sensitive and only valid within a
certain time window [21]–[24]. To this end, to satisfy real-
time search requirements for the temporally variant data, the
cooperative caching scheme needs to be carefully designed for
ensuring data freshness and prompt response at the same time,
which is quite challenging due to the following reasons. First,
with limited knowledge of the search requesting features, the
double requirements in “real time” include the optimization of
both the validity of cached data and response delay, which ren-
ders the problem complicated. Second, for the search-driven
caching, SD has to be uploaded to edge servers in advance,
then be retrieved and downloaded for requesting users. Thus,
the delay performance can be affected by both the searching
and uplink/downlink transmissions during the process, which
should be deeply explored in the scheme design. Third, with
limited edge cache size and the dynamic wireless channels [5],
when and where to cache the up-to-date generated data is non-
trivial because 1) immediate data transmission cannot always
be guaranteed especially when the communication channels
are weak and 2) the expected retrieval time could vary with dif-
ferent caching locations for each data item. Finally, the caching
decisions are generally optimized based on content popular-
ity, while in vehicular networks, the historical search requests
cannot always be collected due to privacy protection. Hence,
the caching edges should be designed to deal with different
cases adaptively.

In this work, we delve into the SD caching design to address
the above-mentioned challenges via fully unleashing the poten-
tial of cooperative edge caching. Our objective is to increase
the result validity and search speed for the widely distributed
SD requesters. Therefore, the association between SD and
interested users is first analyzed in this article, based on which

we propose a hierarchical search framework for the search
service in vehicular networks. With the objective of enabling
delay-sensitive data search, a utility model is then devised to
quantify the expected response delay and freshness for cached
data, as these two factors are crucial in searching performance
evaluation. Next, the RSC problem is formulated within the
constraints of transmission capability and cache storage bud-
get, aiming at maximizing the long-term search reward of
large-scaled SD. To study and utilize the potential data search-
ing rules for optimizing caching decisions, we propose a
deep-reinforcement-learning-based caching (DRLC) method to
solve the problem. In specific, an action transition module is
designed to reduce the computational complexity by decreas-
ing the caching selection space. Finally, extensive simulations
are conducted to demonstrate the efficacy of the proposed
caching method, and results show that it can perfectly support
the real-time search requirements as expected.

Our major contributions can be highlighted as follows.
1) We propose an RSC paradigm based on cooperative

edges. The RSC paradigm can facilitate the efficient
search of SD, which is essential for future vehicular
networks but rarely considered in the literature.

2) We propose a hierarchical search framework for cooper-
ative edges in vehicular networks, in which the caching
servers are indexed according to their spatial distribu-
tion, and the cloud can quickly forward and search the
queries accordingly.

3) We devise a search utility (SU) model to quantify
the contribution of caching decisions for real-time data
search. Then, the DRLC method is proposed to solve
the RSC problem in an intelligent and low-complexity
way.

The remainder of this article is organized as follows.
Section II briefly reviews the related work of content request
features and caching problems in vehicular networks. The
system model, search framework, and utility model are illus-
trated in Section III. The RSC problem and DRLC method are
elaborated in Section IV. In Section V, the proposed methods
are evaluated through abundant simulations, and finally, we
conclude this article and direct our future work in Section VI.

II. RELATED WORK

We review the related work in two categories, i.e., real-time
data request and cooperative edge caching.

A. Real-Time Data Request

Information exchange among vehicles, communication
infrastructures, and the Internet is the basis of providing
emerging services in future vehicular networks, ranging from
collision avoidance, remote vehicle diagnosis in self-driving
to 3-D environment modeling in navigation [5]. In the liter-
ature, there are two main vehicular communications modes:
1) vehicle-to-infrastructure (V2I) and 2) vehicle-to-vehicle
(V2V). As one of the most important restrictions to mea-
sure the Quality of Service (QoS) [11], the transmission delay
is affected by the dynamic communication environment sig-
nificantly [17], thus it needs to be modeled and analyzed
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according to different scenarios. For example, Yang et al. [18]
considered a hybrid data dissemination model to acquire the
demanded data from the edge or nearby neighboring vehicles
for automated driving assistance, and the deadlines of acquir-
ing data were adopted to analyze the delay in algorithm design.
Liu et al. [25] proposed a distributed algorithm to minimize
the average download delay, addressing the content placement,
and transmission problem jointly. A similar joint problem
was discussed in [26], where the user’s requests can be for-
warded either to the edge caches or congested backend server
directly. Hence, two delay models were constructed to assess
the different transmitting associations with traffic congestion.
Nevertheless, these works mostly focused on the downlink data
transmission delay, which is insufficient to reflect the freshness
of time-sensitive sensing information.

A myriad of current studies assumed that the request pat-
terns follow the Poisson process or Markov process, which
however, is not applicable to real traffics [21]. Therefore,
the real-world content popularity requires further investiga-
tion since it is an indispensable factor for request abstraction
and content deployment. In existing studies, content popularity
is widely considered for entertainment files such as music or
movies, owing to the abundant data resources [22], [27], while
the proposed models for them may not be suitable to charac-
terize the temporal SD. For example, the generated location
is always included as a dimension of sensing features, thus
the request distance from the data has a stronger impact on
the interest than that from the caching place of entertainment
content. Due to the dynamic nature of traffic systems, exist-
ing studies are concerned more about the temporal analysis
for SD in vehicular networks, such as traffic information and
location-based service information. In [7], to jointly enhance
the data quality and delivery ratio, a temporal data update
and dissemination problem was formulated. In [28], a data
validity model was devised at first, then the authors exploited
the tradeoff between traffic load and data validity for caching
SD at network routers. However, these analyses were con-
ducted under given requests, while seldom considering the
highly dynamic and geographically distributed characteristics
of requests in data search applications.

B. Cooperative Edge Caching

Cooperative caching has been studied recently to enlarge
the set of cached data [13], [14], [16], [17]. Most of
these works focused on minimizing downloading delay of
cached files, and a user can be served by either one or
multiple nodes together [14], [16]. Accordingly, Liu et al. [25]
considered multiple candidate transmission schemes for dif-
ferent users and designed a cache placement strategy to
minimize the average downloading delay. Aiming at opti-
mizing the total reduced backhaul traffic in the long term,
Lyu et al. [13] formulated a WiFi caching gain maximization
problem. Zhang et al. [14] considered a user-centric mobile
network and implemented cooperative edge caching by solv-
ing two fundamental problems, namely, content placement and
edge clustering. Hui et al. [17] studied a heterogeneous vehic-
ular network consisting of cellular base stations and roadside
units. In specific, the base station was considered as the

Fig. 1. Illustration for cooperative SD caching.

cloud server, and the content delivery problem was studied to
improve utilities of participants (i.e., cellular base station, vehi-
cles, etc) in heterogeneous vehicular networks. Apart from data
downloading, the request forwarding is also an essential part
of the content retrieval process for time-sensitive data, which
is designed differently in various cooperative architectures. In
the network model proposed by Xia et al. [16], the fog access
points (F-AP) were clustered to cooperate with each other. If
the requested content was not cached in the serving F-AP,
the request would then be transmitted to the cluster head.
The cluster head can identify the F-AP which had cached the
requested content and coordinate the cooperation between two
F-APs. Dehghan et al. [26] assumed that when the requested
content was not cached in the edge cache, it needed to be
retrieved and downloaded from the backend server, resulting
in a long content access delay. Therefore, to facilitate real-
time data search services, the caching placement and request
forwarding problems should be jointly designed under a coop-
erative architecture. Given the large volume and distributed
generation locations of temporal SD, balancing the tradeoff
between data updating and downloading delay becomes cru-
cial in the delay analysis, and the impact of data retrieving
pattern should be well studied.

III. SYSTEM DESCRIPTION

In this section, we present the system model of caching SD
in vehicular networks and describe the proposed SU model.
The key notations used in this article are listed in Table I.

A. Network Model

To facilitate intelligent services, such as accident detection
and road maintenance, modern vehicles are usually equipped
with various sensors (speedometer, radar, pressure sensor, etc.)
to collect vehicular and environmental information. Fig. 1
illustrates a traffic monitoring scenario, where SD (traffic sta-
tus, road condition, noise decibel, etc.) can be gathered by the
onboard sensors, and we name the vehicles as sensing vehicles
(SVs). RSUs are regarded as edge nodes, which can provide
both network and caching services for vehicles. In specific,
the RSU is named as intended cache for data prepared to be
uploaded in. In this scenario, the gathered SD should be trans-
mitted to intended cache via V2I communication. Let R be the
set of all cache nodes, and the capacity of each cache server
is a preset value, denoted by Ci of node Ri. Particularly, the
cloud server, denoted by R0, is introduced as the backup cache,
providing storage for contents that surpass the edge cache size
to avoid data omission.
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TABLE I
NOTATION SUMMARY

Considering the scenario with insufficient edge caching
size, N RSU nodes work cooperatively with the cloud server,
where the allocated caching size is C = {C0, C1, . . . , CN}.
Deployed along the road, RSUs are connected with the back-
bone network and can communicate through backhaul links
with the cloud, i.e., the RSU-to-Cloud (R2C) link. Without loss
of generality, we assume that RSUs can periodically broadcast
heartbeat messages to discover vehicles passing-by, then serve
them through the Vehicle-to-RSU (V2R) links.

When the queried data is not cached in the serving edge,
extra route search and request forwarding delay will increase
dramatically if the same queries are triggered repeatedly at dif-
ferent locations. Caching the most popular content in multiple
edges is an intuitive solution to address this issue, which, how-
ever, is prohibitive due to the insufficient edge caching storage
and laborious exploration of time-varying popularity of SD.
Therefore, to reduce excessive interaction overhead, in our
proposed cooperative caching model, the cloud takes charge
of the forwarding of data requests initiated from multiple loca-
tions via a cache index to speed up the search of request
forwarding path, as discussed in the following section.

B. Searching Framework

A unique feature of SD search is that the searched contents
are highly correlated to the spatial and temporal information.

To devise an effective search framework, we first investi-
gate the spatiotemporal characteristics of search preferences.
Fig. 2(a) and (b) shows that people tend to pay more attention
to surrounding information in the most recent years. According
to statistics in Fig. 2(c), the popularity decreases with the dis-
tance between search queries and special events, i.e., events
are cared more by local residents. As SD is the most direct
reflection of specific events, it is reasonable to assume that
the data is queried more by surrounding users based on these
observations.

Generally, SD should be transmitted to a nearest edge for
reducing the upload delay and ensuring data freshness. To this
end, the monitoring space will be divided as shown in Fig. 1,
where each road segment with a length of Lc will be assigned
with a caching edge. If all data items are cached according
to space segmentation, then they can be retrieved from the
assigned edges directly. However, this can hardly be achieved
due to the limited caching storage and highly dynamic data
requests. Therefore, the cooperative caching is proposed where
some SD can be uploaded to the other edges through the cloud.
Specifically, to avoid data omission and alleviate the traffic
burden for backhaul links at the same time, the cloud server
will provide caching service as a supplement for the edge
nodes, and only hold the uploaded omitting data.

For data not cached in the assigned edges, a hierarchical
search framework is proposed to speed up data retrieval. In
the existing literature, the request will be first forwarded to
the nearest serving edge, when it is not satisfied by the local
cache, it will be forwarded to the neighboring edges, then
be traversed among all caches by the cloud or resort to the
Internet for content access, as shown in Fig. 3(a). However,
as there are distributed search requests, the data cannot be
ensured to be cached near all serving edges of the requesters.
On the contrary, the data should be cached close to the sensing
locations for enhancing data freshness. Therefore, the cloud
will maintain a cache index of the space segmentation rule
in this article and take charge of the index and data manage-
ment. As such, when the serving cache does not contain the
requested data, it will next be forwarded to the cloud server. In
this way, the retrieving space and request forwarding paths can
be reduced under the direction of the index. Fig. 3(b) illustrates
the following hierarchical search process: the cloud will first
forward requests to the indexed cache, i.e., the assigned edge
for SD according to space segmentation, then search the neigh-
bors of indexed cache if the data are not cached as planned.
For the traffic monitoring in vehicular networks, we consider
the two adjacent nodes of Ri as its neighbors, denoted by
RN

i = {Ri−1, Ri+1}. Particularly, in a noncircular scenario, we
have RN

1 = {R2}, RN
N = {RN−1}. Next, the request will be

broadcasted to all the other caches and transmitted back to
the cloud server for searching the results.

C. Utility Model

To facilitate an effective caching scheme for the moni-
toring information, the search gain expectation of caching
solutions with different caching locations should be evaluated
first. Accordingly, the sensing space is divided into several seg-
ments as shown in Fig. 4. When a vehicle passes by a segment,
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(a) (b) (c)

Fig. 2. Relationship between the search popularity and request locations in Google. (a) Popularity of “nearby” search queries in different applications.
(b) Popularity of nearby search queries in different countries. (c) CDF for popularity of emergent events versus distance between search queries and event
location.

(a)

(b)

Fig. 3. Data retrieval in cooperative edge caching. (a) Existing search method:
① search at the serving edge; ② search at neighbors of the serving edge; ③
forward to the cloud server; ④ traverse all the edges for searching; ⑤ go
through the Internet; and ⑥ search and retrieve data from the cloud server.
(b) Proposed hierarchical search framework: ① search at the serving edge;
② forward to the cloud server; ③ search at the indexed cache; ④ search at
neighbors of the indexed edge; ⑤ traverse all the other edges for searching;
and ⑥ search the cloud server.

Fig. 4. Data uploading in the sensing area indexed by Ri.

it can generate a data item with the equipped sensors. Let the
number of data items indexed by RSU Ri be Mi, then the total
number of SD would be Ns = ∑N

i=1 Mi. sij denotes the SD
gathered at segment j indexed by Ri. If it is transmitted to
cache k, sij will be marked as sk

ij. Denoting the set of all SD
as ground data set S, which can be partitioned into N disjoint
sets, i.e., S1,S2, . . . ,SN , where Si represents the set of SD
gathered around Ri, and we have Si = {si1, si2, . . . , siMi}.

Based on the proposed search framework, there are four lev-
els of caches in the cooperative edge caching system, including

the indexed edge, neighbors of the indexed edge, other edges,
and the cloud server. To adopt the hierarchical index in assist-
ing real-time information search, we define the following
evaluation model.

Definition 1 (Search Utility): The gain expectation for real-
time search services when caching SD at a specific location.

To respond with fresh data in a short time, the data freshness
and search space become two crucial restrictions to quantify
the SU. The former value can be measured by the freshness
loss as

F = D

�
(1)

where D is the total delay between data generation and the
time when it is accessed by request users, and � = l/v refers
to the data updating interval. l is the distance between SVs of
the same sensing category, and v represents the moving speed.

As one of the most widely adopted index structures in
mainstream database system, B-tree is a self-balancing data
structure that generalizes binary search tree, maintains sorted
data, and allows search in logarithmic time. The search com-
plexity of B-tree-based retrieval can be measured by the
expected search space, i.e., O(logC), where C represents the
space size. Therefore, the SU can be expressed as

Sk
ij =

1

Fk
ij log2

(
1+ Ck

ij

) (2)

where the formation of data freshness Fk
ij and search space Ck

ij

change with sk
ij. Based on the hierarchical indexing framework,

the search space can be measured by the total capacity of all
retrieved caches, i.e.,

Ck
ij =

⎧
⎪⎪⎨

⎪⎪⎩

Ci, k = i
Ci +∑

r∈RN
i
Cr, k ∈ RN

i∑
r∈R Cr − C0, k > 0 and k ∈ R\RN

i∑
r∈R Cr, k = 0.

(3)

For search requesters, the data access time mainly depends
on the transmission delay and request generation time.
However, the search requests could be generated randomly
and arrive in the caches at any time, thus the delay between
the generation of sk

ij and the time when it arrives the cache is
used to measure the expected data caching freshness, denoted
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by Dk
ij. SD transmission will be initiated only when 1) the vehi-

cles are covered by an RSU and 2) the data gathered before
have all been uploaded. Accordingly, several data items need
to be held for a while, thus Dk

ij can be calculated as

Dk
ij = Dk

Hij
+ Dk

Tij
(4)

where Dk
Hij

and Dk
Tij

refer to the holding delay and SD upload
transmission delay, respectively.

Basically, the transmission rate depends on the distance
between the vehicle and the receiving RSU [29]. In gen-
eral, the coverage of an RSU is divided into several zones
based on 802.11p, where vehicles have different transmission
rates in different zones. In this article, we divide the cov-
erage of Ri into O zones and denote the set of zones by
Zi = {z1, z2, . . . , zO}. For zone zα(zα ∈ Zi), the transmission
rate of the V2R link is rzα . Denoting the average transmission
rate under the coverage of Ri as ri, we have

ri =
∑

zα∈Zi

dzα rzα

2Rci
(5)

where Rci is the coverage radius of RSU i and dzα is the length
of zone zα .

Supposing that the vehicle begins to transmit data to the
serving edge once it enters the covered area, then the total
transmitted data size is C = rit, where t refers to the com-
munication time duration. sk

ij can be transmitted only if the
data packets gathered before have already been sent out. Let
the data size generated at a single segment be cd, then before
transmitting sk

ij, the total transmitted data size is (j − 1)cd.
Supposing that the vehicle begins to enter the communication
coverage after generating δ items, then the total uploaded data
size before transmitting sk

ij can also be expressed as

C = ri

(
Dk

Hij
+ tij − tiδ

)
(6)

where tij and tiδ represent the generating time of sij and siδ ,
respectively. Notice that when C > (j − 1)cd, the SD can be
uploaded in real time, which means that it will no longer need
to be held. As shown in Fig. 4, let the first real-time uploading
data be sim, then we have tim = [(m− 1)cd]/(ri)+ tiδ , and the
holding delay can be expressed as

Dk
Hij
=

{
(j−1)cd

ri
+ tiδ − tij, j ≤ m

0, j > m.
(7)

Let rci be the transmission rate between the cloud server
and Ri, thus the data transmission delay can be expressed as

Dk
Tij
=

⎧
⎪⎪⎨

⎪⎪⎩

cd

(
1
ri
+ 1

rci

)
, k = 0

cd
ri

, i = k

cd

(
1
ri
+∑

p∈{i,k} 1
rcp

)
, otherwise.

(8)

IV. PROBLEM FORMULATION AND SOLUTION

In this section, we will first formulate the RSC problem,
then model the problem to be a Markov decision process
(MDP) and design the DRLC method for solving it.

Fig. 5. Working process of caches across time.

A. RSC Problem

Generally, SD is generated continuously and can be
requested repeatedly by users at different locations, thus coop-
erative caching is proposed to alleviate the traffic burden and
enlarge the cache size. In this way, the RSC problem can be
cast as follows.

Definition 2 (Real-Time Search-Driven Caching): Given a
set of cooperative caches and a set of SD that would be gen-
erated in the near future, how to allocate caches for the data
items so that the expected response delay of searching fresh
data can be minimized?

Intuitively, the solution to the RSC problem aims to pro-
vide a caching decision that fulfills the real-time search
requirement. Therefore, prefetching the real-time distribution
of search requests is critical in caching determination, and the
historical request features should first be learned. In general,
the search history of a data item sij can be described by the
request distribution during a given time period, which can be
measured by

pq
ij =

Nrq
ij

∑
Rq∈R Nrq

ij

(9)

where Nrq
ij is the requested times of sij at cache q, and pq

ij is
the corresponding probability.

To study the requesting features from real-time information
and provide online caching decisions, the RSC problem is
modeled as an MDP, which can be defined by a tuple M =
{S,A,�(θ, χ)}.

1) S is the state set, which is expressed by the historical
request information for all SD items, thus we have S :=
{θij|θij = [q, pq

ij] ∀sij ∈ S}, in special, q = arg max pq
ij.

2) A := {χij|χij ∈ {0, 1}N, ‖χij‖1 ≤ 1 ∀sij ∈ S} is the
set of feasible caching actions, where χij is an N × 1
binary vector indicating the caching action of sij. For
clarification, we use xq

ij to denote the qth entry of χij,
which indicates whether Rq decides to cache data sij.

3) ϕ(θ, χ) is the reward function that captures the expected
gain of supporting real-time search if taking action χ

under state θ .
The process for a cache edge to work across time is

described in Fig. 5, where the working period can be divided
into three phases, i.e., state observation, cache decision, and
reward evaluation. In this way, a cache can take actions based
on the experienced states to improve the search efficiency in
the next time slot. Denote Sτ as the set of request state at
time slot τ , and θij(τ ) = [q, pq

ij(τ )] as the state of sij, upon
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taking action χij(τ ) at the cache decision phase, the reward
ϕτ (θij(τ − 1), χij(τ )|θij(τ )) can then be obtained.

Denote π : S → A as the policy function, which maps any
state θ ∈ S to action χ ∈ A. Under policy π , the caching
decision at τ +1 will be carried out via Aτ+1 = π(Sτ ). In the
MDP framework, the reward �(S,A) =∑

sij∈S ϕij(θij, χij) is
used to quantify the real-time search effectiveness of a caching
scheme.

As the edge caching is driven by real-time SD search, the
search response delay and expected utility are jointly consid-
ered to formulate the cache reward function. However, the
prediction of accurate and real-time request distribution is
quite difficult. Due to the computational time and discretized
request state, we can hardly get the exact request timestamp
or retrieval delay. Hence, for sij cached at Rk and requested at
cache Rq, where pq

ij(τ ) is the maximum requested probability
of θij(τ ), the response delay is chosen to evaluate the search
efficacy. Specifically, the delay is defined as the data down-
loading time from the cache to the requester, and denoted by
Dkq

Qij
here. Since the downlink and uplink transmission rates are

considered to be the same in this article, we have Dkq
Qij
= Dk

Tqj
.

But for the requests generated at other locations, the cache gain
would be evaluated by Sq

ij. To further unify the expression, the
total cache reward of action Aτ can be calculated as

�τ (Sτ−1,Aτ |Sτ ) =
∑

sij∈S
pq

ij(τ )
�

Dkq
Qij

+
(

1− pq
ij(τ )

)
Sq

ij. (10)

Then, the expected long-term reward can be expressed by

V(Sτ ) = E

[ ∞∑

τ=1

γ τ−1�τ (Sτ ,Aτ+1)

]

(11)

where γ ∈ [0, 1] is a discount factor that determines the
impact of the current action on future rewards. Considering the
conditional independent characteristic among the dynamically
distributed and time-varying requests, the long-term reward
is adopted to quantify the caching efficacy of real-time data
search. To this end, the RSC problem aims to find an optimal
policy π∗ shown as

π∗ = arg max
π∈� V(Sτ ) (12)

where � denotes the set of all possible policies. Particularly,
data copies are not considered in this scenario to improve
the monitoring coverage and data diversity, where each data
item is assumed to be cached only once. Therefore, combin-
ing the restrictions of limited cache space and data updating
frequency, the RSC problem is expressed as

max V(Sτ ) ∀τ (13)

s.t.
∥
∥
∥χk(τ )

∥
∥
∥

1
≤ Ck/cd ∀k ∈ R ∀τ (13a)

∥
∥χij(τ )

∥
∥

1 ≤ 1 ∀sij ∈ S ∀τ (13b)

xk
ij(τ )Dk

ij ≤ � ∀sij ∈ S ∀k ∈ R ∀τ (13c)

π ∈ � (13d)

where χk is the set of all indicators for data actions in Rk.
In particular, (13a) and (13b) ensure that the caching action is

Fig. 6. Illustration of the DRLC training process.

limited by the storage capacity, (13c) guarantees the validity of
cached data, and the above problem is a sequential decision-
making problem with time-varying parameters.

Intuitively, the feasibility of a given policy can be verified
in polynomial time by checking whether it satisfies the con-
straints in (13), which means that the RSC problem is NP.
Following the demonstration of [30, Th. 1], the RSC problem
can be proved to be NP-hard by using a reduction from
the multiple-choice knapsack problem, which is known to be
NP-complete and usually comes with an exponential com-
putational complexity solution. As an important evaluation
criterion of practical system, especially for the short lifetime
SD, computational complexity is a primary concern that needs
to be reduced.

B. DRLC Method

On the basis of the MDP formulation, the intelligent DRLC
method is designed to lower the computational complexity of
solving the RSC problem. One of the most critical components
in DRLC is the Q-value table Q(S,A), the dimension of which
is |S| × |A|. Hence, when the number of edges and sensing
items are large-scale in the network scenario, the dimension
of state space will be very high. To address this problem, we
introduce the hidden action Ah := {χh

ij |χh
ij ∈ {0, 1}, ‖χh

ij‖1 ≤ 1
∀sij ∈ S ∀τ } into DRLC, reducing the dimension to |S|×2. In
particular, χh

ij = 1 indicates that the sij should be cached at Rq,
where q = arg max pq

ij. Otherwise, the greedy-based algorithm
should be adopted to decide the caching place for sij. As shown
in Fig. 6, the greedy-based algorithm is implemented within
the action transition module and transforms the hidden action
Ah

τ into Aτ .
Accordingly, the Q-value function will be expressed through

the relationship between value function and hidden-action
function

Q
(
Sτ ,Ah

τ ;ωτ

)
= Q

(
Sτ ,Ah

τ ;ωτ

)

+ α

(

�τ + γ max
Ah

Q
(
Sτ+1,Ah

τ+1; ω̂τ

)

− Q
(
Sτ ,Ah

τ ;ωτ

))

(14)

where α ∈ [0, 1) is an introduced parameter, ωτ is a parameter
of the evaluation network, and ω̂τ is a parameter of the tar-
get network. Two networks are adopted to prevent overfitting.
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Algorithm 1 DRLC Training Process
Initialize E, In, ε,S0 := {θij|θij = [0, 0], ∀sij ∈ S},

Ah := {χh
ij |χh

ij ∈ {0}, ‖χh
ij‖1 ≤ 1, ∀sij ∈ S, ∀τ },

A := {χij|χij = {0}N , ∀sij ∈ S, ∀τ }.
1: For episode e = 1 to E do
2: For iteration i = 1 to In do
3: Collect the requests and transform into state Sτ .
4: Choose a random probability ξ .
5: If ξ < ε

6: Randomly select an action χh(τ ) ∈ Ah.
7: Else
8: Select action with

χh(τ ) = arg maxχ∈Ah Q(θ(τ − 1), χ;ωτ−1).
9: End if

****** Action Transition Start ******
10: S

ht := {(kmq, sij)|xh
ij = 1, ∀xh

ij ∈ χh(τ )},
S

hf := {sij|xh
ij = 0, ∀xh

ij ∈ χh(τ )}.
11: Do sy

x = arg maxsk
ij∈Sht Sk

ij

12: If Dk
ij ≤ � and ‖χy(τ )‖1 + 1 ≤ Ck/cd

13: x
kmq
ij = 1,

14: S
ht ← S

ht\{skmq
ij }.

15: Until Sht = ∅

16: Do sy
x = arg maxsk

ij∈Shf Sk
ij

17: If Dk
ij ≤ � and ‖χy(τ )‖1 + 1 ≤ Ck/cd

18: xk
ij = 1,

19: S
hf ← S

hf \{sm
ij :∀Rm ∈ R}.

20: Until Shf = ∅

****** Action Transition End ******
21: Execute action χ(τ) and observe request state θτ .
22: Calculate the reward �τ (θ(τ − 1), χ(τ )|θ(τ )).
23: Add [Sτ ,Aτ , �τ ,Sτ+1] into the tuple Mτ .
24: Randomly sample a mini-batch M̃τ from Mτ .
25: Update the Q network ωτ with ∇(F(ωτ )).
26: End for
27: End for

Specifically, the maximum objective can be temporarily fixed
in the target network, thus the relevance between action selec-
tion and model training can be reduced. The gradient descent
method is utilized to update the parameters, where the loss
function is expressed as

F(ωτ ) =
∑

(Sτ ,Aτ )∈M̃τ

(
yi − Q

(
Si,Ah

i ;ωi

))2
(15)

in special, we have yi = �i+γ maxAh Q(Si+1,Ah
i+1; ω̂i), and

M̃τ is a mini-batch of Mτ . Therefore, the update of ωτ can
be expressed as

ωτ+1 = ωτ − ητ∇(F(ωτ )) (16)

where ητ is the learning rate.
The whole training process of DRLC is described in

Algorithm 1. For initialization, the training episode time E,
iteration time of each episode In, ξ -greedy learning parameter,
and the actions will first be set, in particular, all elements in Ah

and A will be set as 0. In each training episode, the location
and content of search requests will first be collected and trans-
formed into state Sτ . Then, a hidden action will be selected
via the evaluation Q-network (lines 4–9), and the caching

action will be generated after action transition (lines 10–20).
According to different values of the hidden actions, the SD
will be separated into two candidate sets, i.e., S

ht and S
hf .

The former packs all the candidate SD with the target cache
together, while S

hf contains all the other data items. However,
constrained by the restrictions in (13), we need to decide which
items in S

ht are able to be uploaded and cached. Then, if the
caching storage is not fully occupied, for items in S

hf , we
need to determine which of them can be uploaded and where
should they be cached. Accordingly, a greedy-based algorithm
will be utilized to determine the final caching actions for these
two candidate sets in turn. Next, the learning agent can calcu-
late the immediate reward and obtain the next state, and store
it into the replay memory buffer (lines 21–23). Finally, a ran-
dom mini-batch Mτ will be sampled to update the evaluation
Q-network.

The training complexity of the standard deep Q network is
O(EInn̄m̄), where n̄ is the total unit number in the training
network [31], [32]. m̄ depends on the state and action size,
and we have m̄ = |M̃τ |. Without the action transition mod-
ule, the feasible space of actions is O(NNs), where Ns denotes
the total size of the SD set. Obviously, this tremendously high
value is unacceptable for practical implementation. Through
the design of hidden actions, the computational complexity
includes two main parts. The feasible space is decreased to
O(2Ns). As Ns =∑N

i=1 Mi, the space can be further decreased
by dividing the data into several categories. For example, the
data can be distinguished by whether it is covered by an RSU,
and the computational space would be O(22N). Since N is
a given constant, the complexity will be acceptable. Then,
through the greedy-based algorithm, the final action can be
selected within O(Nt log Nt + Nf log Nf ). In particular, Nt and
Nf are the sizes of Sht and S

hf , respectively.

V. PERFORMANCE EVALUATION

In this section, we will elaborate simulation parameter set-
tings, explore the training performance of DRLC, and evaluate
caching effectiveness for the proposed method.

A. Simulation Settings

The proposed caching method will be verified through three
criteria in this section, including the response delay, result
freshness, and cache hit ratio (CHR). The vehicular mobility
trace of Europarc roundabout, Creteil, France [33] is adopted
to construct the simulation scenario. In particular, SVs are
randomly selected from the data set, which are assumed to
generate data about the surrounding traffics with onboard sen-
sors. Other vehicles are supposed to be search requesters and
need to search for the real-time road status that they will pass
by in the near future. In other words, we assume that the road
status should be accessed in real time for the sake of navi-
gation, thus the search requests and caching actions will be
updated in every other 10 s. In this way, the SD needs to
be well cached in the RSUs to support real-time search from
distributed vehicles. There are six entrances/exits in the round-
about, and one caching edge is assigned for each of them. In
specific, 1 km road length of each entrance/exit charged by an
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(a) (b) (c)

Fig. 7. Training performance of DRLC. (a) Average reward versus iteration time. (b) Maximum Q value versus iteration time. (c) Average maximum Q
value versus epoch.

TABLE II
SIMULATION SETTINGS

RSU edge is equally segmented into ten parts, thus each SD
item reflects the road status in a range of 100 m. Due to the
different distances between the cloud server and each RSU, the
transmission rates for R2C links are randomly assigned, fol-
lowing a uniform distribution in the range of [30, 100] Mb/s.
Similarly, the assigned cache capacity for each RSU follows
a uniform distribution in the range of [0.1, 3] Gb. The trans-
mission rate of the fronthaul link, i.e., the V2R link is set
with seven different values as in [17]. To evaluate the caching
performance, the cooperative edge number and SD size will
be changed in three different simulation cases, specifically, the
parameter settings are presented in Table II.

To verify the search efficacy of the DRLC method, the
response and caching performance are compared for the
caching decisions provided by the following benchmark
methods.

1) Greedy SU: The cached SD will be selected with an
objective of maximizing the SU value, where the caching
decisions would be the same under all search requests.

2) Greedy Reward: SD prepared for search requests in the
next time slot will be cached with the objective of max-
imizing the reward value, i.e., �τ , which is calculated
based on current requests.

3) Local Prior Caching (LPC): SD will be cached locally
according to their generating sequence. Only when the
local cache capacity is insufficient will the data select an
available cache from the candidate edge sets randomly.

4) Multiple Copies for Least Recently Used (M-LRU): Each
data item will be cached with multiple copies. Similarly,
they would be cached according to the generation time,
and the cached copies will be selected based on the
greedy algorithm. When the cache size is insufficient,
previously cached data that is used least recently will

Fig. 8. Comparison for the response delay with different search frameworks.

be deleted to make room for new caching data. For sim-
plicity, the number of sensing copies is set as 2 in the
simulation.

5) Multiple Copies for Least Search Utility (M-LSU): Each
SD item will be cached with multiple copies as the same
as M-LRU. Differently, cached data with the least SU
will be deleted when the capacity is insufficient.

Generally, the cloud server provides higher reliability for
search-driven caching system, but it requires extra construction
and interaction costs. Hence, to demonstrate the effective-
ness of the hierarchical caching architecture, we design two
different cooperative modes.

1) Edge-Cloud Caching (ecc): The cloud server will be able
to provide caching services for the uploaded SD, where
the cloud caching size is assumed to be large enough to
cache all the data items.

2) Edge Caching (ec): The caching for SD can only be
served by edge nodes cooperatively. The cloud server
will be in charge of forwarding search requests and
managing the whole system.

In particular, the Greedy SU and Greedy Reward adopt
both ec and ecc as our proposed DRLC method, while the
other benchmark methods are in the ec cooperative mode.
Meanwhile, the two search frameworks presented in Fig. 3 are
compared to demonstrate the necessity of adopting an index
for data searching, where the proposed hierarchical framework
is marked as HI, and the traditional one is TR.
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(a) (b) (c)

Fig. 9. Comparison for the search efficiency. (a) Response delay with different cooperative modes. (b) Response delay with different caching methods.
(c) Data freshness with different caching methods.

B. Convergence Analysis

To analyze the convergence performance of the DRLC, the
training process of case 2 is first studied. Fig. 7(a) and (b)
shows the change of reward and the maximum Q value for
several training epochs, respectively. In particular, the learning
rate l is set as 0.001, ξ in the ξ -greedy training process is
0.1, and for the discount factor of reward, we have γ = 0.9.
The optimal reward values are calculated via Greedy Reward,
where the maximum Q value is obtained with the requests
during each time slot. Although the reward values are mostly
smaller than the optimal values, the dynamic characteristics are
quite close when the epoch reaches 20. In Fig. 7(b), results
show that the maximum Q values are similar to each other after
the 15th epoch. The phenomenon demonstrates that DRLC
converges within about 20 training epochs.

To further verify the effectiveness of parameter selection,
we then compare the performance of Q values with differ-
ent training settings. In specific, the average maximum Q
value for all iterations in each epoch is presented. As shown
in Fig. 7(c), the training converges within 20 epochs in all
settings. Even though the intelligent algorithm will converge
faster with a larger learning rate, the increasing of the maxi-
mum Q value shows that overfitting emerges with larger epoch
number. Similarly, larger ξ values also cause the overfitting.
For different discount factors, they mainly affect the converged
maximum Q value, which is reasonable according to (14).

C. Real-Time Search Performance

Since the proposed SU model and DRLC method are based
on the hierarchical indexing structure, the necessity of adopt-
ing this structure for searching should be demonstrated. We
present the response delay for 50 search requests in Fig. 8.
The data are cached according to solutions provided by DRLC,
Greedy SU, and Greedy Reward in the ec mode. Results show
that the caching solutions searched with our proposed frame-
work achieve lower delay than that with TR. The main reason
is that HI can locate the caching edge for requests faster via
the index, and reduce the data search space. Specifically, the
response delay of DRLC is the lowest for most requests, which
proves the efficacy of our proposed caching method.

Based on the above analysis, HI will be used in the
following simulations to search the cached SD. To verify the
real-time search effectiveness of DRLC, the average response

delay and data freshness are chosen as two major evaluation
metrics. Since data requests can be generated by vehicles at
different time slots from different locations, the freshness of
the SD is calculated based on the uploading delay. According
to (1), data freshness is measured by the freshness loss, the
worst value of which is 1. The average statistics for the real-
time search performance are presented in Fig. 9, where the
caching decisions are determined step by step for requests
in each time slot. Fig. 9(a) shows that DRLC costs lower
delay than the Greedy SU and Greedy Reward in all simu-
lation cases. But for all the caching methods, the response
delay of the two cooperative modes is quite close to each
other, which means that a supplement of the cloud caching
size is unused in most cases. This is because that only a
small group of SD can be transmitted successfully during the
limited communication period between SV and the serving
edge. Compared with LPC, M-LRU, and M-LSU, Fig. 9(b)
shows that DRLC costs lower delay in all three cases, and the
advantage is more obvious with more cooperative edges and
larger data size. Specifically, the computational search space
of case 2 and case 3 is larger with more caches. Meanwhile,
the amount of uploading and caching data decreases with a
bigger SD size, thus there are less feasible solutions in case 3.
This phenomenon proves the effectiveness of DRLC in choos-
ing the optimal solution. Similarly, DRLC performs better in
the latter two cases in Fig. 9(c). Therefore, the result demon-
strates that DRLC helps the edges to obtain SD faster, which is
critical to provide an earlier response and support the real-time
search.

D. Cache Hit Ratio

Fig. 10 shows the comparison of the cumulative distribution
function (CDF) statistics of CHR. The best situation is that all
data are cached in the target places, which leads to a vertical
line at CHR = 100%. Hence, the closer the statistical curve to
the point located at the bottom right of the coordinate axis, the
better the performance. The results of the previously defined
three cases are presented in three different subfigures, respec-
tively. Specifically, all the caching methods present a vertical
line in Fig. 10(a), which means that there is no data missing in
case 1. Fig. 10(b) shows that all data are well cached except for
M-LSU and LPC. Although sporadic data missing occurs in
DRLC(ec), the delay and freshness performance can still prove
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(a) (b) (c)

Fig. 10. Comparison for the CHR. (a) Case 1. (b) Case 2. (c) Case 3.

the real-time search effectiveness for our proposed caching
method. With the increasing of SD size, only DRLC in the ecc
mode can cache all the requested data, as shown in Fig. 10(c).
On the other hand, even without the extra caching space pro-
vided by the cloud server, DRLC(ec) performs better than all
the other methods. Intuitively, a larger data size means that
less data can be uploaded and cached for searching. Hence,
the performance in case 3 provides more powerful evidence for
the effectiveness of the DRLC in supporting real-time search.

VI. CONCLUSION

To enable a real-time search for SD in vehicular networks,
we have proposed a cooperative edge caching paradigm in this
article. In particular, a hierarchical indexing framework and an
SU model have been devised to measure the expected fresh-
ness of cached data. Then, on the basis of long-term search
reward and historical requests, the DRLC method has been
proposed to solve the RSC problem. The cooperative edge
caching method provides a promising solution to improve data
freshness and support real-time data search, and the proposed
search structure and utility model can be valuable for future
studies on data access and analysis for SD. For future work,
we will focus on the caching of SD that is generated dynam-
ically through various kinds of sensing devices, such as noise
sensor, infrared detector, vibration sensor, and webcam. The
application scenarios can be further expanded as the cache
edges may need to work cooperatively to feed fused sens-
ing information. In addition, when there are multiple matched
results under a large-scale search area, we will delve into the
joint optimization of result selection and transmission.
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