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Abstract— In this paper, we study Space-Air-Ground inte-
grated Vehicular Network (SAGVN), and propose an online
control framework to dynamically slice the SAG spectrum
resource for isolated vehicular services provisioning. In partic-
ular, at a given time slot, the system makes online decisions
on the request admission and scheduling, UAV dispatching,
and resource slicing for different services. To characterize the
impact of those parameters, we construct a time-averaged queue
stability criteria by taking queue backlogs of all services into
consideration, and formulate a system revenue function which
incorporates the time-averaged system throughput and UAV
dispatching cost. The objective is to maximize the system revenue
while stabilizing the time-averaged queue, which falls into the
scope of Lyapunov optimization theory. By bounding the drift-
plus-penalty, the original problem can be decoupled into four
independent subproblems, each of which is readily solved. The
merits of our control framework are three-fold: 1) the system
is able to admit and process as many requests as possible (i.e.,
maximizing the time-averaged throughput); 2) the time-averaged
UAV dispatching cost is minimized; and 3) service queues are
stabilized in the long-term. Extensive simulations are carried
out, and the results demonstrate that the control framework
can effectively achieve the system revenue maximization and
queueing stabilization. Moreover, it can balance the trade-off
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among system throughput, UAV dispatching cost, and queueing
states via parameter tuning. Compared with the fixed slicing, our
dynamic slicing can react to the vehicular environment rapidly
and achieve an average 26% of throughput improvement.

Index Terms— Space-air-ground integrated vehicular network,
dynamic slicing, isolated service provisioning.

I. INTRODUCTION

IN THE era of automated and connected driving, vehicular
communications become prevailing in many cases, includ-

ing vehicular platooning, extended sensing, automated driving,
and remote driving [2]. To support those automotive services,
an extremely versatile network is required to simultaneously
guarantee ultra-reliability and low latency communications
(URLLC), deliver bandwidth-consuming contents, and enable
massive connections [3]–[7]. To this end, Space-Air-Ground
integrated Vehicular Network (SAGVN) has been proposed
as a promising networking architecture. In addition to the
terrestrial network, the space satellites and aerial network
(i.e., unmanned aerial vehicles (UAVs)) are leveraged to
complement the terrestrial communications. Particularly, as the
terrestrial network has coverage holes due to the considerable
deployment and maintenance cost, the satellite network can
assist in providing full network connectivity anywhere and
anytime. On the other hand, with fully controllable mobility
and altitude, UAVs can be flexibly deployed to keep pace with
the dynamic vehicular environments [8]–[11].

However, as different vehicular services share the under-
lying spectrum resource, the Quality of Service (QoS) of
vehicular applications are difficult to be guaranteed since they
have distinct traffic features and can affect each other signif-
icantly, especially when the network resource is insufficient.
For instance, bandwidth-extensive services are very likely to
block the channel, resulting in packet drop or transmission
delay for periodical lightweight URLLC services. Recently,
network softwarization and slicing have been identified as
an indispensable component for the next-generation network,
which can shift the one-size-fits-all network to a set of
dedicated networks, each customized to serve one type of
service [12]–[15]. Generally, network slicing is the embod-
iment of running multiple dedicated networks on a shared
physical infrastructure, whereby slices are completely isolated
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from each other, and each slice allows the implementation of
service-oriented functionalities, providing a mix of capabilities
to meet diverse QoS demands. However, to achieve efficient
slicing in SAGVN is quite challenging due to the following
three significant reasons. First, how to slice the resource to
accommodate different services is intricate as SAG spectrum
resources are multi-dimensional (i.e., satellite, UAVs, cellular)
and heterogeneous (with distinct access control technologies
and channel conditions) while each slice is customized for
a specific service, calling for differentiated spectrum provi-
sioning. Second, in vehicular environments, a slicing policy
may become inefficient shortly, since vehicular mobility results
in dramatic topology variation, and the requests are also
unpredictable and possibly bursty. Hence, a deterministic hard
slicing strategy can hardly accommodate the time-varying
service requests. Therefore, dynamic slicing is requisite to
keep pace with fast changes of the vehicular environment.
Third, for the standby UAV resources, when and how many
it should be used is non-trivial. On the one hand, if excessive
UAVs are dispatched at an off-peak time, UAV resources will
be wasted. On the other hand, in the case of high-density
scenario, if insufficient UAVs are dispatched, service QoS can
be severely deteriorated.

In the literature, there have been researches on the SAG
integrated network and network slicing independently. Com-
pared to the terrestrial network, satellite and aerial networks
have different features that can assist the terrestrial network.
Therefore, most existing works focus on the SAG network
architecture design and resource management [15]–[17], air-
to-ground channel modeling [18], aerial network deployment
and trajectory design [19], [20], as well as energy efficiency
and throughput maximization [21], [22], etc. Due to the
promising merits of SAG, in this paper, we concentrate on
the network slicing under a given SAGVN scenario, which
however is quite different from previous works. For network
slicing, there are very limited studies, and they are unable to
resolve above challenges. Particularly, early works [23], [24]
discussed V2X slicing at high level without giving detailed
implementation techniques. Although Zhang et al. [25] have
considered the slicing under air-ground integrated vehicu-
lar network, they focused on content pushing and caching,
i.e., slicing storage resource, and providing theoretical analysis
for each slice. In contrast, we investigate the SAG spectrum
resource slicing, and concentrate on dynamic slicing scheme
design towards service-oriented performance enhancement.

In this paper, to adapt to the varying vehicular environments,
we propose an online control framework to dynamically slice
the SAG spectrum resource in order to achieve isolated service
provisioning. With the spectrum resource softwarization and
slicing, each type of services would be processed within an
independent queue. Considering a time-slotted system, at each
time slot, the framework has to make the following online
decisions: 1) how many requests from different services should
be admitted into the system; 2) for each type of admission
requests, how to dispatch them into satellite, UAV and cellular
resource planes for processing; 3) how many UAVs should be
dispatched to supplement the spectrum resource if necessary;
4) for service queues at each resource plane, how to slice

the spectrum for them in order to reduce the queue backlogs.
The upshot of the system falls into three folds: 1) the system
should admit and process as many service requests as possible
(i.e., maximizing the system throughput); 2) after guarantee-
ing the performance, the UAV dispatching cost should be
minimized; 3) for each type of services, the queue backlog
should be stable and fairly bounded. Under the dynamic
vehicular environments, the service requests are stochastic
and may be bursty, making the objectives intractable directly.
To this end, we adopt the Lyapunov optimization techniques
to make the online decisions towards the long-term system
revenue maximization. Specifically, we first take the time-
averaged queue backlogs of all services into consideration and
construct a quadratic Lyapunov function. We then formulate
a system revenue maximization problem which incorporates
the time-averaged system throughput and UAV dispatching
cost. To maximize the system revenue, an inverse penalty
function is constructed. In order to stabilize the system while
minimizing the time-averaged penalty, the drift-plus-penalty
should be bounded to the minimum. Based on the derived drift-
plus-penalty bound, at each time slot, the controlling problem
is then decomposed into several deterministic subproblems
including auxiliary variable determination, request admission
and scheduling, UAV dispatching, and resource slicing.

For performance evaluation, we generate the realistic vehic-
ular trace by simulation tool, and emulate diverse and differ-
entiated communication services, including lightweight peri-
odical communication, medium constant downloading, and
heavy yet stochastic entertainment. Extensive simulations are
conducted and results show that: 1) the queueing stability can
be maintained; 2) by tuning the control parameters, the trade-
offs between the system stability and revenue, and between the
system throughput and UAV dispatching cost, are flexible to
be balanced; and 3) compared with the fixed slicing scheme,
an average 26% of throughput improvement can be achieved
by the proposed dynamic slicing scheme.

We highlight our major contributions in this paper as
follows.

• We propose a dynamic slicing framework, by which,
without prior knowledge of services arrival, the system
can conduct the admission control, request scheduling,
UAV dispatching and resource slicing in real time for
isolated service provisioning.

• Based on the Lyapunov optimization, both the long-
term system stability and revenue maximization can be
achieved simultaneously. Meanwhile, by tuning the con-
trol parameters, the UAV usage bound and the trade-off
between the system stability and revenue are controllable.

• For isolated services, by giving different utility functions,
differentiated service provisioning is enabled. In addi-
tion, to guarantee ultra-low delay for URLLC services,
an upgraded dynamic slicing scheme is proposed, which
can process the URLLC service requests with the first
priority. It can effectively bound the URLLC queue within
a small size with negligible throughput degradation since
the URLLC service traffic is usually lightweight.

We organize the remainder of this paper as follows.
Section II gives the related work. We describe the system
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model and SAG resource management architecture in
Section III. The work flow of dynamic slicing and problem
formulation are elaborated in Section IV. The dynamic slicing
algorithm for the system stabilization and revenue maximiza-
tion is given in Section V. Simulation setup and performance
evaluation are carried out in Section VI. Finally, we conclude
the paper and direct the future work in Section VII.

II. RELATED WORK

A. Space-Air-Ground Integrated Network

To meet demands of ever increasing wireless services, SAG
integrated network is proposed in recent years to assist the
terrestrial network in providing seamless wireless coverage,
massive connections, URLLC services, etc.

Liu et al. [9] organized a survey on SAG network,
in which they first provided an overview of the available
related research works, then discussed the applicable SAG
network architectures, and finally pointed out some technical
challenges and future research directions. Zhang et al. [15]
and Zhou et al. [16] revisited the SAG architecture at high
level; specifically, Zhang et al. proposed a software defined
space-air-ground integrated network architecture, which aims
at providing various vehicular services in a cost-effective,
seamless, and efficient manner, while Zhou et al. proposed
a programmable, scalable, and flexible framework, named
as SAGECELL, in order to combine SAG resources in a
complementary fashion to well match the underlying dynamic
traffic demands. Considering the different features of three
network segments in SAG integrated work, Kato et al. [17]
advocated the usage of Artificial Intelligence (AI) technique
to manage the network resources in order to enhance the
network performance, where they provided an example of
exploiting deep learning to conduct satellite traffic control.
Likewise, Cheng et al. [11] presented an SAG integrated
network aided edge/cloud computing architecture to assist in
offloading the computation-intensive applications for remote
Internet of things (IoT) users, where they adopted a deep
reinforcement learning-based approach to learn the optimal
offloading policy. For aerial networking, Al-Hourani et al. [18]
investigated the air-to-ground channel modeling and provided
a mathematical model in order to obtain optimal network
altitude that maximizes the coverage on the ground. In the
work [19], the authors proposed the UAV-enabled caching for
vehicular networks and jointly optimized the UAV trajectory
and caching scheme performance by adopting a learning-based
approach. Wu et al. jointly optimized the user scheduling
and association, UAV trajectories, and transmission power,
to maximize the average rate among all users [20]. In addition,
the UAV endurance limitation and UAV-aided relay system
were also investigated in [21] and [22], respectively.

These studies have demonstrated the potential of SAG
integrated network, which is quite promising to support future
connected and automated vehicle services. Therefore, in this
paper, we focus on a specific SAGVN scenario, and concen-
trate on the network slicing under the case, the scheme of
which can adapt to the rapidly-evolving network architecture.

B. Network Slicing

Network slicing is an emerging softwarization technique to
enable resource isolation for dedicated service provisioning.
Particularly, Campolo et al. [23] justified the role of network
slicing to enable the isolated V2X services delivery and pro-
vided some high-level suggestions of designing dedicated V2X
slices. In the work [24], after revisiting the key characteristics
and requirements of V2X services, they further presented a
set of design guidelines. However, in both pieces of work,
only high-level network slicing directions are discussed while
no technical details are given. To shape next-generation smart
factories, Taleb et al. [14] proposed a 5G-based network slic-
ing framework in order to accommodate the requirements of
Industry 4.0. In the works [26]–[28], network slicing is consid-
ered under the terrestrial heterogeneous radio access network.
Specifically, Ye et al. [26] formulated a network utility maxi-
mization problem to determine the optimal bandwidth slicing
ratios and BS-device association patterns, and transformed
it to a biconcave maximization problem. Bahlke et al. [27]
jointly optimized the resource distribution among network
slices, the allocation of cells to operate on different slices, and
the association of users to cells. They then proposed a convex
inner approximation to solve the formulated problem since
it is computationally intractable. Kim et al. [28] considered
a multiple-infrastructure-provider scenario and formulated a
slice allocation problem to guarantee the performance of users
(with different service requests). A matching game theory
framework is then leveraged to tackle the problem.

For above works, as the targeted services are quite different
from the vehicular services, where the user mobility and fast
topology variation are not considered in the scenarios, they
are unable to work efficiently in SAGVN. In the work [25],
Zhang et al. considered the slicing under air-ground integrated
vehicular network, the scenario of which is similar to ours.
However, they concentrate on content pushing and caching,
i.e., slicing storage resource, and providing the theoretical
analysis for each slice. Differently, we focus on SAG spectrum
resource slicing and push the theoretical analysis further by
designing the dynamic slicing scheme in accordance with the
time-varying vehicular environment. In our previous work [1],
we have demonstrated the efficiency of the dynamic slicing
framework. In this paper, we further improve it by embodying
the system models, completing the technical methodology,
extending the experiments, and including a new upgraded
dynamic slicing scheme design.

III. SYSTEM MODEL

In this section, we present our system model, including
the space-air-ground integrated communication models and
software defined network (SDN)-based network resource man-
agement architecture. Table I summarizes the main notations
that will be used in this paper.

A. Space-Air-Ground Communication Models

Figure 1 illustrates a typical SAGVN scenario, where
ground base stations (BS) constitute the fixed terrestrial net-
work to provide Cellular-V connections, UAVs with high
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TABLE I

SUMMARY OF MAIN NOTATIONS

Fig. 1. Illustration of the considered SAGVN scenario.

agility are dynamically dispatched to provide the on-demand
aerial network and support UAV-V connections, and the satel-
lite constellation (containing hundreds of low Earth orbits
(LEOs)) can provide the seamless wireless coverage within
the area of interest to assist Satellite-V connections.1 We
assume each vehicle has three network interfaces to support
Cellular-V, UAV-V, and Satellite-V communications, respec-
tively. As vehicular network services mainly rely on the

1In this paper, Cellular-V, UAV-V, and Satellite-V means vehicle commu-
nications are enabled by the underlying cellular, UAV, and satellite spectrum,
respectively.

downlink communications, in this paper, we focus on the
downlink services.

1) Cellular-V Communication: Suppose there is a BS which
serves a set of vehicles, denoted by � = {v1, v2, . . . , vN }. Fol-
lowing Cellular-V protocol like LTE-V [29], the BS allocates
orthogonal bands to vehicles for simultaneous downlink trans-
missions without interference. At each time slot, we consider
there are K sub-channels that can be allocated to users. Given
the total BS bandwidth of WB , each sub-channel can occupy
a bandwidth of WB

K . Therefore, for a vehicle vi (∀vi ∈ �),
if one sub-channel is allocated to it, then its downlink rate
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rBi yields

rBi = WB

K
log2 (1 + pBi gBi

WB
K n0

), (1)

where pBi and gBi mean the transmission power and channel
power gain from the BS to vehicle vi , respectively, and n0
denotes the background noise density. Note that, the channel
gain consists of both large scale fading (path loss, shadowing)
and small scale fading (fast fading, multi-path fading, etc.).
In this paper, we use gBi to incorporate the overall channel
gain of all kinds of fading. However, characterizing the effect
of detailed channel parameters, such as transmission distance,
path loss component, number of multi-path, and the type of
fading (Rayleigh, Gaussian, Nakagami, etc.), on the channel
gain can be referred to dedicated research works [30], [31].

2) WiFi Enabled UAV-V Communication: For UAV-V com-
munications, both cellular and WiFi bands are widely consid-
ered in the literature. In this paper, we adopt WiFi bands to
support UAV-V communications due to its low cost. Commer-
cial drone products using WiFi bands are also available [32],
[33]. Besides, there are two additional significant reasons to
employ WiFi band in our scenario. First, as the UAV is usually
dispatched when the spectrum resource is insufficient, using
the WiFi band can supplement the spectrum resource. Second,
communication interference on other links can be avoided
without complicated interference management. As stated in the
IEEE 802.11 standard [34], the data rates of WiFi are discrete
values which are determined by the SNR (signal-to-noise ratio)
level, mainly impacted by the distance between the UAV and
vehicle. Therefore, we adopt the drive-thru zone-based model
to enable the UAV-V throughput acquisition, which has been
widely verified and investigated in the previous studies [35].
Suppose there are L zones, denoted by Z = {z1, z2, . . . , zL}.
For each zone z j (∀z j ∈ Z), let l j and r j be its horizontal
length and the associated data rate, respectively. The length
and associated data rate of each zone can be calculated
according to the WiFi Modulation and Coding Scheme (MCS)
and SNR data sheet [36], where the WiFi channel is shared
by vehicles under a contention-based mechanism. Therefore,
for a vehicle vi (∀vi ∈ �), if it successfully acquires the WiFi
channel within the zone z j , then its downlink rate r j

Ui can be
calculated as

r j
Ui = ρr j

n
, (2)

where ρ and n are the factor of WiFi throughput efficiency
and the number of vehicles contending for the UAV chan-
nel, respectively. The parameter ρ characterizes the overhead
of protocol negotiations and packet headers. For instance,
the maximum throughput of IEEE standards is normally
smaller than the claimed data rate, due to the protocol over-
head. The detailed UAV-V communication set and WiFi zone
parameters are given in the performance evaluation section.

3) Satellite-V Communication: For the future space net-
work, there will be a satellite constellation constituted by
a group of LEO satellites that work together to provide
permanent global coverage. Thanks to the high mobility
of LEO satellites, seamless connections in interested areas
can be guaranteed by the cooperation of different LEOs.

Fig. 2. SAG spectrum softwarization and slicing.

The satellites are considered to operate at Ku band or above,
where rain attenuation becomes the major fading component as
the LEO-to-vehicle distance remains constant, considering the
relative moving speed of vehicles and satellites. The Weibull-
based channel model can be utilized to characterize the rain
attenuation for satellite links that operate at 10 GHz or above
[37], [38]. However, within the limited targeted area, each
vehicle usually undergoes the same rain attenuation. Therefore,
for each sub-channel, if it is allocated to a vehicle vi , the data
rate rSi is a constant, which is usually smaller than that of
Cellular-V and UAV-V links. Likewise, we consider there are
M orthogonal sub-channels that can be allocated to users for
simultaneous transmissions.

B. SDN-Based Spectrum Resource Management

For resource management, we assume that at each area
of interest, there are SDN-empowered edge controllers in
charge of local SAG spectrum resource.2 The edge controller
is responsible for conducting spectrum resource softwariza-
tion and slicing. It should be noted that for SDN control,
there will be significant signaling overhead to collect the
network status and control the network. Therefore, various
edge controllers should be deployed cooperatively to monitor
the entire network while being responsive to react in real time.
Moreover, edge controllers can negotiate the usage of large-
domain resources, e.g., satellite spectrum. However, how to
deploy the SDN controllers and optimize the control efficiency
are out of the scope of this paper [39].

As shown in Fig. 2, the goal of this work is to slice
SAG spectrum resources to accommodate the isolated service
provisioning. In doing so, each type of services can be
served by a customized resource slice, where service qualities
would not be impacted by other types of services that have
completely different request patterns. However, the hurdle is
that service slices are with distinct QoS requirements, calling
for customized and dedicated spectrum resources. Particularly,
to enable high-frequency periodical communications, the ultra-
reliability and low-latency communications are essential, while
for high-precision map downloading, the stable and high

2Note that, we only consider the spectrum resource slicing which can be
incrementally integrated with computing and storage slicing.
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Fig. 3. The work flow of dynamic slicing.

throughput is more important. In addition, for vehicular Inter-
net and entertainment services, the data request is unpre-
dictable and normally data-intensive, posing challenges of
resource feeding for the slice. On the other hand, caused
by the mobility, the vehicular density variation can result in
uncertainty and randomness of the service arrivals, making
the resource slicing more intricate that might hamper service
provisioning. In the following sections, we will elaborate on
our dynamic slicing methodology to tackle those challenges.

IV. WORK FLOW OF DYNAMIC SLICING AND

PROBLEM FORMULATION

In current networks, requests of different services share the
substrate network resources via multiplexing, where diversified
QoS requirements of different services cannot be guaranteed.
Within the SAGVN slicing framework, requests from the
same service, which are of similar QoS requirements, are
provisioned with a dedicated resource slice, contributing to
service QoS satisfaction. In this section, we elaborate on the
work flow of the proposed dynamic slicing, followed by the
problem formulation and analysis.

A. Work Flow of Dynamic Slicing

A downlink scenario in the SAGVN is considered, where
there is a set of downlink resources J = {0, 1, · · · , J },3
with supporting a set of services I = {1, 2, · · · , I }. Consider
the network is operated in slotted time, denoted by T =
{0, 1, 2, · · · , t, · · · }, and the length of each time slot can be
adjusted to the scheduling unit of the communication system.
Note that, the control decisions are made every time slot. The
value of slot duration can be the basic transmission slot in
cellular networks, which means that the most fine-grained con-
trol actions are enabled in the system. Optionally, the duration

3In this work, |J | is equivalent to 3, which are in accordance with UAV,
cellular, and satellite downlink data pipelines. The developed dynamic slicing
framework can be readily applied to more general scenarios.

of slot can be also the multiple of basic transmission slot in
cellular network to reduce control overhead in accordance with
the system demand. As shown in Fig. 3, we propose a dynamic
slicing scheme, and it has the following four steps in each time
slot t :

a) Request admission: For a certain type of service i ∈ I,
we use Ai (t) to denote the amount of service arrival (in pack-
ets) during time slot t . Ai (t) is assumed to be independent and
identically distributed (i.i.d.) over different time slots, which is
also independent from other service arrivals. Generally, there
is an upper bound for all service arrivals, denoted by Amax,
and then Ai (t) ∈ [0, Amax], ∀i ∈ I and ∀t ∈ T . Considering
the limitation of network downlink capacity, the amount of
admitted requests should be constrained, otherwise the system
can be seriously overloaded, resulting in performance degra-
dation. The amount of admitted requests from the i -th service
is denoted by ai (t) during time slot t , which holds

0 ≤ ai (t) ≤ Ai (t), ∀i ∈ I, ∀t ∈ T . (3)

b) Request scheduling: After admitting the requests into
the system, we then need to schedule them to different resource
pipelines for service processing. Particularly, we use ai j (t) to
denote the number of requests out of ai (t) that are scheduled
to the j -th downlink resource plane, which follows ai (t) =∑

j∈J ai j (t). As shown in Fig. 3, with the slicing technology,
each resource plane can maintain an independent service queue
for each type of requests, isolating the service provisioning.

c) UAV dispatching: The packet transmission capacity of
the j -th resource plane during the t-th time slot is denoted
by Z j (t) ( j ∈ J ). Unlike examining the advantages of agile
deployment and efficient offloading provided by UAVs [19],
[20], [40], the dynamic UAV dispatching case is considered
under the high-density vehicular scenario, where communi-
cation resources are insufficient to accommodate the instan-
taneous service arrivals. In particular, we use j = 0 and
Z0(t) to denote the UAV resource plane and the available UAV
packet transmission capacity4 during time slot t , respectively.
Denote by C(t) the amount of transmission capacity provided
by dynamically dispatched UAVs during time slot t , which
satisfies the boundedness assumption C(t) ∈ [0, Cmax] since
the number of dispatchable UAVs is limited in practice.
To accommodate the dynamic packet requests from services,
the edge server needs to determine the amount of dispatched
UAVs during each time slot t , and the dispatched UAVs are
available to the services from the (t + 1)-th time slot.

d) Resource slicing: During time slot t , denote by bi j (t)
the packet transmission capacity sliced to the i -th service
requests by the j -th resource plane, which holds

∑
i∈I

bi j (t) ≤ Z j (t), ∀ j ∈ J , t ∈ T . (4)

For requests from each type of service, the number of them
to be processed is limited within one time slot, which has the
boundedness bi j (t) ∈ [0, bmax], ∀i ∈ I, ∀ j ∈ J , and ∀t ∈ T .

4Without loss of generality, we assume the available packet transmission
capacity of both cellular plane and satellite plane are static, i.e., Z j (t) = Z j ,
∀ j ∈ {1, 2} and t ∈ T .
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To finish the above four steps during each time slot, the fol-
lowing control parameters need to be determined, i.e., ai (t),
ai j (t), C(t), and bi j (t). To characterize their impacts on
the system performance, we use Qij (t) to denote the queue
backlog of the i -th type of service request at the j -th resource
plane during time slot t , which evolves as

Qij (t + 1) = max[Qij (t) − bi j (t), 0] + ai j (t), (5)

where Qij (0) ≥ 0, ∀i ∈ I and ∀ j ∈ J . To enable feasible
iterations, the system should guarantee the stability of all the
queues. Therefore, we adopt the time average queue stability
criteria, i.e., defining

Q � lim
T →∞

1

T

T −1∑
t=0

∑
i∈I

∑
j∈J

Qij (t), (6)

where the system is stable if Q < ∞ [41].
For the UAV resource plane, its packet transmission capacity

depends on the dynamic UAV dispatching, which evolves as

Z0(t + 1) = Z0(t) −
∑
i∈I

bi0(t) + C(t). (7)

In practice, to guarantee the service continuity, the available
UAV transmission capacity should be maintained within a cer-
tain level considering the time lag between UAV dispatching
and its operation. Formally, it translates to the following long-
term time averaged equivalence

lim
T →∞

1

T

T −1∑
t=0

[Z0(t) − θ ] → 0, (8)

where Z0(0) can be initialized to be a nonnegative value, and
θ is the expected available UAV transmission capacity across
the time span [41], [42].

B. Problem Formulation

For system management, different services usually call for
differential QoS requirement, and they can bring different
utility levels to the system provider in turn. For the service
provider, the first objective is to maximize the network utilities
of services, to achieve which we define the following system
utility function for fair service provisioning [41]

Ui (ai ) = log(1 + λi ai ), ∀i ∈ I (9)

where ai = limT →∞ 1
T

∑T −1
t=0 E[ai (t)] is the long-term time-

averaged amount of admitted requests from the i -th service,
and λi is a positive constant to characterize the weight of the
i -th service. Specifically, as utility functions {Ui (·)}i∈I are all
concave, (9) guarantees diminishing return property, i.e., the
network service provider cannot keep increasing its total utility
by solely increasing the admitted requests from one service.

In the meantime, operational revenue is also critical to the
system provider. Therefore, it is necessary to minimize the
service provisioning costs from all the resource planes. It turns
to minimize the UAV dispatching cost since the transmission
capacity of the cellular and satellite are static. Denote by
C = limT →∞ 1

T

∑T −1
t=0 E[C(t)] the long-term time averaged

UAV dispatching cost. Considering the conflicting objectives

of UAV dispatching cost and service provisioning utility, it is
impossible to achieve the minimal cost and maximal utility
simultaneously. To deal with it, a weighted sum of both
objectives is adopted and the following optimization problem
is formulated

P1 : max
∑
i∈I

Ui (ai ) − βC,

s.t. (3), (4) and Q < ∞, (10)

in which the per-slot optimization variables are the amount of
admitted requests of each service ai (t), the amount of sched-
uled requests to each resource plane ai j (t), the transmission
capacity of the dispatched UAVs C(t), and the amount of
sliced resources to each service queue bi j (t). In addition, β
is a weight constant that specifies the unit cost of dispatched
UAV transmission capacity.

It is challenging to directly attack the above optimization
problem due to the following reasons. Firstly, the amount
of request arrivals of different services are time-varying and
unknown a priori, hence it is hard to make optimal offline
decisions that satisfy constraint (3). Secondly, as the trans-
mission capacity of the UAVs dispatched in the t-th time
slot is only available from the (t + 1)-th time slot, a set of
decision parameters that satisfy constraint (4) may not be able
to serve all the admitted request in the next time slot, which
leads to potential request accumulation and queue instability
in the long run. In the next section, we resort to the Lyapunov
optimization framework to decouple the correlation between
the optimization parameters, and provide effective per-slot
control decisions across the time span, which collectively solve
the above optimization problem.

V. THE DYNAMIC SLICING ALGORITHM

A. Problem Transformation

Generally, the Lyapunov drift-plus-penalty minimization
algorithm in its simplest form is powerful in optimizing long-
term time averaged objectives. Yet, the presented optimization
objective (10) is a function of time averages. Fortunately,
by applying Jensen’s inequality on the set of concave utility
functions {Ui (·)}i∈I , the problem P1 can be transformed via
introducing a set of auxiliary variables [41]. Let γi (t) be the
nonnegative auxiliary variable corresponding to ai (t), ∀i ∈ I
and t ∈ T . Then, we can have the following lemma.

Lemma 1: The optimization problem P1 is equivalent to

P2 : max
∑
i∈I

Ui (γi ) − βC (11)

s.t. γ i < ai , ∀i ∈ I (12)

(3), (4) and Q < ∞.
The transformed problem P2 falls into the scope of Lyapunov
optimization framework, which can be solved by constructing
virtual queues corresponding to the auxiliary variable con-
straints in (12). In specific, we define a virtual queue for each
type of service, which evolves as

Hi(t + 1) = max[Hi(t) + γi (t) − ai (t), 0], ∀i ∈ I. (13)
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The virtual queue, Hi(t), can transform inequality constraint
(12) into a queue stability problem (Chapter 4.4 in [41]).
Then, this problem can be addressed together with the stability
of other queues, Qij (t) and Z j (t). Otherwise, it would be
difficult to directly satisfy constrain (12), since both sides of
the inequality are in time-averaged form. Therefore, constraint
(12) is satisfied as long as the set of queues {Hi(t)}i∈I are
stable [41]. Meanwhile, to further elaborate on the resource
slicing constraint (4), the heavy-traffic scenario is considered,
where the transmission capacity of both satellite and cellular
are always fully utilized. Then, in each time slot t ∈ T ,
we have Z j (t) − ∑

i∈I bi j (t) = 0 for j ∈ {1, 2}, and∑
i∈I bi0(t) ≤ Z0(t).
Given the queue dynamics {Qij (t)}i∈I, j∈J , {Hi(t)}i∈I and

{Z j (t)} j∈J across the time span, we can define the following
Lyapunov function corresponding to problem P2

L(t) � 1

2

{∑
i∈I

∑
j∈J

Qij (t)
2 +

∑
i∈I

Hi(t)
2 +

2∑
j=1

Z j (t)
2

+ [Z0(t) − θ ]2
}
. (14)

The above definition represents a scalar measure of all the
queue sizes, which is always nonnegative and L(t) = 0
if and only if all the queue sizes equal 0. Let �(t) �
({Qij (t)}i∈I, j∈J , {Hi(t)}i∈I , {Z j (t)} j∈J ) be the concate-
nated vector that indicates the instantaneous queue sizes of
all the queues by the end of the t-th time slot. Then, we can
define the one-slot conditional Lyapunov drift-plus-penalty as

	V (t) � 	(t) − V E

[ ∑
i∈I

Ui (γi (t)) − βC(t)|�(t)
]
, (15)

where V is a weight constant that determines the tradeoff
between system revenue and queueing stability, and 	(t) �
E{L(t + 1) − L(t)|�(t)} is the one-slot conditional Lyapunov
drift [41]. A smaller value of 	V (t) indicates more stable
queue sizes and higher system revenue, and vice versa. The
upper bound of 	V (t) can be given by the following lemma.

Lemma 2: For all possible queue states and control actions,
	V (t) is upper bounded by

	V (t) ≤ B −
∑
i∈I

E{V Ui (γi (t)) − Hi(t)γi (t)|�(t)}

−
∑
i∈I

E{Hi(t)ai (t) −
∑
j∈J

Qij (t)ai j (t)|�(t)}

+ E

{
βV C(t) + [Z0(t) − θ ]C(t) +

2∑
j=1

Z2
j |�(t)

}

−
{
E

[ ∑
i∈I

(Qi0(t) + Z0(t) − θ)bi j (t)
]

+
2∑

j=1

E

[ ∑
i∈I

(Qij (t) + Z j )bi j (t)
]
|�(t)

}
, (16)

where B is a constant determined by the general upper bounds
Amax, bmax, and Cmax.
The derivation of (16) in Lemma 2 is a direct application of
Lemma 4.6 of [41]. We only provide a proof sketch here. First,
following (4.46) of [41], three inequalities can be obtained

Fig. 4. Dynamic slicing algorithm.

by squaring the queue update equation (14), then taking
conditional expectations of those inequalities and summing
over i ∈ I and j ∈ J gives a bound on 	(t). Adding the
penalty to both sides concludes the proof.

The decoupling of control parameters in the right-hand side
of the drift-plus-penalty upper bound (16) allows us to make
independent and sequential decisions on γi (t), ai (t), ai j (t),
C(t), and bi j (t). According to Lemma 2, by minimizing the
value on the right-hand side of the inequality, which can
be viewed as an upper bound of 	V (t), we are able to
minimize the sum of system drift and system cost. Note that,
however, this is not equivalent to simultaneously achieving the
maximal system revenue and the best system stability. Setting
the value of V to be 0 or +∞ can achieve those two objectives
respectively. Therefore, by tuning the value of V , we are able
to balance the tradeoff between system revenue and system
stability. In what follows, instead of directly attacking the
optimization problem P2, we minimize the four separated
conditional terms on the right-hand side of (16).

B. Dynamic Slicing Algorithm

For the system control, all the queue states �(t) are firstly
observed in each time slot t , based on which the following
five control actions are then performed.

1) Auxiliary Variable Determination: Given the
observed virtual queue state Hi(t), it turns to maximize∑

i∈I E{V Ui (γi (t)) − Hi(t)γi (t)}, the optimization problem
of which is to solve three single variable optimization
problems over the feasible set of γi . It is readily solved since
they all have closed-form solutions with the utility functions
{Ui (·)}i∈I being well defined in (9).

2) Request Admission and Scheduling: Considering the
coupling constraint ai (t) = ∑

j∈J ai j (t), it is difficult to
determine a set of actions ai (t) and ai j (t) to maximize
E{Hi(t)ai (t)−∑

j∈J Qij (t)ai j (t)} of each service when given
the queuing states Hi(t) and Qij (t). To this end, we determine
ai (t) and ai j (t) sequentially based on the “join the shortest
queue first” heuristics [42], [43], rather than optimizing the
admission and scheduling decisions simultaneously. Specif-
ically, for the i -th service type, if j = argmin j∈J Qij (t),
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a simple scheduling strategy is to send all the admitted
requests ai (t) to the resource plane that has the shortest queue,
i.e., ai j (t) = ai(t), otherwise, ai j (t) = 0. Then, it reduces to
maximizing E{Hi(t)ai (t)− Qij∗ (t)ai (t)}, which can be easily
solved within the feasible interval of ai (t).

3) UAV Dispatching: Given the predefined parameters β, θ ,
and V , it is easy to obtain the optimal UAV dispatching capac-
ity by minimizing E[βV C(t) + [Z0(t) − θ ]C(t) + ∑2

j=1 Z2
j ]

based on the instantaneous queue size Z0(t), i.e., obtaining
the feasible interval C(t) ∈ [0, Cmax].

4) Resource Slicing: It is sufficient to make individual allo-
cation decisions on each resource plane in order to maximize
the last term of the drift-plus-penalty bound in (16). Particu-
larly, for the UAV resource plane ( j = 0), the weight of the
allocation bi j (t) is Qi0(t)+Z0(t)−θ , while for the satellite and
cellular resource plane ( j ∈ {1, 2}), the corresponding weight
is Qij (t)+ Z j . For each resource plane, one effective solution
is to, first sort the queues in accordance with their weights in
descending order, and then slice resources sequentially as long
as the resource constraint (4) is satisfied. Noted that, queues
with negative weights will not be considered in this phase, and
the corresponding bi j (t) is set to 0.

5) Queue Updating: After achieving all the control para-
meters, the queuing states Qij (t), Hi(t), and Z0(t) can be
updated based on (5), (13), and (7), respectively, which will
be used for decision making in the next time slot.

Figure 4 summarizes the five steps of the dynamic slicing
process. As mentioned before, the proposed algorithm requires
no prior information on the statistics of the service request
arrivals. All the control decisions are made in an online fashion
based on instantaneous queuing states. It is also worth noting
that, thanks to the decoupling feature enabled by (16), each
of the control parameters can be determined independently.
Hence, it is possible to determine those control parameters
separately. As described earlier in Section V-B, minimizing
the 4 terms (hence determining the control parameters) can
be readily achieved by solving a single-variable differential
equation (γi (t), and C(t)), or a sorting-based greedy heuristic
algorithm (ai (t), ai j (t), and bi j (t)), which are all with low
complexity and can be completed in polynomial time [44].

VI. PERFORMANCE EVALUATION

In this section, we build the simulation scenario and conduct
extensive experiments to evaluate the performance of the
proposed dynamic slicing scheme.

A. Simulation Setup

As shown in Fig. 5 (a), we create a bidirectional 8-lane
highway scenario,5 where a cellular BS locates beside the
road with coordinate (R = 2000 m, D = 100 m, H = 50 m),
and if UAVs are dispatched, they will hover at the coordinate
of (x, 0 m, 5 m), i.e., h = 5 m. The value of x changes
when different numbers of UAVs are dispatched. To emulate
practical driving conditions, the simulation tool SUMO [45] is

5It should be noted that, the efficacy of our dynamic slicing is independent
from the underlying vehicular environments, and this simulation scenario is
considered to carry out a specific performance gain.

TABLE II

UAV WIFI ZONE PARAMETERS

adopted to generate realistic vehicular trace. Specifically, vehi-
cles are generated at the entrance of each lane, and the vehicle
arriving process is assumed to follow a Poisson distribution
with an arriving rate λV. By varying the value of λV, on-road
traffic with different vehicular densities can be generated.
In subsequent simulations, λV for each lane is set to be 0.25.
When a vehicle is generated, a set of motor performance,
including maximum speed, acceleration, deceleration, etc., will
be chosen from the predefined performance configurations. For
driving behaviors, the events of lane changing and overtaking
happen following the widely used Krauss car-following model
and LC2013 lane-changing model [45]. In addition, each lane
is given a speed limit of 80 km/h, 100 km/h, 120 km/h
and 140 km/h, respectively. We log the moving trace of all
vehicles within a duration of 1000 s. Fig. 5 (b) shows a
snapshot of the simulated scenario, where different colors
indicate differentiated motor performance.

1) Spectrum Transmission Capability: To transform the
spectrum resource to the transmission capability in accordance
with the queueing model of packet processing, we treat
each service request as a bunch of packets that need to be
transmitted. The transmission capability is the number of
packets that can be transmitted within the time slot duration.
To obtain the data rate of the cellular downlink pipeline, simi-
lar simulation settings like [46] are adopted to set the cellular
parameters, where the transmission power pB , background
noise density n0, and total bandwidth WB , are set to be 20 W,
1 × 10−15 W/Hz, and 20 MHz, respectively. Additionally,
we set the channel power gain as gBi = 
Bi d

−α
Bi , where

dBi is the distance between the BS and vehicle, 
Bi is the
channel fading (assumed to follow an exponential distribution
with unit mean), and α is the path loss exponent (set to
be α = 3). For sub-channels, we set K = 100, i.e., with
100 orthogonal sub-channels that can be allocated to users,
where each sub-channel has 0.2 MHz bandwidth. Note that,
the data rate of each sub-channel is mainly affected by the
distance dBi in accordance with (1). For each time slot,
those sub-channels are assumed to be occupied by vehicles
(uniformly distributed on the road) with the same probability.
Therefore, the data rate of each sub-channel can be calculated
by 1

R

∫ B
A

WB
K log2 (1 + pBi 
Bi y−α

WB
K n0

)dy . Particularly, as shown

in Fig 5 (a), y is the accumulated distance when the vehicle
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Fig. 5. Simulation setup.

Fig. 6. The service arrival packets vs. time.

traveling from the point A to B . Then, the initial transmission
capability of the cellular resource plane can be calculated as

Z1 =
τ K

∫ B
A

WB
K log2 (1 + pB
Bi y−α

WB
K n0

)dy

8ς R
, (17)

where ς and τ are the maximum payload of each packet and
the duration of each time slot, being as 1500 bytes and 100 ms,
respectively.

To mimic the WiFi-enabled UAV-V communications,
the 802.11n (HT) protocol is adopted, where we set the
total bandwidth WU as 40 MHz and the band fc operates
at 2.4 GHz [34]. The length of each zone (i.e., l j ) and the
associated data rate (i.e., r j ) under the free space path loss
model are calculated in accordance with the WiFi MCS and
SNR data sheet [36]. Table II shows the calculated WiFi
zone parameters. Likewise, we can calculate the transmission
capability of UAV (denoted by TU) as

TU = τρ�L
j=1l j r j

8ς�L
j=1l j

, (18)

where ρ is set as 0.9.
For Satellite-V communications, 20 sub-channels

(i.e., M = 20) are considered, where each sub-channel can
provide the data rate of 0.5 Mbps (i.e., rS = 0.5 × 106 bps).
Therefore, the transmission capability of the satellite resource
plane Z2 is equivalent to τ MrS

8ς .
2) Vehicular Service Requests: A wide spectrum of vehic-

ular services have been discussed [2], from which we extract
three typical and network-behavior differentiated services and
mimic their behaviors under our dynamic slicing framework.
Specifically, to assist safely driving or enable tele-operated

Fig. 7. Three instant service queue size vs. time.

driving, each vehicle is required to periodically download
the control packet from the road-side server, where each
packet contains the real-time surrounding environment sta-
tus or steering instruction. To this end, a URLLC service
(denoted by service 1) is launched for each vehicle, where
they have to download one packet every time slot. To support
the automated services such as high-precision map down-
loading or computation-intensive task offloading, a Streaming
service (denoted by service 2) is launched for each vehicle,
where the network connection is always required and they keep
downloading contents from the server with a relatively stable
throughput Tstrm (set as 0.5 Mbps). To mimic the vehicular
entertainment, an Opportunistic service (denoted by service
3) is also launched for each vehicle, where they can randomly
generate a download request with a file size being stochastic.
Particularly, each user launches a download request under a
Poisson process with a rate λoppt = 0.2 (a new request can
be launched only after the previous one is finished). The
download size (in bytes) is randomly chosen from the set
{105, 106, . . . , 1010}, which ranges from small-size emails,
to medium-size musics and large-size videos [47].

B. Performance Results

For service activities, Fig. 6 shows the arrival packets with
time, where the number of URLLC packets also indicates the
number of vehicles since only one packet is requested by
each vehicle in the service. It can be seen that the number
of vehicles increases first within the time slot 2000, and then
becomes stable and oscillates around 340, which can emulate
the traffic from the off-peak time to rush hour. Three types of
network services are simulated where the URLLC service is
small and deterministic, the Streaming service is medium with

Authorized licensed use limited to: University of Waterloo. Downloaded on July 14,2022 at 02:11:48 UTC from IEEE Xplore.  Restrictions apply. 



LYU et al.: SERVICE-ORIENTED DYNAMIC RESOURCE SLICING AND OPTIMIZATION 7479

Fig. 8. Time-averaged service queue size.

Fig. 9. Time-averaged UAV resource.

stable throughout requirement, and the Opportunistic service
is heavy and more stochastic.

1) System Stability Examination: We first check the system
stability, i.e., how the service queues evolve. To this end,
we fix V = 100, β = 0.002, λ1 = λ2 = λ3 = 5,
θ = 5 × TU, to investigate the simulation results. Fig. 7
shows the instant queue size (in packets) of three services,
i.e., �3

j=1 Q0 j (t), �3
j=1 Q1 j (t), and �3

j=1 Q2 j (t), respec-
tively. We can achieve the following two major observations.
First, for three applications, their service queues are well sta-
bilized. Second, the queue length of each service is positively
correlated with the request arrivals. For instance, the queue
size of three services oscillates around 1000, 3000 and 5000
packets, respectively, which are in accordance with their
request arrivals shown in Fig. 6. It means that in the proposed
dynamic slicing, resource would be fairly orchestrated to each
slice, which is able to guarantee slice-specific performance.
Fig. 8 shows the time-averaged service queue size (i.e., Q),
and we can see that even though the request arrival is far
more than that the system can process, the time-averaged
queue size can be well stabilized due to the effectiveness of
the admission control. Particularly, when the time slot reaches
4000, the increase in time-averaged queue size is marginal.6 In
addition, with larger V , the time-averaged queue size becomes
larger since according to (15), larger V means the system
cares more about the system revenue rather than the queueing
stability.

In addition, Fig. 9 shows the time-averaged UAV plane
resource (in packets), i.e., Z0, and we can see that the UAV

6Note that, due to the limited observation time, the increase in time-averaged
queue size is reasonable as the new time-step queue size is always larger than
the previous time-averaged queue size, pulling the new time-averaged queue
size to a larger one.

Fig. 10. Time-averaged revenue vs. V .

Fig. 11. Time-averaged queue size vs. V .

resource can be well stabilized by dispatching UAVs after
the initial adaptation process. Besides, larger V can result in
lower UAV resource stabilization, to explain which we can
revisit to the optimal slicing algorithm of UAV dispatching.
In particular, when the remaining UAV resource is smaller
than θ − Vβ, additional UAVs will be dispatched, making the
UAV resource stabilizing around θ − Vβ. It can well explain
the observation in Fig. 8 that a larger V violates the queueing
stability since less UAV resource is provisioned to deal with
the service requests.

2) Impact of Control Parameters: To further understand
the impact of parameter V , Fig. 10 and Fig. 11 shows the
time-averaged revenue and queue size, respectively, when
varying the value of V . From Fig. 10, we can have the
following two major observations. First, with the increase
of the value of V , the time-averaged revenue can increase
accordingly. Second, there is an upper bound for the revenue
no matter how to increase the value of V , following the
stability constraint. Specifically, when we range the value
V from 0 to 106, the time-averaged revenue increases and
approaches 23.4, while even with excessively high value of
V (e.g., 1010), the revenue is also about 23.4. Likewise, when
increasing the value of V , the time-averaged queue size is also
enlarged accordingly. It happens since the queueing stability
is sacrificed, conforming with (15). However, when the value
of V increases from 5 × 105 to 5.5 × 105, we can find that
there is an abrupt rise in both figures. To explain it, we can
see from the Fig. 11, where the provisioned UAV resource is
reduced to save the cost when the value of V is smaller than
5 × 105, and no additional UAV resource will be provisioned
when the value of V is set as 5.5 × 105, leading to an abrupt
rise for the time-averaged revenue and queue size.
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Fig. 12. Time-averaged system throughput and UAV resource vs. β.

Fig. 13. The normalized number of used UAVs vs. time.

We then investigate the impact of parameter β. According
to (11), larger β means that the UAV dispatching cost is more
considerable. We plot the time-averaged system throughput
and UAV resource in Fig. 12 by ranging β from 0.002 to
0.008 while fixing V = 105. As the cost of dispatching
UAV becomes more expensive, the time-averaged system
throughput will decrease since less UAV resource will be
leveraged, and the time-averaged UAV resource will also
decrease. Assuming each UAV’s battery supports at most
15 mins operation, we calculate the normalized number of
used UAVs for different values of β and plot their results
in Fig. 13. It can be seen that with the increase of β, the num-
ber of consumed UAVs decreases accordingly. The parameter
θ means the maximum available UAVs in the environment,
i.e., the UAV resource is expected to be stabilized around the
value, which could similarly affect the system performance.
Specifically, according to (8), larger θ results in larger UAV
resource stabilization and more UAVs need to be dispatched
to keep the stability.7

C. Differentiated Service Provisioning

Another merit of the dynamic slicing is that differentiated
service provisioning can be guaranteed as each service could
have distinct and independent utility functions. Specifically,
we fix V = 100, β = 0.002 and λ1 = λ2 = 1, and then vary
the value λ3 from 0.1 to 1. We plot the request admission
percentage of Streaming and Opportunistic services for two

7Due to the similar observations and space limitation, the impact of θ is
omitted.

Fig. 14. The request admission percentage.

Fig. 15. The instant URLLC service queue size under different schemes.

settings in Fig. 14. We can observe that with increasing the
value of λ3, the admission percentage for Opportunistic ser-
vice increases accordingly while the admission percentage for
Streaming service is more inclined to reduce. It implies that by
adopting the proposed dynamic slicing scheme, differentiated
service provisioning could be enabled by differentiating the
service utility function.

Upgraded Dynamic Slicing. As the goal of the dynamic
slicing is to maximize the system throughput with queueing
stabilization, it is still hard to guarantee low latency trans-
mission for URLLC service. To this end, we propose an
upgraded dynamic slicing, in which during the fourth step
of the algorithm, the URLLC request will be processed with
the highest priority. Besides, we also propose a fixed slicing
as a benchmark scheme, in which during the fourth step,
the resource will be proportionally sliced for each type of
services.

Figure 15 shows the instant queue size of URLLC service in
different slicing schemes, and it can be seen that the queue size
can be strictly bounded in both the upgraded dynamic slicing
and fixed slicing schemes. The reason is that URLLC service
requests are processed with the first priority in the upgraded
dynamic slicing, while abundant resource is sliced for URLLC
service in the fixed slicing. For instance, the queue size
oscillates around 1000 in the dynamic slicing, indicating that
URLLC packets would accumulate without real-time process-
ing while in the other two slicing schemes, the queue sizes
are below 500 (i.e., just the same as the number of requests),
indicating that all URLLC packets are processed within the
current time slot. Fig. 16 and Fig. 17 show the time-averaged
system throughput and time-averaged queue size, respectively,
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Fig. 16. Time-averaged throughput under different schemes.

Fig. 17. Time-averaged queue size under different schemes.

and we can make the following two major statements. First,
compared to the dynamic slicing, the fixed slicing fails to catch
up with the vehicular dynamics and is inefficient in resource
management as the system throughput degrades dramatically
and the queue size accumulates rapidly. For instance, the fixed
slicing provides the throughput around 1750 packets per time
slot while the proposed dynamic slicing is able to improve it up
to 2200 packets per time slot, with about 26% improvement.
Second, the upgraded dynamic slicing can achieve the same
level performance of throughput and queueing stability with
the dynamic slicing as there is only negligible performance
degradation in both figures. It is reasonable as compared to
other two services requests, URLLC requests are relatively
lightweight, processing which preferentially has little impact
on the overall performance.

In summary, the proposed dynamic slicing can provide the
superior overall performance and support differentiated service
provisioning. Moreover, with the upgraded dynamic slicing,
the ultra-low-latency of URLLC service can be also guaranteed
with negligible throughput performance degradation.

VII. CONCLUSION AND FUTURE WORK

In this paper, we have proposed an online control framework
to dynamically slice the SAG spectrum resource for iso-
lated vehicular service provisioning. Specifically, to maximize
the system long-term revenue (regarding system throughput
and UAV cost) and guarantee service queueing stabilization,
we have decoupled the dynamic SAG resource slicing prob-
lem into several independent subproblems, including request
admission and scheduling, UAV dispatching, and resource slic-
ing, which have been solved by closed-form solutions based on

the Lyapunov optimization theory. Extensive simulations have
been conducted and the results have demonstrated the efficacy
of the proposed dynamic slicing scheme in terms of the system
throughput enhancement, the controllable UAV usage, and the
trade-off between the system revenue and stabilization. For
our future work, we will further take computing and storage
resources slicing into consideration for end-to-end service
provisioning.
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