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Abstract—Unmanned aerial vehicle (UAV)-assisted wireless
powered sensor networks (WPSNs) have emerged as a promising
paradigm for charging sensor nodes’ batteries in remote areas.
However, the sum-throughput of overall sensor nodes can dra-
matically decrease due to their long-distance transmission to the
UAV. In this paper, we propose a joint distributed beamforming
and backscatter cooperation (BC) scheme to enhance the sum-
throughput of UAV-assisted WPSNs with various types of sensor
nodes. In particular, we consider the BC mechanism which
leverages other types sensor nodes with constructive multi-path
signals to enhance the long-distance transmission of same-type
sensor nodes. We maximize the sum-throughput by jointly opti-
mizing the distributed backscattering, distributed beamforming
and time allocation. The sum-throughput maximization problem
is difficult to be solved directly due to the coupling among
optimizing variables. We decompose the problem into a BC
subproblem and a time allocation subproblem, and propose a
two-step scheme to solve them. First, for the BC subproblem,
we derive closed-form low-complexity distributed beamforming
solutions and distributed backscattering solutions to maximize
the signal-to-noise ratios of the same-type sensor nodes. Second,
for the time allocation subproblem, we derive the closed-form
solutions according to KKT conditions. Simulation results are
provided to demonstrate that the proposed joint distributed
beamforming and BC scheme can increase the sum-throughput
as compared to conventional distributed beamforming schemes.

I. INTRODUCTION

Wireless powered sensor networks (WPSNs) are envisioned
as a promising paradigm for self-sustainable Internet of Things
(IoTs) to reduce the frequency of manually battery replace-
ment and charging. However, in the conventional wireless
powered network, power transmitters are usually deployed at
fixed locations, which cover limited areas and makes it difficult
for far sensor nodes to achieve good power transfer efficiency
over long-distance transmission [1], [2]. To overcome this
issue, the unmanned aerial vehicle (UAV) introduced as an
assisted component is employed as a mobile power transmitter
and an information receiver in WPSNs [3]. Specifically, in
the UAV-assisted WPSN, the UAV flies from one area to
another to charge distributed sensor nodes through wireless
power transfer (WPT) techniques. Then, the sensor nodes
send the measurement information to the UAV by using the
harvested energy [4]–[7]. Despite the assistance of the UAV,
the long-distance transmission issue remains prominent during
the WPT. That is because, to efficiently charge sensor nodes
and collect the measurement information, the UAV has to
move sufficiently close to sensor nodes. Thus, the UAV have

to consume more time and energy to follow a predesigned
trajectory to charge distributed sensor nodes.

The distributed beamforming technique has been used to
address the long-distance transmission issue in the UAV-
assisted WPSNs [8], [9]. After information sharing and syn-
chronization, a group of sensor nodes can cooperate to form
a virtual antenna array for transmitting common information
to a UAV. In this way, the received signal at the UAV can
be coherently combined to enlarge the signal-to-noise ratio
(SNR) [8], [10]. As the UAV moves close to the ground, only
a small number of same-type sensor nodes in the coverage of
the UAV cooperate for distributed beamforming. As such, the
distributed beamforming may be incapable of supporting the
long-distance transmission due to a low SNR. To overcome
this issue, we introduce backscatter-enabled relaying nodes
integrated with passive components in the network, which
can passively reflect the received signals from the sensor
nodes to the UAV. In this way, the backscatter nodes are
able to produce constructive multi-path signals to improve the
received SNR [11], [12].

In this paper, we propose a joint distributed beamforming
and backscatter cooperation (BC) scheme to enhance the sum-
throughput of a UAV-assisted WPSN. Specifically, the UAV-
assisted WPSN adopts a harvest-then-transmit (HTT) strategy
for energy harvesting and information transmission between
the UAV and the sensor nodes. In the energy harvesting
phase, sensor nodes of different types simultaneously harvest
energy transmitted from the UAV. Then, in the information
transmission phase, sensor nodes of different types transmit
information in a time division multiple access (TDMA) man-
ner. A group of the same-type sensor nodes transmit their
common information together through distributed beamform-
ing. Meanwhile, all the sensor nodes of other types act as
backscatter nodes to reflect signals from the transmitted sensor
nodes to the UAV. Extensive simulation results validate the
effectiveness of the proposed scheme in enhancing the sum-
throughput performance. The main contributions of this paper
are as follows.
• We propose a joint distributed beamforming and BC

scheme for uplink transmission in the UAV-assisted
WPSN. Specifically, the transmitted signals of a group of
same-type sensor nodes are backscattered by the sensor
nodes of other types to enhance the SNR at the UAV.

• We formulate a non-convex sum-throughput maximiza-
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Fig. 1. The UAV-assisted WPSN with various types of single-antenna sensor
nodes.
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Fig. 2. The transmission protocol in the UAV-assisted WPSN.

tion problem by jointly optimizing the distributed
backscattering, distributed beamforming, and time allo-
cation. It is difficult to directly solve the sum-throughput
maximization problem because of the coupling among
optimizing variables. Thus, we decompose the problem
into a BC subproblem and a time allocation subproblem.

• We propose a two-step scheme to solve these two sub-
problems. First, we derive the closed-form expressions
of low-complexity distributed beamforming solutions and
distributed backscattering solutions to solve the BC sub-
problem. Second, we derive the closed-form expressions
of the solutions for the time allocation subproblem ac-
cording to KKT conditions.

II. SYSTEM MODEL

A. Considered Scenario

We consider a UAV-assisted WPSN which consists of one
UAV and a large number of sensor nodes uniformly deployed
in remote areas, as shown in Fig. 1. There are M types of
sensor nodes and the number of type m sensor nodes is Nm
(It is assumed N1 = · · · = NM = N for simplicity in
derivation). We assume that both the sensor nodes and the UAV
are equipped with only one antenna and operate over the same
frequency band. The UAV is dispatched as an aerial energy
transmitter to charge various sensor nodes on the ground.
It is assumed that there is no initial energy in the batteries
of sensor nodes which are equipped with a radio frequency
(RF) harvester to collect RF energy. In addition, the harvested
energy of each sensor node is used to transmit measurement
information to the UAV via joint distributed beamforming
and BC. When a group of same-type sensor nodes transmit
their common information to the UAV, all the sensor nodes of
other sensor types act as backscatters to provide BC. All the

Fig. 3. The joint distributed beamforming and backscatter cooperation scheme
in the UAV-assisted WPSN.

sensor nodes can enable the backscatter capability to reflect the
received RF signals without energy consumption. Moreover,
only the sensor nodes of the same type can share the common
information which is obtained via information sharing or
measuring the same information [13]–[15]. Since the UAV
transfers the power and receives the signal through line-of-
sight (LoS) links, only distance-dependent pathloss is consid-
ered in the model. Specifically, wireless channels are quasi-
static flat-fading, i.e., channels keep constant in each block, but
change independently from one block to another. Accordingly,
given the distance D between the UAV and a sensor node, the
channel power gain is given by |h|2 = 10−3ρ2D−α, where
channel h is a complex random variable. ρ represents the
channel shadowing which is assumed to follow the Rayleigh
distribution [2], [16], α is the channel pathloss exponent.

The UAV-assisted WPSN adopts the HTT protocol [2] for
energy harvesting and information transmission between the
UAV and sensor nodes, as shown in Fig. 2. In particular, each
block with duration T is divided into two phases: WPT phase
and wireless information transmission (WIT) phase. In the
WPT phase whose duration is τ0T , 0 < τ0 6 1, all sensor
nodes harvest wireless energy from the UAV simultaneously.
The WIT phase has a duration of (1− τ0)T . This phase is
divided into M portions for M sensor types and type m sensor
nodes are assigned with duration τmT, 0 < m 6M .

Type m sensor nodes transmit their common information
via the joint distributed beamforming and BC, as shown
in Fig. 3. We assume that the information synchronization
has been completed in type m sensor nodes before their
information transmission [13], [14]. After WPT phase, all type
m sensor nodes transmit their common information by using
the harvested energy. The signals are transmitted in two types
of links: direct link and indirect link. In the direct link, signals
are transmitted from the type m sensor nodes to the UAV
directly. In the indirect link, sensor nodes of all other M − 1
sensor types provide distributed BC and reflect signals from
type m sensor nodes to the UAV to improve the received SNR.
The backscattering coefficient at a cooperative sensor node is
adjusted by tuning the load impedance of antenna at itself.

To sum up, the signal transmission model based on the two-
phase HTT protocol is given in following two subsections.
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B. WPT Phase

During WPT phase, the UAV charges all sensor nodes
simultaneously through WPT. Denote by Smn the nth sensor
node of mth sensor type, then the received signal at Smn is
given by ysmn =

√
Pahmnxa + zmn, where xa and Pa are the

normalized transmitted signal and the transmit power of the
UAV, respectively. hmn ∈ C1×1 is the channel from the UAV
to Smn. In addition, zmn ∼ CN (0, σ2

mn) is the additive white
Gaussian noise (AWGN) at the receiving antenna of Smn. The
received signal power at Smn can be obtained by

PRemn = E
[
|ysmn|

2
]

=
∣∣∣√Pahmn∣∣∣2 + σ2

mn ≈ Pa |hmn|
2
. (1)

Since the output of a practical energy harvesting (EH) circuit
is always finite, a nonlinear EH model in [17] with upper
boundary MEH

mn is adopted in this paper, i.e.,

PEHmn =
Ψmn −MEH

mn Ωmn
1− Ωmn

, Ωmn =
1

1 + eamnbmn
, (2)

Ψmn =
MEH
mn

1 + e−amn(PRemn−bmn)
. (3)

Here, PEHmn is the practical EH power at Smn which is a
conventional logistic function with respect to the received
signal power PRemn [17]. Here, amn and bmn are parameters
related to the detailed EH circuit. MEH

mn is the maximum
output of the EH circuit at Smn. Thus, the energy harvested
at Smn in this phase can be obtained by Emn = PEHmn τ0T .

C. WIT Phase

The WIT phase is divided into M portions unequally for M
sensor types, as shown in Fig. 2. Within τmT amount of time
assigned to type m sensor nodes, the sensor nodes of sensor
type m exhaust the harvested energy to transmit their common
information to the UAV. The transmitted signal at Smn can be
expressed as:

xmn =

√
Emn
τmT

ejθ
Tx
mnsm, (4)

where θTxmn is the phase of transmitted signal at Smn, and
sm is the baseband transmitted signal of common informa-
tion of type m sensor nodes. When type m sensor nodes
transmit their common information to the UAV, the rest
sensor nodes act as distributed backscatters. Denote by xm =
[xm1, · · · , xmn, · · · , xmN ]T the distributed beamforming vec-
tor at type m sensor nodes. Then, the received signal at the
UAV can be expressed as

yam =
(
gTdm + gTrmΦmHm

)
xm + z′, (5)

where gdm ∈ CN×1 is the channel vector from the type
m sensor nodes to the UAV. We assume that the channel
reciprocity holds for the downlink and uplink and thus
gdm = [hm1, · · · , hmn, · · · , hmN ]

T . grm ∈ CN(M−1)×1

is the channel vector from the BC nodes to the UAV.
Hm ∈ CN(M−1)×N is the channel matrix from the type m
sensor nodes to the BC nodes. Φm ∈ CN(M−1)×N(M−1) =
diag(β1e

jθ1 , · · · , βkejθk , · · · , βN(M−1)e
jθN(M−1)) denotes

the backscattering coefficient diagonal matrix of the BC
nodes, where 0 6 βk 6 1 and 0 6 θk 6 2π denote
the backscattering amplitude and phase shift, respectively.
We set β = 1 in this paper for simplicity in derivation.
z′ ∼ CN (0, σ2) denotes the AWGN at the receiving antenna
of the UAV. Thus, the received SNR at the UAV from type
m sensor nodes can be expressed as:

γm =

∣∣(gTdm + gTrmΦmHm

)
xm
∣∣2

σ2

=

∣∣(gTdmΛm + gTrmΦmHmΛm

)
ω′m
∣∣2

σ2

τ0
τm

,

(6)

where

Λm = diag
{√

PEHm1 , · · · ,
√
PEHmn , · · · ,

√
PEHmN

}
,

ω′m =
[
ejθ

Tx
m1 , · · · , ejθ

Tx
mn , · · · ejθ

Tx
mN

]T
∈ CN×1.

(7)

Thus, the throughput of type m sensor nodes can be expressed
as:

Rm = τm log2

(
1 + γ′m

τ0
τm

)
, (8)

where γ′m =
|(gTdmΛm+gTrmΦmHmΛm)ω′m|2

σ2 .

III. SUM-THROUGHPUT OPTIMIZATION

In this section, the sum-throughput maximization problem
of the UAV-assisted WPSN with M sensor types is investi-
gated. τ = [τ0, τ1, · · · , τM ]

T , x = [x1, · · · ,xM ], and Φ =
[Φ1, · · · ,ΦM ] are optimizing variables of time allocation,
distributed beamforming and BC, respectively. Then, the sum-
throughput maximization problem is formulated as follows:

P1 : max
τ ,x,Φ

M∑
m=1

τm log2

(
1 + γ′m (xm,Φm)

τ0
τm

)
,

s.t. τ0 +
M∑
m=1

τm = 1.

(9)

Note that the objective function in problem (9) is a sum
of τm log2

(
1 + γ′m (xm,Φm) τ0

τm

)
which is a monotonically

increasing function over γ′m (xm,Φm). γ′m (xm,Φm) is a
function of xm and Φm, while it is unrelated to τ . Based on
this observation, we decompose the above problem into a BC
subproblem and a time allocation subproblem, and propose
a two-step scheme to solve them. In this way, we can first
obtain the optimal values of xm and Φm by solving a set of
subproblems as follows:

P1.1 : max
xm,Φm

γ′m (xm,Φm) , ∀m = 1, · · · ,M. (10)

After obtaining the optimal value of γ′m in problem (10)
denoted by γ′∗m, problem (9) can be rewritten as

P1.2 : max
τ

M∑
m=1

Rm(γ′∗m, τ0, τm),

s.t. τ0 +

M∑
m=1

τm = 1.

(11)
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The optimal value of τ in problem (9) can be obtained by
solving (11). The detailed procedure of the proposed two-step
scheme is given in the following two subsections.

A. BC Subproblem

In the first step, we solve subproblem (10) to maximize
γ′m, ∀m = 1, · · · ,M . Subproblem (10) is a joint distributed
beamforming and BC optimization problem in information
transmission of type m sensor nodes, which is expressed as:

max
θTxm ,θk

∣∣(gTdmΛm + gTrmΦmHmΛm

)
ω′m
∣∣

s.t. 0 ≤ θTxmn ≤ 2π, ∀n = 1, · · · , N
0 ≤ θk ≤ 2π, ∀k = 1, · · · , N(M − 1),

(12)

where the phases of distributed beamforming and BC are
denoted by θTxm =

[
θTxm1, · · · , θTxmn, · · · , θTxmN

]T
and θk =[

θ1, · · · , θk, · · · , θN(M−1)

]
, respectively. The optimal solu-

tions of θTxmn can be denoted by θTx∗mn = arg
(
ωMRT
mn

)
. ωMRT

m

is the maximum-ratio transmission (MRT) beamforming vector
which can be expressed as:

ωMRT
m =

(
gTdmΛm + gTrmΦmHmΛm

)H∥∥gTdmΛm + gTrmΦmHmΛm

∥∥ . (13)

Substituting θTx∗mn into (12), we have

max
θk

∥∥gTdmΛm + gTrmΦmHmΛm

∥∥
1
,

s.t. 0 ≤ θk ≤ 2π, ∀k = 1, · · · , N(M − 1).
(14)

where ‖·‖1 denotes the L1 norm function. To simplify the
expression, we make gTrmΦmHmΛm = uTmΨm, where

Ψm = diag(gTrm)HmΛm,

um =
[
ejθ1 , · · · , ejθk , · · · , ejθN(M−1)

]T
.

(15)

Thus, the objective function in (14) can be rewritten as∥∥gTdmΛm + gTrmΦmHmΛm

∥∥
1

=
∥∥gTdmΛm + uTmΨm

∥∥
1

6
∥∥gTdmΛm

∥∥
1

+
∥∥uTmΨm

∥∥
1
.

(16)

Considering the prohibitive computational complexity for a
backscatter node to compute the optimal backscattering coeffi-
cients,1 we propose a distributed BC scheme. In the proposed
scheme, the backscattering coefficient at a backscatter node
is computed only based on the phase of the incident signal
at itself and the channel state information (CSI) from the
backscatter node to the UAV. The proposed distributed BC
scheme is designed to make the phases of received signals
at the UAV from direct link and the BC link via backscatter
nodes are same, i.e.,

arg(gTdmΛm) = arg(umΨm). (17)

Using this distributed BC scheme, each transmitted sensor
node only needs the CSI from itself to the UAV for distributed

1To obtain the optimal backscattering coefficients, each backscatter node
needs a lot of communication resources to obtain the global channel infor-
mation and a lot of computation resources to compute.

beamforming. The transmitted signal at Smn can be expressed
as:

xmn =

√
Emn
τmT

ej arg(hHmn)sm, (18)

Then, the phases of received signals at the UAV from type m
sensor nodes via direct links are same. Meanwhile, the incident
signal at a backscatter node k can be represented by

s
(k)
in =

N∑
n=1

xmnhmn,k (19)

where hmn,k ∈ C1×1 denotes the channel from Smn to
backscatter node k. To maximize the received signal power
at the UAV, backscatter node k adjusts its backscattering
coefficient to make the received signals at the UAV via indirect
links are same as those in direct links, i.e.,

θ∗k = arg(s
(k)H
in hHak) = − arg(s

(k)
in )− arg(hak). (20)

To sum up, a low-complexity distributed beamforming and
distributed backscattering scheme is achieved by using θTx∗mn =
arg
(
ωMRT
mn

)
at the transmitted sensor nodes and (20) at the

BC nodes, respectively.

B. Time Allocation Subproblem

In the second step, we solve subproblem (11) to maximize
sum-throughput. Based on the joint distributed beamforming
solutions and distributed backscattering solutions which have
already been obtained in Section III-A, the sum-throughput
maximization problem can be expressed as:

max
τ

M∑
m=1

τm log2(1 + γ′∗m
τ0
τm

),

s.t. τ0 +
M∑
m=1

τm = 1.

(21)

The objective function of problem (21) is the sum of
perspective functions of log2(1 + γ′∗mτ0) which is a concave
function. According to the preserve convexity property [18],
the objective function of problem (21) is also concave. Thus,
problem (21) is a convex optimization problem, and the
Lagrange dual function of problem (21) is given as:

L =
M∑
m=1

τm log2(1 + γ′∗m
τ0
τm

)− µ(τ0 +
M∑
m=1

τm − 1), (22)

where µ is the Lagrangian multiplier associated with the con-
straint in (21). According to the Karush-Kuhn-Tucker (KKT)
conditions, we have

∂L

∂τ0
(τ ∗) =

1

ln 2

M∑
m=1

γ′∗m
1 + xm

− µ = 0, (23a)

∂L

∂τm
(τ ∗) =

1

ln 2

(
ln (1 + xm)− xm

1 + xm

)
− µ = 0, (23b)
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where xm = γ′∗m
τ0
τm

. We define f(x) = ln(1+x)− x
1+x , x > 0.

By combining (23a) with (23b) and eliminating variable µ, we
have

f(xm) =
M∑
i=1

γ′∗i
1 + xi

,∀i = 1, · · · ,M (24)

Since f(x) is monotonically increasing and f(x1) = · · · =
f(xM ), we have x1 = · · · = xM = x̄. Then (24) can be
rewritten as

ln(1 + x̄)− x̄

1 + x̄
=

∑M
i=1 γ

′∗
i

1 + x̄
, (25a)

⇒
∑M
i=1 γ

′∗
i − 1

1 + x̄
e
−1+

∑M
i=1 γ

′∗
i

1+x̄ =
(
∑M
i=1 γ

′∗
i − 1)

e
(25b)

⇒ w(x̄)ew(x̄) =
(
∑M
i=1 γ

′∗
i − 1)

e
, (25c)

where w(x̄) =
∑M
i=1 γ

′∗
i −1

1+x̄ . By using the Lambert W function,
the solution of w in (25c) can be obtained and denoted by w∗,
then we have x̄ =

∑M
i=1 γ

′∗
i −1

w∗ −1. According to this expression
and x̄ = γ′∗m

τ0
τm

, we have

τm =
γ′∗mw

∗∑M
i=1 γ

′∗
i − 1− w∗

τ0. (26)

According to (26) and the constraint in (9), we can get the
closed-form expressions of optimal time allocation solutions
as follows:

τ∗0 = 1/

(
1 +

w∗
∑M
i=1 γ

′∗
i∑M

i=1 γ
′∗
i − w∗ − 1

)
,

τ∗m =
γ′∗mw

∗∑M
i=1 γ

′∗
i − w∗ − 1

τ0, m = 1, 2, · · · ,M.

(27)

IV. SIMULATION RESULTS

In this section, extensive simulation results in a UAV-
assisted WPSN with various sensor types are provided. Based
on the obtained optimal distributed backscattering (ODB)
coefficients, we compare the sum-throughput performance of
the proposed joint distributed beamforming and BC scheme
with the following benchmark schemes:
• Fixed-coefficient distributed backscattering (FDB)

scheme: In this scheme, all phases of backscattering
coefficients are equal to 0, and the time allocations are
optimized based on (27).

• No distributed backscattering (DB) scheme: In this
scheme, only direct transmission is considered in the
UAV-assisted WPSN, and γ′m in problem (9) is equal
to
∣∣gTdmΛm

∣∣2/σ2. In addition, the time allocations are
optimized based on (27).

• No DB and equal time allocation (ETA) scheme: In
this scheme, only direct transmission is considered, and
the time for WIT is equally allocated.

The spectrum density of AWGN at the receiving antenna is
assumed to be −160 dBm/Hz, and the bandwidth is 1 MHz [2].
The average signal power attenuation is assumed to be 30 dB
at the reference distance of 1 m. We assume that sensor nodes
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Fig. 4. The average sum-throughput performance versus the coverage radius
under different schemes.
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7.71%

18.39%

Fig. 5. The average sum-throughput performance versus the number of sensor
types under different schemes.

are distributed in a circle with radius Rloc, and the locations
of sensor nodes are uniformly distributed. In addition, the
UAV is placed above the circle center with height DH . In
the non-linear EH model, it is assumed that amn = 150,
bmn = 0.014,∀m,n, and MEH = 24 mW [17]. Simulation
results are averaged based on 2,000 samples with different
channel fading and sensor nodes’ locations.

Figure 4 shows the impact of the coverage radius on
the average sum-throughput performance in the UAV-assisted
WPSN with M = 5, N = 5, Pa = 1 W, DH = 20 m, and
α = 2.5. It is observed that the proposed scheme outperforms
the other three schemes especially with small coverage radius.
Also, it can be observed that the advantage of two schemes
with DB (the proposed scheme and the FDB scheme) is
extremely obvious in the situation of small radius.

Next, by fixing Rloc = 5 m, Fig. 5 shows the average
sum-throughput comparison for different numbers of sensor
types. With the increasing number of sensor types, there are
more sensor nodes acting as backscatter nodes. Then the
superiorities of schemes with BC (the proposed scheme and
the FDB scheme) are increasingly obvious. When the number
of sensor types increases to 15, it is observed that a 18.39%
sum-throughput gain is achieved by the proposed scheme as
compared to the scheme with no DB and ETA.

Figure 6 reveals the average sum-throughput performance
versus the number of sensor nodes in each sensor type, where
M = 5, Rloc = 5 m, Pa = 1 W, DH = 20 m, and α =
2.5. With the increase of the number of sensor nodes in each
sensor type, both the number of sensor nodes for distributed
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Fig. 6. The average sum-throughput performance versus the sensor number
N of each type under different schemes.
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Fig. 7. The average sum-throughput performance versus the UAV height
under different schemes.

backscattering and the number of sensor nodes for distributed
beamforming increase. Thus, the sum-throughput performance
of all four schemes are enhanced dramatically.

As shown in Fig. 7, we further study the average sum-
throughput performance over UAV height DH for different
transmission schemes, where M = 8, N = 5, Rloc = 5 m,
Pa = 1 W and α = 2.5. It is observed that the sum-throughput
of all schemes drops with the increase of UAV height because
of a high pathloss. The proposed scheme still outperforms
other three schemes.

V. CONCLUSION

In this paper, we have investigated a UAV-assisted WPSN
with various types of sensor nodes. A joint distributed beam-
forming and backscatter cooperation scheme has been pro-
posed to enhance the sum-throughput performance by reducing
the impact of long-distance transmission from sensor nodes to
the UAV. The proposed scheme can also improve the coverage
area and energy efficiency of the UAV. Simulation results have
been provided to demonstrate the superiority of the proposed
scheme as compared to benchmarks, especially in the scenario
with a large number of sensor nodes. For the future work, we
will investigate a cooperative transmission scheme considering
sensitivity thresholds which can effectively harvest the energy
and successfully receive the information.
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