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Abstract—In this paper, we study joint allocation of the spectrum, computing, and storing resources in a multi-access edge computing (MEC)-based vehicular network. To support different vehicular applications, we consider two typical MEC architectures and formulate multi-dimensional resource optimization problems accordingly, which are usually with high computation complexity and overlong problem-solving time. Thus, we exploit reinforcement learning (RL) to transform the two formulated problems and solve them by leveraging the deep deterministic policy gradient (DDPG) and hierarchical learning architectures. Via off-line training, the network dynamics can be automatically learned and appropriate resource allocation decisions can be rapidly obtained to satisfy the quality-of-service (QoS) requirements of vehicular applications. From simulation results, the proposed resource management schemes can achieve high delay/QoS satisfaction ratios.
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I. INTRODUCTION

W
t the advances in wireless communications and smart vehicle technologies, vehicular networks have attracted both industry and academia’s great attentions in recent years [1]–[3]. For both manually driven and autonomous vehicles, the vehicular network has been widely regarded as a great potential to improve driving safety, traffic mobility, sustainability, and efficiency [1], [4]–[6]. However, with the emerging of various vehicular applications, especially those delay-sensitive and/or computation-intensive ones, salient challenges are confronted by the vehicular network due to limited spectrum resources and limited on-board computing/storing resources [7]. To address these challenges, multi-access edge computing (MEC) has been implemented in vehicular networks recently [8]. By enabling computing and storing capabilities at edge nodes close to the moving vehicles, a vehicle can offload tasks with high computation and sensitive delay requirements to the MEC servers [9], [10]. Thus, issues caused by the heavy demand on spectrum/computing/storing resources and the shortage of vehicles’ on-board resources can be solved while short response delay can be guaranteed for various applications [11], [12].

In MEC-based vehicular networks, vehicles are allowed to access the MEC or cloud-computing servers via multiple wireless communication technologies, including dedicated short range communications (DSRC), cellular, Wi-Fi, and White-Fi [12]. For vehicular applications with high demand on computing/storing resources, a vehicle can offload tasks to the MEC server with short response delay by avoiding transmitting data from the MEC server to the cloud-computing server [13].

Despite the advantages of MEC servers, their implementation faces some technical challenges to support vehicular applications. From the network service provider’s perspective, we should support the dynamic demand on resources from vehicle user’s by the pre-deployed MEC servers. The technical challenges include where and how many MEC servers should be deployed and how the multi-dimensional resources should be allocated among different vehicles [12]. And from the vehicle user perspective, it is critical to make decisions on whether, when, and how many tasks should be offloaded to MEC servers to satisfy the quality-of-service (QoS) requirement.

To address the challenges on implementing MEC-based vehicular networks, many research works have been performed recently, including design of architecture, task offloading scheme, resource management scheme, and so on. For example, the MEC-based hierarchical vehicular network framework, comprised of vehicle level’s on-board computing/storing resources and server level’s resources (resources placed at the MEC and cloud-computing servers), has been investigated in [10], [12], [14]–[16]. To better manage the spectrum/computing/storing resources among and make task offloading decisions to vehicle users, task offloading and resource management schemes have been proposed in [10], [15]–[17]. Since task offloading and spectrum/computing resource allocation are coupled with each other, the objectives of the most existing works have been achieved by jointly optimizing these two parts with traditional optimization methods [10], [15]. However, only one or two dimensions of resources have been considered in most of the existing schemes, which cannot be directly adopted to support some vehicular applications where high dimensional resources are involved, such as the computing tasks generated by the leading vehicle for platoon/convoy control [7]. Moreover, there are also some works focusing on multi-dimensional resources...
management in the scenarios with low mobility users [18], [19]. For MEC-based vehicular networks, the computational complexity of multi-dimensional resource management problem increases due to the high vehicle mobility and time-varying demand on resources, therefore increasing the time consumption on the resource management scheme itself. Thus, it is infeasible to adopt the pure optimization approach-based schemes to achieve multi-dimensional resource management in MEC-based vehicular networks, especially for the scenarios with delay-sensitive applications. How to design practical and QoS-oriented multi-dimensional resource management schemes for the MEC-based vehicular networks still needs efforts.

As is known, artificial intelligence (AI) technology, especially reinforcement learning (RL), can be exploited to solve resource management problems quickly [20]–[23]. Q-learning [16], [24], deep Q-learning [25]–[27], actor-critic [18], [28], and other deep RL algorithms have been widely exploited for resource management in wireless communication networks. Inspired by the existing works and considering the dynamic vehicular network environment caused by high vehicle mobility and heterogeneous applications, we investigate how to exploit deep RL to jointly manage the spectrum, computing, and storing resources to support delay-sensitive applications in the MEC-based vehicular network [12] in this paper. Specifically, the main contributions of this work can be summarized as follows,

1) According to the location of the MEC server, two typical multi-dimensional resource management frameworks are proposed with placing the MEC server at a macro-cell base station (MBS) and an edge node (EN), respectively.

2) Leveraging optimization theory, optimization problems are formulated to maximize the number of offloaded tasks with satisfied QoS requirements and constrained total amounts of available spectrum, computing, and storing resources.

3) To rapidly solve the formulated problems and obtain optimal spectrum slicing among base stations (BSs) and optimal spectrum/computing/storing allocation among vehicles, the formulated optimization problems are transformed with deep RL.

4) A deep deterministic policy gradient (DDPG)-based algorithm is proposed to solve the transformed RL problems. As the complexity of the transformed RL problems increases with the sizes of environment state and action, a hierarchical DDPG (HDDPG)-based algorithm is developed by combining the DDPG and the hierarchical learning architecture.

The rest of this paper is organized as follows. First, the system model is presented in Section II, including the MEC-based vehicular network architecture, spectrum management frameworks, communication model, and computing/storing resource allocation models. In Section III, we formulate two optimization problems under two typical MEC architectures to jointly manage the multi-dimensional resources and transform them with deep RL. Then, DDPG- and HDDPG-based algorithms are proposed in Section IV to solve the transformed RL problems. Section V presents extensive simulation results to illustrate the performance of the proposed algorithms. Finally, we provide our concluding remarks in Section VI.

II. SYSTEM MODEL

In this section, an MEC-based vehicular network architecture is presented, followed with models for spectrum management, vehicular communications, and computing/storing resource allocation under the considered MEC-based vehicular network.

A. MEC-Based Vehicular Network Architecture

Based on the network model in our previous work [12], we consider an MEC-based vehicular network architecture with one MEC server to support different vehicular applications. Through enabling computing and storing capabilities at the edge of the core network, the MEC server can help reduce the task overload on vehicles and provide a low response delay. To be adaptable to different application environments, we assume the MEC server is either placed at an MBS, such as a macro eNodeB (MeNB) or at an EN of the core network. Vehicles within the service area are allowed to access the computing/storing resources placed at the MEC server through different wireless access technologies. The service area of an MEC server is defined as the total coverage areas of the BSs connected to it.

Fig. 1 illustrates an MEC-based vehicular network model with the MEC server placed at an EN. Vehicles, including traditional manually driven vehicles and autonomous vehicles\(^1\), can access the computing/storing resources placed at the MEC server through either cellular or Wi-Fi/DSRC technologies, i.e., a vehicle can offload computing tasks to the MEC server through an MeNB or a Wi-Fi AP. To achieve high utilization of spectrum, computing, and storing resources, a software defined networking (SDN) and network function virtualization (NFV) enabled controller is installed at each MEC server to

---

\(^1\) Autonomous vehicles are either driving cooperatively in platoon or convoy forms or driving non-cooperatively same to the manually driven vehicles [29]
centrally and dynamically manage the three dimensions of resources over its service area [12], [30]. By the controller, available spectrum resources from different wireless access technologies can be aggregated, and then dynamically sliced among the BSs and allocated among vehicles on demand. Moreover, through collecting information about vehicle distribution and application requirements from vehicles in the service area, virtual computing, and storing resources allocated to each offloaded task can be adjusted by the controller.

B. Spectrum Management Framework

The topology of MEC-based vehicular network and distribution of task offloading requests in the service area change frequently due to high vehicle mobility and heterogeneous applications. To offload vehicles’ computing tasks to the MEC server with acceptable communication delay to satisfy the QoS requirements of each offloaded task, dynamic spectrum management frameworks are developed for two considered scenarios, placing the MEC server at an MeNB and at an EN, as shown in Fig. 2. Considering vehicles on a two-lane straight country road with one lane for each direction, MeNBs and Wi-Fi APs are uniformly deployed in one side of the road with multiple Wi-Fi APs under the MeNB’s coverage. In the following, we provide the detailed spectrum management procedures executed by the controllers installed at the MeNB- and EN-mounted MEC servers, including spectrum slicing among MeNBs and Wi-Fi APs and spectrum allocation among vehicles associated to the same BS.

**MeNB-mounted MEC server:** Denote $A_m/A_m$ as the set/number of Wi-Fi APs under the service area of an MeNB-mounted MEC server, i.e., $A_m = \{W_i, i = 1, \ldots, A_m\}$. Then the spectrum management procedures executed by the controller can be summarized into three steps: (1) aggregating available spectrum resources from the MeNB and the $A_m$ Wi-Fi APs into $R_{\text{max}}$; (2) dynamically slicing the aggregated spectrum resources, $R_{\text{max}}$, to the MeNB and the Wi-Fi APs with ratios $\beta_m$ and $\beta_w$, respectively, where $\beta_m + \beta_w = 1$; and (3) allocating a proper fraction of spectrum to each vehicle’s uplink transmission. To improve the spectrum efficiency with acceptable interference, spectrum reusing is enabled [31]. Vehicles associated to different Wi-Fi APs share spectrum $R_{\text{max}}\beta_w$ to transmit computing tasks to the MeNB-mounted MEC server. Note that spectrum reusing among MeNBs is not considered in this scenario as it is beyond the scope of the control capability of the controller installed at the MeNB-mounted MEC server.

**EN-mounted MEC server:** To overcome the challenges caused by the limited serving time to each vehicle due to high vehicle mobility, the MEC server can be placed at an EN and with multiple MeNBs wired connected to it to enlarge its service area. According to the spatial adjacency relation among different MeNBs, the MeNBs under the service area of the EN-mounted MEC server are divided into two groups with sets/numbers $\mathcal{M}_1/\mathcal{M}_1$ and $\mathcal{M}_2/\mathcal{M}_2$, such that two MeNBs from the same group are not neighbor to each other. Spectrum slicing and spectrum reusing then are considered among the Wi-Fi APs and the two groups of MeNBs. By the controller installed at the EN-mounted MEC server, the aggregated spectrum resources, $R_{\text{max}}$, are sliced with ratio set $\{\alpha_1, \alpha_2, \alpha_w\}$, and then reallocated to MeNBs in $\mathcal{M}_1$, MeNBs in $\mathcal{M}_2$, and Wi-Fi APs. In Fig. 2(b), we take two adjacent MeNBs from $\mathcal{M}_1$ and $\mathcal{M}_2$ as the target MeNBs to illustrate the spectrum slicing results. Let $A_j/A_j$ be the set/number of Wi-Fi APs within the coverage of MeNB $S_j$. Then for uplink transmission under the service area, considered spectrum reusing includes, (1) vehicles associated to MeNBs in $\mathcal{M}_1$ (or in $\mathcal{M}_2$) reuse the spectrum resource $R_{\text{max}}\alpha_1$ (or $R_{\text{max}}\alpha_2$); (2) vehicles associated to Wi-Fi APs reuse the spectrum resource $R_{\text{max}}\alpha_w$; and (3) vehicles associated to a Wi-Fi AP reuse the spectrum resources sliced to the MeNBs that with no overlapping with this Wi-Fi AP, such as vehicles associated to the Wi-Fi APs in $A_j$ (where $S_j \in \mathcal{M}_1$) reuse the spectrum resource $R_{\text{max}}\alpha_2$ that is sliced to MeNBs in $\mathcal{M}_2$.

C. Communication Model

Assume the transmit powers of the MeNB and the Wi-Fi AP are fixed, full signal coverage is provided on the considered road segment by the MeNB, and there is no overlapping between any two Wi-Fi APs. Based on the duality theorem for the transmission in the same coherence interval [18], we assume the channels between a vehicle and a BS for uplink and downlink transmissions are symmetry. Let $P$ be the transmit power of a vehicle. In the following, we analyze the spectrum efficiency and transmission rate achieved at the BS from the associating vehicles under the two dynamic spectrum management frameworks presented in Section II-B.
Under the service area of the MeNB-mounted MEC server:  
As spectrum reusing is not considered among MeNBs in this scenario, the spectrum efficiency achieved at the MeNB from associating vehicle $k$ can be given by

$$h_k^m = \log_2 \left(1 + \frac{PG_k^n}{\sigma^2} \right),$$

(1)

where $G_k^n$ (or $G_k^w$) is the channel gain between vehicle $k$ and the MeNB (or Wi-Fi AP $W_i$), which varies with the distance between vehicle $k$ and the MeNB or Wi-Fi AP, and the calculating formulas are given in Section V in detail. $\sigma^2$ is the power spectrum density of the additive white Gaussian noise (AWGN). Considering interference generated by the transmission under Wi-Fi AP $W_i \in A_m$ ($e \neq i$), spectrum efficiency achieved at Wi-Fi AP $W_i$ from vehicle $k$ can be given by

$$h_k^i = \log_2 \left(1 + \frac{PG_k^n}{\sum_{W_j \in A_m \neq i} PG_{ij}^n + \sigma^2} \right).$$

(2)

Let $f_k^m$ (or $f_k^w$) be the spectrum fraction allocated to vehicle $k$ by the MeNB (or Wi-Fi AP $W_i$), namely, spectrum resource $R_{max}^m f_k^m$ (or $R_{max}^w f_k^w$) are available for vehicle $k$’s uplink transmission. Then the data rate of the uplink transmission from vehicle $k$ to the MeNB (or Wi-Fi AP $W_i$) can be expressed as

$$R_k^m = R_{max}^m f_k^m h_k^m \text{ (or } R_k^w = R_{max}^w f_k^w h_k^w \text{).}$$

(3)

Under the service area of the EN-mounted MEC server:  
As shown in Fig. 2(b), vehicles under the service area of the EN-mounted MEC server can access the MEC server through either an MeNB in $M_1$ or $M_2$, or a Wi-Fi AP. According to the considered spectrum reusing, we can obtain the spectrum efficiency achieved at the MeNB and Wi-Fi AP in this scenario accordingly. Taking the uplink transmission from vehicle $k$ to MeNB $S_j \in M_1$ as an example, experienced interference includes that from uplink transmission to MeNB $S_j \in M_1$ ($j \neq e$) and from uplink transmission to Wi-Fi AP $W_i \in A_j$ ($S_j \in M_2$). And the spectrum efficiency achieved at MeNB $S_j$ from vehicle $k$ then can be given by

$$h_k^j = \log_2 \left(1 + \frac{PG_k^j}{\sum_{S_i \in M_1, j \neq e} PG_{ij}^j + \sum_{S_i \in M_2} \sum_{W_j \in A_j} PG_{ij}^w + \sigma^2} \right).$$

(4)

Let $f_k^j$ be the spectrum fraction allocated to vehicle $k$ by MeNB $S_j \in M_1$. As the spectrum resource sliced to MeNBs in $M_1$ is $R_{max}^1$, the transmission rate from vehicle $k$ to MeNB $S_j$ is

$$R_k^j = R_{max}^1 f_k^j h_k^j.$$

(5)

Similarly, for the uplink transmission from vehicle $k$ to MeNB $S_j \in M_2$, we can also get the achievable spectrum efficiency $h_k^j$ and transmission rate $R_k^j$ accordingly.

For uplink transmission from vehicle $k$ to the associated Wi-Fi AP, the achievable spectrum efficiency includes two parts since spectrum sharing is considered between a Wi-Fi AP and an MeNB and between two Wi-Fi APs. Taking Wi-Fi AP $W_i$ to the associated MeNB or Wi-Fi AP, and the calculating formulas are given in Section V in detail.

$$h_{m,k}^n = \log_2 \left(1 + \frac{PG_{mn}^n}{\sum_{W_j \in A_m \neq m} PG_{mj}^n + \sum_{S_i \in M_2} PG_{ij}^w + \sigma^2} \right),$$

(6)

$$h_{w,k}^n = \log_2 \left(1 + \frac{PG_{wn}^n}{\sum_{W_j \in A_m \neq m} PG_{wj}^n + PG_{jw}^w + \sigma^2} \right),$$

(7)

respectively, where $A_{m_1}$ and $A_{m_2}$ are the sets of Wi-Fi APs within the coverages of MeNBs in $M_1$ and $M_2$, respectively. Let $f_{m,k}^n$ and $f_{w,k}^n$ be the spectrum fractions allocated to vehicle $k$ by Wi-Fi AP $W_i$ from $R_{max}^m$ and from $R_{max}^w$, respectively. Then, the transmission rate achieved by the uplink from vehicle $k$ to Wi-Fi AP $W_i$ can be given by

$$R_{j,k}^n = R_{max}^m f_{m,k}^n h_{m,k}^n + R_{max}^w f_{w,k}^n h_{w,k}^n,$$

(8)

where the subscript $j$ of $R_{j,k}^n$ indicates that Wi-Fi AP $W_i$ is within the coverage of MeNB $S_j$.

D. Computing and Storing Resource Allocation Models

For vehicles under the service area of the MEC server, we assume each vehicle randomly generates computing tasks, such as image processing tasks for assisting in automatic driving [32], and periodically sends them to the MEC server with their driving state information together. Denote $\{c_j^x, c_j^y, d_k\}$ as the computing task generated by vehicle $k$, where $c_j^x$ is the data size of the computing task that needs to be transmitted and cached by the MEC server, $c_j^y$ denotes the required number of CPU cycles for task execution, and $d_k$ is the maximum delay tolerated by the task. Without loss of generality, we assume a vehicle generates different computing tasks during different time slots and the vehicle distribution under the considered road segment changes with time.

Due to the high and stable data rate achieved by the wired connection between a BS and the MEC server, the transmission time in a wired link is relatively small and is neglected in this paper. Assume each MEC server is equipped with computing capabilities of $C_{max}$ CPU cycles per second (i.e., Hz) and storage capabilities of $C_{max}$ kbits. Let $f_k^e$ be the fraction of computing resources allocated to vehicle $k$. Then, under the service area of an MeNB-mounted MEC server, the total time consumption on offloading and executing the computing task generated by vehicle $k$ can be expressed as

$$T_k = \left\{ \begin{array}{ll} \frac{c_j^x}{R_k^e} + \frac{c_j^y}{R_{max}} & \text{if } v_k^e = 1 \\ \frac{c_j^x}{R_k^e} + \frac{c_j^y}{R_{max}} & \text{if } v_k^e = 1, \end{array} \right.$$  

(9)

where binary variable $v_k^e$ (or $v_k^r$) is the association pattern between vehicle $k$ and the MeNB (or Wi-Fi AP $W_i$), which
equals to 1 if vehicle $k$ associates to the MeNB (or Wi-Fi AP $W_i$), and 0 otherwise. We assume a vehicle only associates to an MeNB when it is outside of the coverage of any Wi-Fi AP. For vehicles under the service area of an EN-mounted MEC server, let $v^k_i$ (or $v^0_i$) be the association pattern between vehicle $k$ and MeNB $S_j$ (or Wi-Fi AP $W_i$ in $A_j$). Then we can express the total time consumption on offloading vehicle $k$’s task through MeNB $S_j$ or Wi-Fi AP $W_i \in A_j$ to and executing the task at the EN-mounted MEC server as

$$T_k = \begin{cases} \frac{c^k_s}{p^k_{t,j}} + \frac{c^k_j}{C_{\max}^k}, & \text{if } v^k_i = 1 \\ \frac{c^0_s}{p^0_{t,j}} + \frac{c^0_j}{C_{\max}^0}, & \text{if } v^0_i = 1. \end{cases} \quad (10)$$

Denote $f^k_i$ as the fraction of storing resources allocated to vehicle $k$. Then, we call vehicle $k$’s offloaded task is completed with satisfied QoS requirements when the following two conditions are satisfied: (1) at least $c^k_s$ storing resources are allocated to vehicle $k$, i.e., $f^k_{C_{\max}} \geq c^k_s$, and (2) the spectrum and computing resources allocated to vehicle $k$ are enough for transmitting the $c^k_s$ data to and executing the task at the MEC server with a total time cost less than $d_k$.

### III. PROBLEM FORMULATION AND TRANSFORMATION

In this section, we first formulate problems to jointly manage the spectrum, computing, and storing resources, and then transform the formulated problems based on RL.

#### A. Problem Formulation

In the MEC-based vehicular network, moving vehicles send their moving state, position, and task information, i.e., ($c^k_s$, $c^k_j$, $d_k$), to the MEC server. Then based on the collected information, the controller centrally manages the spectrum, computing, and storing resources among vehicles with task offloading requests. How to efficiently allocate the limited three dimensions of resources to support as many task offloading requests with satisfied QoS requirements as possible is important to the MEC-based vehicular networks. To achieve this goal, problems are formulated to maximize the numbers of offloaded tasks that are completed with satisfied QoS requirements by the MeNB- and EN-mounted MEC servers. The one for the MeNB-mounted MEC server is as follows,

$$\max_{\beta_m, \beta_w, f^m, f^w} \sum_{k \in \mathcal{N}} H(d_k - T_k) H(f^k C_{\max}^k - c^k_s), \quad (11)$$

subject to

$$\begin{align*}
\beta_m, \beta_w & \in [0, 1] \quad (11a) \\
\beta_m + \beta_w & = 1 \quad (11b) \\
f^m_k, f^w_k, f^s_k & \in [0, 1], \quad k \in \mathcal{N} \quad (11c) \\
\sum_{k \in \mathcal{N}_m} f^m_k & = 1 \quad (11d) \\
\sum_{k \in \mathcal{N}_w} f^w_k & = 1 \quad (11e) \\
\sum_{k \in \mathcal{N}_s} f^s_k & = 1 \quad (11f) \\
\sum_{k \in \mathcal{N}} f^k & = 1, \quad \forall i \quad (11g)
\end{align*}$$

where $T_k$ is given by equation (9), $\mathcal{N}$ is the set of vehicles under the service area of the MEC server, and $\mathcal{N}_m$ (or $\mathcal{N}_w$) is the set of vehicles associated to the MeNB (or Wi-Fi AP $W_i$).

#### B. Problem Transformation With Deep RL

As the two formulated optimization problems are both non-convex due to the Heaviside step function, traditional optimization methods are infeasible without transforming the original objective functions. Due to the coupled relation among optimization variables $\beta_m$, $\beta_w$, $f^m$, $f^w$, the original problems have to be decomposed into subproblems and then leverage some alternate concave search algorithms to solve them [33]. Nevertheless, overlong solving time is resulted due to the alternating process among subproblems, which would be further increased with the number of vehicles under the service area of the MEC server.

It is critical to rapidly obtain an optimal resource allocation decision for a given dynamic environment state with delay-sensitive tasks. Thus, we model the above resource allocation decision making problems as Markov Decision Processes (MDPs) [34], and then adopt deep RL methods to solve them [35]. As shown in Fig. 3, the fundamental deep RL architecture consists of agent and environment interacting with each other [36]. The agent is implemented by the controller installed at each MEC server and everything beyond the controller is regarded as the environment. Through learning the best policy (called as resource allocation policy that maps the environment state to a resource allocation decision) to maximize the total accumulated reward, the above problems can be solved directly.

**Environment state:** As discussed before, each vehicle periodically sends the driving state information and task information to the MEC server. By collecting such information, the agent (i.e., the controller) can obtain the environment state. Denote $S$ as the state space, $\mathcal{N}(t) = |\mathcal{N}|$ as the number of vehicles under the service area of the MEC server at time slot $t$, and $x_k(t)$ and $y_k(t)$ as the $x$- and $y$-coordinates of the
In RL, the immediate reward at time slot \( t \), \( r(t) \in \mathcal{R} \), can be described as

\[
s(t) = \{ x_1(t), x_2(t), \ldots, x_{N(t)}(t), y_1(t), y_2(t), \ldots, y_{N(t)}(t), c_1^p(t), c_2^p(t), \ldots, c_{N(t)}^p(t), d_1(t), d_2(t), \ldots, d_{N(t)}(t) \},
\]

(12)

According to each vehicle’s position information, the uplink channel gain from a vehicle to a BS can be obtained by the agent. Note that the environment state should be adjusted according to the association patterns between vehicles and MEnBs (or Wi-Fi APs).

**Action**: Based on the observed environment states in \( \mathcal{S} \), the agent will make resource allocation decisions according to the resource allocation policy \( \pi \). Denote \( \mathcal{A} \) as the action space. Then the action taken by the MeNB-mounted MEC server at time slot \( t \), including the spectrum slicing ratio set \( \{ \beta_m^p(t), \beta_v^p(t) \} \), spectrum allocation fraction sets for the MeNB \( f_{N(t)}^{p}(t) \) and for each Wi-Fi AP \( f_{W_i}^{p}(t) \) (\( W_i \in \mathcal{A}_m \)), computing resource allocation fraction \( f_{W_i}^{s}(t) \) and storing resource allocation fraction \( f_{W_i}^{s}(t) \), can be given by

\[
a(t) = \{ \beta_m^p(t), \beta_v^p(t), f_{N(t)}^{m}(t), f_{N(t)}^{s}(t), f_{W_i}^{m}(t), f_{W_i}^{s}(t), f_{1}(t), f_{2}(t), \ldots, f_{N(t)}(t) \}, \forall W_i \in \mathcal{A}_m
\]

(13)

and that for the EN-mounted MEC server is

\[
a(t) = \{ \alpha_1(t), \alpha_2(t), \alpha_w(t), f_{N(t)}^{m}(t), f_{N(t)}^{s}(t), f_{W_i}^{m}(t), f_{W_i}^{s}(t), f_{1}(t), f_{2}(t), \ldots, f_{N(t)}(t) \}, \forall W_i \in \{ \mathcal{A}_m \cup \mathcal{A}_{m2} \}
\]

(14)

where \( N^p(t) = |\mathcal{N}^p| \) is the number of vehicles associated to Wi-Fi AP \( W_i \) at time slot \( t \).

**Reward**: As shown in Fig. 3, once the agent takes action \( a(t-1) \) based on the observed environment state \( s(t-1) \), the environment will return an immediate reward \( r(t) \) to the agent.\(^2\) Then in the learning stage, the agent updates the resource allocation policy \( \pi \), based on the received reward until the algorithm converged. Indicated by equation (11), the delay requirement and requested storing resources should be simultaneously satisfied to guarantee the QoS requirements of an offloaded task. Thus, to maximize the number of offloaded tasks that are completed with satisfied QoS requirements by the MEC server at time slot \( t \), we define the following two reward elements for offloaded task \( k \) that are corresponding to \( H(d_k - T_k) \) and \( H(f_k C_{\max}^s - c_k^p) \) of equation (11),

\[
r_k^d(t) = \log_2 \left( \frac{d_k(t-1)}{T_k(t-1)} + 0.00095 \right)
\]

(15)

\[
r_k^s(t) = \log_2 \left( \frac{C_{\max}^s f_k C_{\max}^s - c_k^p}{c_k^p} + 0.00095 \right)
\]

(16)

\(^2\) In RL, the immediate reward at time slot \( t \), \( r(t) \), is the consequence of action token at the previous time slot, \( a(t-1) \).

where \( r_k^d(t) \geq 0 \) when the delay requirement \( d_k(t-1) \) is satisfied by the allocated spectrum and computing resources, and \( r_k^s(t) \geq 0 \) when enough storing resources are allocated to task \( k \), otherwise negative \( r_k^d(t) \) and \( r_k^s(t) \) are obtained. To improve the convergence performance of the RL algorithm and the fairness among vehicles, we use the logarithm function to define the reward elements. And a small value 0.00095 is added when calculating the logarithm reward to the base 2, such that the minimum value of each reward element is limited to \(-10\) to avoid sharp fluctuation.

**IV. DDPG Algorithm Based Solution**

According to whether the agent can learn the environment for decision making in advance or not, deep RL algorithms can be classified into two categories: model-based and model-free. In the considered MEC-based vehicular network, the environment state dynamically changes over time due to the infinite channel states and dynamic task offloading requests. That is, the agent cannot make a resource allocation decision for the subsequent time slot according to the current observed environment state. Thus, we consider a model-free deep RL algorithm with an uncertain environment in this work. Moreover, the environment state and action vectors given in the previous section indicate that the sizes of state space \( \mathcal{S} \) and action space \( \mathcal{A} \) are infinite. Hence, policy-based\(^3\) and model-free deep RL algorithms, such as policy gradient, actor-critic, deterministic policy gradient (DPG), and DDPG, should be adopted. In this work, we combine the DDPG with normalization and hierarchical learning architecture to solve the modeled MDPs.

DDPG is an improved actor-critic algorithm, which combines the advantages of policy gradient and deep Q-network (DQN) algorithms. As the DDPG architecture shown in Fig. 4, the agent is more complex compared with the fundamental deep RL architecture shown in Fig. 3, and is mainly comprised of two entities, actor and critic. Similar to DQN, both actor and critic adopt target nets with soft updated parameters to achieve stable convergence. We use two deep neural networks (DNNs) with the same structure but different parameters, i.e., an

\[^3\] As opposed to the value-based RL algorithm, the policy-based deep RL algorithm makes an action decision according to actions’ probabilities, and it can be applied to scenarios with infinite state and action spaces.
evaluation net with real-time updated parameters and a target net with soft updated parameters, to realize the actor and critic. Let $\theta^a$ and $\theta^c$ (or $\theta^q_l$ and $\theta^q$) be the parameter matrices of the evaluation net and target net in the actor (or in the critic), respectively. Then the parameters of the target nets are soft updated with that of the evaluation nets as follows,

$$\theta^{a'} = \kappa_a \theta^{a} + (1 - \kappa_a) \theta^a$$

$$\theta^{q'} = \kappa_q \theta^{q} + (1 - \kappa_q) \theta^q$$

with $\kappa_a \ll 1$ and $\kappa_q \ll 1$. Denote $\mu(\cdot)$ and $\mu'(\cdot)$ (or $Q(\cdot)$ and $Q'(\cdot)$) as the network functions of the evaluation and target nets in the actor (or in the critic). Same as the fundamental RL algorithm, the agent first makes a resource allocation action $a(t) = \mu(s(t))$ according to the observed environment state $s(t)$, and then waits for reward $r(t)$ and next state $s'$ from the environment.

To improve the performance and stability of the evaluation and target nets and accelerate the convergence rate of DDPG, experience replay and input normalization are considered. As shown in Fig. 4, each experience of the agent, denoted by $\{s(t), a(t), r(t), s'\}$, is saved in the replay memory. Assume up to $M$ experiences can be saved in the replay memory. Then once the number of experiences saved in the replay memory reaches to $M$, the first saved experience will be replaced by the new coming experience and the learning stage of the DDPG starts. In each step during the learning stage, the agent randomly chooses a mini batch of $M_b$ experiences from the replay memory, denoted by $\{s_i, a_i, r_i, s'_i\}$ ($i = 1, \ldots, M_b$), to update $\theta^a$ and $\theta^q$. By randomly choosing experiences from the replay memory, the correlation among experiences are disrupted, and therefore accelerating the convergence rate. Moreover, considering a great difference among data elements of an experience would result in a large number of artificial neurons with inactive outputs, each experience is locally normalized before inputted to the actor and critic. Based on the architecture shown in Fig. 4, two algorithms, i.e., DDPG- and HDDPG-based algorithms, are designed to solve the MDPs in the MEC-based vehicular network.

### A. DDPG-Based Algorithm

The DDPG-based algorithm is with exactly the same architecture in Fig. 4. For the two considered scenarios with MeNB- and EN-mounted MEC servers, the environment state vector at time slot $t$ is given by equation (12). According to the basic idea of DDPG [37], the goal of the agent is to find an optimal resource allocation policy $\pi$ with the maximum achievable long-term average reward, $E\{Q^\pi(s, a)\}$, and can be approached by the learning stage step by step. In which, $Q^\pi(s, a)$ is the standard Q-value function used to evaluate the state-action value under policy $\pi$, and can be given by

$$Q^\pi(s, a) = E \left\{ \sum_{t=0}^{\infty} \gamma^t r(t + \tau) | \pi, s = s(t), a = a(t) \right\}$$

where $r(t)$ is the immediate reward received by the agent at time slot $t$, $\gamma \in (0, 1)$ is a discount factor on $r(t)$, and $\tau$ is a time slot counting symbol. In order to achieve the objective functions of the formulated optimization problems, we define the reward achieved by vehicle $k$ at time slot $t$, $r_k(t)$, as

$$r_k(t) = r_k^i(t) + r_k^e(t),$$

such that a positive reward can be guaranteed once vehicle $k$’s offloaded task is completed with satisfied QoS requirements by the MEC server. Considering the vehicle density changes over time, the immediate reward, $r(t)$, then is defined as the average reward over vehicles within the service area of the MeNB- or EN-mounted MEC server, i.e., $r(t) = \frac{1}{N} \sum_{i=1}^{N} r_k(t)$.

For the DDPG-based algorithm, the evaluation net of the actor is the one that makes the resource allocation action for each given environment state. Thus, how to update the parameter matrix, $\theta^a$, during the learning stage is the key to find the optimal $\pi$ in DDPG. As mentioned, in each step during the learning stage, a mini batch of experiences are randomly chosen from the replay memory and then inputted to the agent one by one. With each inputted experience, the actor and critic interact with each other to update the parameter matrices of their evaluation nets, $\theta^a$ and $\theta^q$. Taking the $i$-th experience from the mini batch of experiences, $\{s_i, a_i, r_i, s'_i\}$, as an example, the interaction can be summarized as, (1) the actor makes resource allocation actions according to the two adjacent environment states, $a = \mu(s_i)$ and $a' = \mu'(s'_i)$, by using the evaluation and target nets, respectively; (2) the critic evaluates $Q(a)$ and $Q(a')$, and evaluates $a'$ with its target net, i.e., $Q'(a')$; (3) the actor updates $\theta^a$ according to the policy gradient to maximize $E\{Q(a)\}$, and the critic updates $\theta^q$ according to the loss function to minimize the temporal difference (TD)-error for each inputted experience. Here, the TD-error describes the difference between the estimated Q-value $Q(a_i)$ and the target Q-value $r_i + \gamma Q'(a')$, which can be given by

$$\epsilon_i = Q(a_i) - (r_i + \gamma Q'(a')).$$

And then, the loss function can be described as $L(\theta^q) = E\{\epsilon_i^2\}$.

From the critic perspective, the network functions of the evaluation and target nets are in charge of estimating the Q-value functions. As the achievable Q-value under the optimal policy $\pi$ is $Q^\pi(s, a)$, i.e., $\pi(s) = \arg \max_a Q^\pi(s, a)$ [38], the parameter updating in the critic during the learning stage is similar to DQN to make $Q(\cdot)$ approximate $Q^\pi(\cdot)$, As mentioned, a mini batch of $M_b$ experiences are adopted in each step during the learning stage. Assume that the loss function, $L(\theta^q)$, is continuously differentiable with respect to $\theta^q$.

5 Even though $s_i$ and $a_i$ are the state-action pair and we have $a = \mu(s_i)$, $a_i$ and $a$ may be different actions due to the updating on the parameter matrix $\theta^a$. Thus, $Q(a)$ and $Q(a_i)$ may also be different.
the critic can update \( \theta^Q \) with the gradient of \( L(\theta^Q) \) as follows,
\[
\Delta \theta^Q = \lambda_c \frac{1}{|M_b|} \sum_{a_i \in M_b} \epsilon_i \nabla_{\theta^Q} \mathcal{Q}(a_i),
\]  
(22)

where \( \lambda_c \) is the learning rate of the critic and \( \nabla_{\theta^Q} \mathcal{Q}(a_i) \) is the derivative of \( L(\theta^Q) \) with respect to \( \theta^Q \).

The role of the actor is to make a resource allocation action for each given environment state. Considering the goal of the agent, the actor should update its parameter matrix to make \( \mu(s_i) \) approximate the optimal resource allocation policy \( \pi \) to achieve the maximum \( E\{Q(s, a)\} \). Thus, the policy objective function, used to evaluate the policy under a given parameter matrix \( \theta^\mu \), can be defined as \( J(\theta^\mu) = E\{Q(a)\} \) as in [39], where \( a = \mu(s_i) \). The actor adopts the policy gradient method to update the parameter matrix \( \theta^\mu \) during the learning stage. Similar to the critic, when the policy objective function \( J(\theta^\mu) \) is continuously differentiable with respect to \( \theta^\mu \), \( \theta^\mu \) then can be updated with the gradients of \( J(\theta^\mu) \) as follows,
\[
\Delta \theta^\mu = \lambda_\alpha \frac{1}{|M_b|} \sum_{a_i \in M_b} \nabla_a \mathcal{Q}(a)|_{a=\mu(s_i)} \nabla_{\theta^\mu} \mu(s_i),
\]  
(23)

where \( \lambda_\alpha \) is the learning rate of the actor, \( \nabla_a \mathcal{Q}(a)|_{a=\mu(s_i)} \) is the derivative of \( \mathcal{Q}(a) \) with respect to \( a \) with \( a = \mu(s_i) \), and \( \nabla_{\theta^\mu} \mu(s_i) \) is the derivative of \( \mu(s_i) \) with respect to \( \theta^\mu \). Note that equations (22) and (23) are obtained by using the derivative method for compound function.

Combining with the parameter updating processes in the critic and actor, the DDPG-based algorithm can be summarized in Algorithm 1. To better observe the convergence of the algorithm, the total rewards per episode, \( r_{ep} \), are considered in the DDPG-based algorithm. Let \( M_t \) be the number of steps in each episode, then for the episode from time slot \( t_0 \) to \( t_0 + M_t \), we have \( r_{ep} = \sum_{t=t_0}^{t_0+M_t} r(t) \).

When leveraging the DDPG-based algorithm to solve the MDPs in the scenarios with MeNB- and EN-mounted MEC servers, the state and action vectors are given by equations (12), (13), and (14). The three equations indicate that the sizes of state and action vectors increase linearly with the number of vehicles under the service area. That is more complex MDP would be modeled due to the increasing of vehicle density in or service area of an MEC server, and therefore resulting in longer convergence time of the DDPG-based algorithm. Moreover, the total time consumption on offloading and executing vehicle \( k \)'s task, \( T_k(t) \) (given by equations (9) or (10)), is co-determined by the spectrum and computing resource allocation. In an action, the spectrum slicing ratios and the spectrum/computing allocation fractions are the elements related to spectrum and computing resource allocation. And the impacts of these elements on the reward achieved by vehicle \( k \) are only implied by \( r_k^T \). With the MDP becoming more complex, it will be more difficult for the DDPG-based algorithm to learn the impacts of such elements, and therefore resulting in longer convergence time. To overcome the above issues, we combine the architecture shown in Fig. 4 with the hierarchical learning architecture [40], and propose a HDDPG-based algorithm in the next subsection.

**Algorithm 1. The DDPG-based algorithm**

*/ Initialization phase */
Initialize the evaluation and target nets for the actor and critic with parameter matrices \( \theta^a \), \( \theta^c \), \( \theta^Q \), and \( \theta^\mu \);
Initialize the replay memory buffer.

*/ Parameter updating phase */

foreach episode do
Receive initial observation state \( s^0 \) and reset \( r_{ep} = 0 \).
foreach step \( t \) do
Make an action \( a(t) = \mu(s(t)) \) with the parameter matrix \( \theta^\mu \);
Receive the subsequent state \( s' \) and reward \( r(t) \);
if the number of experiences \( < M_t \), then
Store the experience \( \{s(t), a(t), r(t), s'\} \) into the replay memory;
else
Replace the first saved experience with \( \{s(t), a(t), r(t), s'\} \) in the replay memory;
Randomly select a mini batch of \( M_b \) experiences from the replay memory;
Update the parameter matrices in the critic:
\( \theta^Q = \theta^Q + \Delta \theta^Q \);
Update the parameter matrices in the actor:
\( \theta^\mu = \theta^\mu + \Delta \theta^\mu \);
\( \theta^c = \kappa_c \theta^c + (1 - \kappa_c) \theta^Q \);
\( r_{ep} = r_{ep} + r(t) \).

B. HDDPG-Based Algorithm

According to the DDPG architecture shown in Fig. 4 and the hierarchical learning architecture, the main idea of the HDDPG-based algorithm is to decompose the original MDP into sub-MDPs. By involving a variable matrix \( \mathbf{v} = \{v_1, v_2, \ldots, v_N\} \), defined as the proportion of delay allowed by each vehicle’s data transmission, the original resource allocation decision making problem can be decomposed into two subproblems for spectrum allocation and computing/storing resource allocation. The spectrum allocation subproblem is in charge of spectrum slicing among BSs and spectrum allocation among vehicles while the computing/storing resource allocation subproblem is to manage the MEC server’s computing and storing resources among the received tasks. Then we solve the two subproblems with two DDPG algorithms (spectrum DDPG algorithm and computing DDPG algorithm). For the spectrum DDPG algorithm, the state and action vectors can be given by

\[
s_{sp}(t) = \{x_1(t), x_2(t), \ldots, x_{N(t)}(t), y_1(t), y_2(t), \ldots, y_{N(t)}(t), c_1^1(t), c_2^1(t), \ldots, c_{N(t)}^1(t), v_1d_1(t), v_2d_2(t), \ldots, v_{N(t)}d_{N(t)}(t)\}
\]

(24)

\[
\begin{align*}
s_{sp}(t) &= \{a_1(t), a_2(t), a_3(t), f_1^1(t), f_2^1(t), \ldots, f_{N(t)}^1(t), s_{sp}(t)\}, \\
&\forall W_i \in \{A_{m_1} \cup A_{m_2}\}
\end{align*}
\]

(25)

respectively. At time slot \( t \), each vehicle’s time consumption on data transmission, denoted by \( T^t = \{T_1^t(t), T_2^t(t), \ldots, T_{N(t)}^t(t)\} \), can be obtained by taking action \( a_{sp}(t) \) on the current state. Then, for the spectrum DDPG algorithm, we define the reward achieved by vehicle \( k \) as
\[ r'_k(t) = \log_2 \left( \frac{\eta_k d_k(t-1)}{T'_k(t-1)} + 0.00095 \right). \]  

(26)

And the immediate reward received by the agent at time slot \( t \), 
\( r_{sp}(t) \), can be given by 
\( r_{sp}(t) = \frac{1}{\varepsilon(t)} \sum_{k \in \mathbb{N}} r'_k(t) \).

Similarly, we can define the environment state and action vectors for the computing DDPG algorithm as follows,

\[
\begin{align*}
s_{sp}(t) &= \{ T'_1(t), T'_2(t), \ldots, T'_{N(t)}(t), c'_1(t), c'_2(t), \ldots, c'_{N(t)}(t), \\
d_1(t), d_2(t), \ldots, d_{N(t)}(t) \} \\
a_{sp}(t) &= \{ f'_1(t), f'_2(t), \ldots, f'_{N(t)}(t), \\
f'_1(t), f'_2(t), \ldots, f'_{N(t)}(t) \}.
\end{align*}
\]

(27)

(28)

By updating equation (10) with \( T_k(t) = T'_k(t) + c'_k(t) / (C_{\text{max}} f'_k(t)) \), the reward achieved by vehicle \( k \) in the computing DDPG algorithm can be given by equation (20). And the immediate reward received by the agent of the computing DDPG is 
\( r_{sp}(t) = \frac{1}{\varepsilon(t)} \sum_{k \in \mathbb{N}} r'_k(t) \).

As indicated by the action vector in the computing DDPG algorithm, the computing DDPG algorithm correlates with the spectrum DDPG algorithm. Thus, we regard the action made by the agent of the spectrum DDPG as a part of the environment of the computing DDPG algorithm. To distinguish the two DDPG architectures in the HDDPG, a subscript is added to the notations defined in Section IV-A. For example, \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) and \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) are denoted as the agent’s experiences at time slot \( t \) in the spectrum DDPG and computing DDPG, respectively. Similar to the DDPG-based algorithm, the HDDPG-based algorithm can be summarized in Algorithm 2, where 
\( r_{sp} = \sum_{t = t_0}^{t_0 + t} r_{sp}(t) \) and 
\( r_{sp} = \sum_{t = t_0}^{t_0 + t} r_{sp}(t) \) are the episode rewards for the spectrum DDPG and computing DDPG.

**Algorithm 2. HDDPG-based algorithm**

/* Initialization phase */

Initialize the evaluation and target nets for the actor and critic in the spectrum DDPG with parameter matrices \( \theta^{\text{sp}}, \theta'^{\text{sp}}, \theta''^{\text{sp}}, \text{ and } \theta''^{\text{sp}} \);

Initialize the evaluation and target nets for the actor and critic in the computing DDPG with parameter matrices \( \theta^{\text{sp}}, \theta'^{\text{sp}}, \theta''^{\text{sp}}, \text{ and } \theta''^{\text{sp}} \);

Initialize the replay memory buffers for both spectrum DDPG and computing DDPG.

/* Parameter updating phase */

foreach episode do

Receive initial observation state \( s_{sp}^0 \) and reset \( r_{sp} = 0 \) and \( r_{sp} = 0 \).

/* Parameter updating phase */

foreach step do

Make an action \( a_{sp}(t) = \mu_{sp}(s_{sp}(t)) \) with the parameter matrix \( \theta^{\text{sp}} \), receive the subsequent state \( s'_{sp} \) and reward \( r_{sp}(t) \), and obtain \( T' = \{ T'_1(t), T'_2(t), \ldots, T'_{N(t)}(t) \} \);

Make an action \( a_{sp}(t) = \mu_{sp}(s_{sp}(t)) \) with the parameter matrix \( \theta^{\text{sp}} \), and receive the subsequent state \( s'_{sp} \) and reward \( r_{sp}(t) \);

if the number of experiences < \( M \), then

Store \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) and \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) into the replay memory buffers of the spectrum DDPG and computing DDPG, respectively;

else

Replace the first saved experiences with \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) and \( \{ s_{sp}(t), a_{sp}(t), r_{sp}(t), s'_{sp} \} \) in the two replay memory buffers;

Randomly select two mini batches of \( M \) experiences from the replay memory buffers of the spectrum DDPG and computing DDPG;

Update the parameter matrices in the critic of the spectrum DDPG:

\[
\begin{align*}
\theta''_{sp} &\leftarrow \theta''_{sp} + \Delta \theta''_{sp} \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}, \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}.
\end{align*}
\]

Update the parameter matrices in the critic of the computing DDPG:

\[
\begin{align*}
\theta''_{sp} &\leftarrow \theta''_{sp} + \Delta \theta''_{sp} \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}, \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}.
\end{align*}
\]

Update the parameter matrices in the critic of the computing DDPG:

\[
\begin{align*}
\theta''_{sp} &\leftarrow \theta''_{sp} + \Delta \theta''_{sp} \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}, \\
\theta''_{sp} &\leftarrow \kappa \theta''_{sp} + (1 - \kappa_a) \theta''_{sp}.
\end{align*}
\]

Algorithm 2 ends.

**V. SIMULATION RESULTS AND ANALYSIS**

To demonstrate the performance of the proposed deep RL-based resource management schemes for the vehicular scenarios with MeNB- and EN-mounted MEC servers, simulation results are presented in this section. The simulation procedures of a RL-based algorithm can be summarized into two stages, i.e., learning stage to learn the model and inferring stage to test the learned model [41]. In this section, we first learn the DDPG- and HDDPG-based models for the two considered scenarios. Then, the learned models are tested under the scenarios with different amounts of available resources to measure the performance of the proposed resource management schemes.

We consider a two-lane straight country road with one for each direction, where the traffic flow on the road is generated by PTV Vissim [42]. For the scenario with the MeNB-mounted MEC servers, one MeNB and two Wi-Fi APs (AP 1 and AP 2) are deployed on one side of the road to support vehicular applications. And for the scenario with the EN-mounted MEC servers, we assume the MEC server is placed at an EN, where two adjacent MeNBs (\( S_j \in M_1 \) and \( S_{j+1} \in M_2 \)) and four Wi-Fi APs (AP 1 and AP 2 in \( A_j \), and AP 3 and AP 4 in \( A_{j+1} \)) are wired connected to the EN. In the simulation, we assume a vehicle chooses to associate with a Wi-Fi AP when it is under the coverage of that Wi-Fi AP, otherwise associate to the MeNB. The transmit power of each vehicle is set as 1 watt (i.e., 30 dBm), and the uplink channel gain between a vehicle and an MeNB (or a Wi-Fi AP) is described as \( L_{m}(t') = -30 - 35 \log_{10}(d') \) (or \( L_{w}(t') = -40 - 35 \log_{10}(d') \) [33], where \( d' \) is the distance between the vehicle user and the MeNB (or the Wi-Fi AP). Taking a type of delay-sensitive computing task (e.g., the analysis of the surveillance content of special road segments for approaching vehicles [43], [44]) as an example, the delay bound for the offloaded computing task is set as 50 ms, i.e.,
As the outputs of the spectrum DDPG are parts of the inputs of the computing DDPG in the HDDPG-based algorithm, we regard the convergence performance of the computing DDPG as that of the HDDPG-based algorithm. From Figs. 5(a) and 5(c) (or Figs. 6(a) and 6(c)), the HDDPG-based algorithm converges within a smaller number of episodes than the DDPG-based algorithm in the scenario with an MeNB-mounted MEC server (or with an EN-mounted MEC server). For example, in the scenario with an MeNB-mounted MEC server, the DDPG-based algorithm starts to converge after around 400 episodes and that of the HDDPG-based algorithm is around 300 episodes. That is because the impacts of the spectrum slicing and spectrum allocation on the final rewards are learned by the spectrum DDPG in the HDDPG-based algorithm. However, since two DDPG models need to be trained, the training time of 1200 episodes for the HDDPG-based algorithm is physically longer than that for the DDPG-based algorithm. Moreover, Figs. 5 and 6 indicate that more episodes are required for the proposed algorithms to converge in the scenario with an EN-mounted MEC server comparing to the scenario with an MeNB-mounted MEC server. This is due to the more complex MDP caused by the increased numbers of vehicles and BSs under the EN-mounted MEC server.

From the MEC server perspective, an efficient resource management scheme should be able to serve as many users as possible with the given available resources. And for a vehicle user, satisfied delay or QoS requirements is critical. Thus, to measure the performance of the two proposed deep RL-based resource management schemes, we define delay/QoS satisfaction ratios as the number of vehicles with satisfied delay/QoS requirements over the total number of vehicles within the service area and use them as the evaluation criterion in the inferring stage. Two comparisons are considered, the DPG-based scheme and the random resource management scheme. Considering the relatively large number of vehicles under the service area and the large size of a resource allocation action, it is unbecoming to discretize each action. Thus, we choose the DPG-based scheme, which is also applicable to MDPs with continuous state and action spaces as one of our comparisons. The other comparison is the random resource management scheme, which can obtain resource allocation decisions rapidly, same as our proposed schemes.

Fig. 7 demonstrates the average delay/QoS satisfaction ratios over 5000 adjacent environment states in the scenario with the MeNB-mounted MEC server, with respect to different amounts of aggregated spectrum resources, computation capabilities, and capacity of storing, respectively. The three subfigures show that, except the cases with short supply available resources, higher average delay satisfaction ratios and doubled average QoS satisfaction ratios are achieved by the proposed DDPG- and HDDPG-based schemes compared with the DPG-based scheme and the random resource

\[ d_k = 50 \text{ ms for } k \in N. \]

Other parameters for the learning stage are listed in Table I. Unless specified otherwise, parameters for the inferring stage are same to that of the learning stage.

Figs. 5 and 6 demonstrate the convergence performance of the DDPG- and HDDPG-based algorithms in the scenarios with MeNB- and EN-mounted MEC servers, respectively. As we can see from the six subfigures, among the 1,200 episodes during the learning stage, the total rewards per episode fluctuate sharply and are relatively small in the first few hundreds episodes and then tend to be a relatively stable and high value. As mentioned in Algorithms 1 and 2, all parameters of the actors and critics of the DDPG- and HDDPG-based algorithms are initialized by the TensorFlow. Once 10,000 of experiences are saved in the replay memory buffers, the learning stages of the DDPG- and HDDPG-based algorithms start to update the parameters of the actor and critic. Thus, the total rewards per episode fluctuate sharply in the beginning of the learning stage and then increase with the parameters gradually being optimized. Moreover, to direct the agent to satisfy more tasks’ QoS requirements, we clip \( r_s(t) \) to be \([-8, 0.2]\) and \( r_c(t) \) to be \([-7, 0.2]\). And the average number of steps in each episode is 1100. Hence, the maximum total rewards per episode achieved by the DDPG-based algorithm and the computing DDPG of the HDDPG-based algorithm is 440, as shown in Figs. 5(a), 5(c), 6(a), and 6(c). Similarly, the maximum total rewards per episode achieved by the spectrum DDPG of the HDDPG-based algorithm is 220, as shown in Figs. 5(b) and 6(b) is 220.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data size of a computing task</td>
<td>([0.8, 1.2]) kbits</td>
</tr>
<tr>
<td>Number of CPU cycles required to execute a computing task</td>
<td>([80, 120]) Mcycles/s</td>
</tr>
<tr>
<td>Amount of aggregate spectrum resources at an MeNB- or EN-mounted MEC server</td>
<td>(10/20) MHz</td>
</tr>
<tr>
<td>Computational capability at an MeNB- or EN-mounted MEC server</td>
<td>100/200 GHz</td>
</tr>
<tr>
<td>Capacity of storing at an MeNB- or EN-mounted MEC server</td>
<td>60/120 kbits</td>
</tr>
<tr>
<td>Communication range of an MeNB/Wi-Fi AP</td>
<td>600/150 m</td>
</tr>
<tr>
<td>Straight-line distance between the MeNB (or Wi-Fi AP) and the road</td>
<td>225 m (or 3 m)</td>
</tr>
<tr>
<td>Service range of an EN-mounted MEC server</td>
<td>1100 m</td>
</tr>
<tr>
<td>Background noise power</td>
<td>(-104) dBm</td>
</tr>
<tr>
<td>Discount factor on immediate reward</td>
<td>0.92</td>
</tr>
<tr>
<td>(\kappa_d/\kappa_c)</td>
<td>0.005</td>
</tr>
<tr>
<td>Replay memory size</td>
<td>10000</td>
</tr>
<tr>
<td>Size of a mini batch of experiences</td>
<td>32</td>
</tr>
<tr>
<td>Learning rate of the actor/critic</td>
<td>0.00005/0.0005</td>
</tr>
</tbody>
</table>
management scheme. With the increasing of the amount of the available spectrum/computing/storing resources, the average satisfaction ratios achieved by the proposed schemes and the two comparisons increase due to the increasing of the amount of resources allocated to vehicle users. As mentioned before, the delay requirement is a part of its QoS requirement for an offloaded task, i.e., for a task with satisfied delay requirement, its QoS requirement would not be satisfied if no enough storing resources allocated to it. And the delay satisfaction of an offloaded task is co-determined by the amounts of spectrum and computing resources allocated to it. Thus, with the increasing of the amount of spectrum resources (or computing/storing), the delay/QoS satisfaction ratios achieved by the proposed schemes tend to be saturate due to the fixed amounts of the computing and storing resources (or the spectrum and storing/computing resources). Moreover, the gaps between the delay satisfaction ratios and QoS satisfaction ratios of the proposed schemes are much smaller than that of the two comparisons. That is because the proposed schemes have overall managed the spectrum/computing/storing resources to satisfy the QoS requirements for as many vehicles’ tasks as possible.

Fig. 8 shows the average delay/QoS satisfaction ratios in the scenario with the EN-mounted MEC server. Similar to the scenario with the MeNB-mounted MEC server, the subfigures show that higher delay/QoS satisfaction ratios can be obtained by the
proposed resource management schemes compared with the DPG-based scheme and random resource management scheme. Except the scenarios with short supply available resources, such as the scenarios with 2 MHz or less spectrum resources available for the EN-mounted MEC server with 100 or more vehicles under its service area, over 90% of tasks are with satisfied QoS requirements under different environment states with the proposed schemes. Also, from Fig. 8 and the zoom in figures of Fig. 7, the HDDPG-based scheme outperforms the DDPG-based scheme in terms of the delay/QoS satisfaction ratios in addition to improved convergence. That is because two DDPG models are adopted to optimally manage the spectrum and computing/storing resources in the HDDPG-based scheme. Moreover, as the HDDPG-based algorithm is more applicable to the scenario with complex MDPs, compared to the scenario with the MeNB-mounted MEC server, more performance enhancements are achieved by the HDDPG-based algorithm than the DDPG-based algorithm in the scenario with the EN-mounted MEC server.

VI. CONCLUSIONS

In this paper, we have investigated the joint spectrum, computing, and storing resource management problem to accommodate delay-sensitive applications in the MEC-based vehicular network. Particularly, we have considered two typical MEC architectures, i.e., with MeNB- and EN-mounted MEC servers, under which two resource optimization problems have been formulated to maximize the number of offloaded tasks that are completed with satisfied QoS requirements. As the formulated problems are computationally intractable in real time, we have exploited the deep RL to transform and solve them and devised the DDPG- and HDDPG-based algorithms. Extensive simulation results have shown that our proposed DDPG- and HDDPG-based resource management schemes can converge within acceptable training episodes and outperform the DPG-based scheme and random resource management scheme in terms of delay/QoS satisfaction ratios.
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