Abstract—In this paper, we investigate multi-dimensional resource management for unmanned aerial vehicles (UAVs) assisted vehicular networks. To efficiently provide on-demand resource access, the macro eNodeB and UAV, both mounted with multi-access edge computing (MEC) servers, cooperatively make association decisions and allocate proper amounts of resources to vehicles. Since there is no central controller, we formulate the resource allocation at the MEC servers as a distributive optimization problem to maximize the number of offloaded tasks while satisfying their heterogeneous quality-of-service (QoS) requirements, and then solve it with a multi-agent deep deterministic policy gradient (MADDPG)-based method. Through centrally training the MADDPG model offline, the MEC servers, acting as learning agents, can rapidly make vehicle association and resource allocation decisions during the online execution stage. From our simulation results, the MADDPG-based method can converge within 200 training episodes, comparable to the single-agent DDPG (SADDPG)-based one. Moreover, the proposed MADDPG-based resource management scheme can achieve higher delay/QoS satisfaction ratios than the SADDPG-based and random schemes.

Index Terms—Vehicular networks, multi-access edge computing, unmanned aerial vehicle, multi-dimensional resource management, multi-agent DDPG.

I. INTRODUCTION

BENEFITING from advances in the automobile industry and wireless communication technologies, the vehicular network has been emerged as a key enabler of intelligent transportation services [1]–[4]. Allowing real-time information exchanging between vehicle and everything, traffic safety and efficiency are significantly enhanced, and ubiquitous Internet access is enabled to support new vehicular data services and applications [5], [6]. However, with more and more services and applications, mobile data traffic generated by vehicles has been increasing and the issue on the overloaded computing task has been getting worse [7]. Because of the limitation of spectrum resources and vehicles’ onboard computing/caching resources [8], it is challenging to promote vehicular networking technologies to support the emerged services and applications, especially those requiring for sensitive delay and diverse resources. To effectively address the above challenges, two potential technologies, multi-access edge computing (MEC) and unmanned aerial vehicle (UAV) [9], [10], have been widely exploited in vehicular networks [11]–[13].

Considering the stringent delay requirements of some applications and huge latency on wireless and wired communications between a vehicle and the cloud computing server, offloading vehicles’ tasks to the cloud computing server is sometimes inapplicable [13]–[15]. Meanwhile, physically increasing the amount of onboard resources would result in a serious increase in the manufacturing cost of vehicles. The MEC server, as an extension of the cloud computing server, shifts computing and caching capabilities close to user devices [16]–[19], and allows vehicles to offload tasks to it via multiple wireless communication technologies. By saving the time consumption on communications between the MEC and the cloud computing server, the sensitive delay requirement of an offloaded task can be satisfied. However, the amount of computing/caching resources is generally preset in each MEC-mounted base station (BS) while the resource demand from vehicle users is time-varying, underused or wasted resource issues remain in the vehicular scenarios supported by only MEC-mounted BSs, especially when there exists bursty traffic caused by some social activities or events. Taking the flexibility advantage of UAVs, mounting MEC servers in UAVs can help to address the above issues by dispatching the MEC-mounted UAVs to assist the designated BSs [11], [20]. Related applications have been also considered in different projects launched by many leading companies [21].

To implement MEC- and UAV-assisted vehicular networks, many efforts have been made recently. Some of them have been focused on the deployment of MEC-mounted UAVs. For example, [22] has studied how to deploy and schedule the MEC-mounted UAVs to support vehicular applications. Resource management, as another research emphasis, has also attracted lots of attention from the existing works, where most of them adopt the optimization and reinforcement learning (RL) methods. In [12], the transmit powers of vehicles and the trajectories of UAVs have been jointly optimized to maximize the resource efficiency on MEC-mounted UAVs. In [23], a deep RL based adaptive computation offloading method has been proposed to balance the tradeoff between energy consumption and data transmission delay in an MEC-based vehicular network. In [24], a framework using MEC-mounted UAVs has been proposed to support mobile users in the
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extended 5G network, and an RL method is adopted to manage the resources carried by the UAV. To jointly manage the spectrum, computing, and caching resources available to an MEC-mounted BS, deep deterministic policy gradient (DDPG)- and hierarchical DDPG (HDDPG)-based schemes have been proposed in [25]. However, only vehicular networks supported either by MEC-mounted BSs or UAVs have been studied by most of the existing works. How to perform efficient resource allocation to support applications with various resource demand and heterogeneous quality-of-service (QoS) requirements in vehicular networks with MEC-mounted BSs and UAVs still needs efforts.

In this paper, we investigate multi-dimensional resource management in the MEC- and UAV-assisted vehicular networks, where MEC servers are mounted at a macro eNodeB (MeNB) and in some UAVs to provide resource access to vehicles with limited onboard resources. Inspired by existing works [23]–[26], we adopt RL methods to achieve real-time resource management in the considered scenario. Considering the sensitive delay requirements of some vehicular applications (e.g., autonomous driving) and the wireless transmission time between a UAV and a controller, installing a central controller either at the MeNB or an edge node to enable a centralized resource management scheme is infeasible sometimes. Thus, we develop a distributed cooperative scheme based on a multi-agent RL method to manage the multi-dimensional resources available to the MEC-mounted MeNB and UAVs. The main contributions of this work are summarized as follows,

1) To support as many offloaded tasks as possible while satisfying their QoS requirements, we formulate an individual optimization problem to each MEC server to jointly manage the MEC-mounted MeNB’s and UAVs’ spectrum, computing, and caching resources;
2) Because of the vehicle association pattern variables, the formulated problems are coupled with each other and non-convex. To rapidly solve these problems to satisfy the sensitive delay requirements of the offloaded tasks, we transform each formulated problem according to the main idea of RL;
3) We convert the transformed problems as a multi-agent problem by letting each MEC server act as an agent and develop a multi-agent DDPG (MADDPG) algorithm to solve it. Through training the MADDPG model offline, the vehicle association and resource allocation decisions can be made in real time by each MEC server.

The rest of this paper is organized as follows. In Section II, the MEC- and UAV-assisted vehicular network architecture and the multi-dimensional resource management model are presented, followed with the formulated optimization problems. We develop an MADDPG algorithm to solve the formulated problems in Section III and provide simulation results in Section IV to validate the performance of the MADDPG algorithm. This work is concluded in Section V.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first introduce an MEC- and UAV-assisted vehicular network architecture and a resource management model, and then formulate optimization problems to manage the multi-dimensional resources available to the MEC servers.

A. MEC- and UAV-Assisted Vehicular Network

Consider an MEC- and UAV-assisted vehicular network with MEC servers mounted at an MeNB and in multiple UAVs to support heterogeneous delay-sensitive vehicular applications, as illustrated in Figure 1. Each UAV flies at a constant speed under the coverage area of the MeNB and cooperatively provides resource access to vehicles. Vehicles drive either in cooperative states, such as in convoy and platoon forms, or in non-cooperative states [5]. Each vehicle periodically generates computing tasks with different QoS requirements and computing/caching resource demands. If demands to offload its task to the MEC server, the vehicle first sends a resource access request to the MeNB and/or a UAV covering it. After receiving the access permission and resource allocation results from the corresponding MEC servers, the computing task will be offloaded to the associated MEC server over the allocated spectrum resources. As task division is not considered here, we assume a vehicle under the overlapping area between the MEC-mounted MeNB and UAV can only associate with and offload its task to one of the MEC servers.

B. Resource Management Model

Due to the diversified applications and high vehicle mobility, the vehicular network topology and the distribution of resource access requests change over time frequently, thereby resulting in time-varying resource demand from vehicles under the service area of the MeNB. To allocate proper amounts of spectrum, computing, and caching resources to each resource access request to satisfy the offloaded tasks’ QoS requirements, a multi-dimensional resource management model is developed in this section.

Consider a two-lane and two-way country road segment, shown in Figure 2, an MEC-mounted MeNB is placed on one side of the road to provide full signal coverage to vehicles, and \( U \) MEC-mounted UAVs, denoted as \( U \), are flying above the road and under the coverage of the MeNB. Each UAV covers parts of the considered road segment and flies at a constant speed with no overlapping with other UAVs.
Let $\mathcal{N}(t) = \{1, 2, \ldots, N(t)\}$ be the set of vehicles within the coverage of the MeNB at time slot $t$, where $N(t) = |\mathcal{N}(t)|$. The computing task generated by vehicle $i$ at time slot $t$ is described as $\{c^j_i(t), c^e_i(t), c^d_i(t)\}$, where $c^j_i(t)$, $c^e_i(t)$, and $c^d_i(t)$ are the data size of, the number of CPU cycles required to execute, and the maximum delay tolerated by vehicle $i$’s task, respectively. Once a computing task is generated, vehicle $i$ sends a resource access request, containing the detailed information about this task, i.e., $\{c^j_i(t), c^e_i(t), c^d_i(t)\}$, and the driving state, e.g., moving direction and current position, to the MEC servers on demand. According to the collected information, each MEC server then makes vehicle association and resource allocation decisions and returns them to vehicles, where each decision contains the vehicle-MeNB or vehicle-UAV association patterns and the fractions of the spectrum, computing, and caching resources allocated to vehicles.

**Spectrum resource management:** Denote the resource matrix for the MEC-mounted MeNB by $\{S_m, C^o_m, C^a_m\}$, where $S_m$, $C^o_m$, and $C^a_m$ are the amounts of available spectrum, computing, and caching resources, respectively. Likewise, for MEC-mounted UAV $j \in \mathcal{U}$, the resource matrix is given by $\{S_u, C^o_u, C^a_u\}$. To offload the computing tasks from each vehicle to its associated MEC server with an acceptable transmission delay, a proper amount of spectrum should be allocated to each vehicle. Let $\mathcal{N}'(t)/N'(t)$ be the set/number of vehicles under the coverage of the MeNB while outside of the $U$ UAVs at time slot $t$, and $N_j(t)/N_j(t)$ ($j \in \mathcal{U}$) is the set/number of vehicles under the coverage of UAV $j$. Namely, we have $\mathcal{N}(t) = \mathcal{N}'(t) \cup \{N_j(t) : j \in \mathcal{U}\}$. For vehicle $i \in N_j(t)$, let binary variables $b_{i,m}(t)$ and $b_{i,j}(t)$ be the vehicle-MeNB and vehicle-UAV association patterns, where $b_{i,m}(t) = 1$ (or $b_{i,j}(t) = 1$) if vehicle $i$ associates with the MeNB (or UAV $j$) at time slot $t$, and $b_{i,m}(t) = 0$ (or $b_{i,j}(t) = 0$) otherwise. As the task division technology is not adopted, we have $b_{i,m}(t) + b_{i,j}(t) = 1$ for vehicles in $N_j(t)$. Note that for vehicle $i \in N'(t)$, $b_{i,j}(t)$ is null and we set $b_{i,m}(t) = 1$ since it is outside of the coverage of any UAV.

1) **Vehicles Associated With the MeNB:** Let $\mathcal{N}_m(t)$ denote the set of vehicles associated with the MeNB, i.e., vehicles with $b_{i,m}(t) = 1$. Then, all uplink transmissions for offloading tasks from vehicles in $\mathcal{N}_m(t)$ to the MeNB share spectrum resource $S_m$. Considering the duality transmission over the same coherence interval, the channels for uplink and downlink transmissions between a vehicle and the MeNB/UAV are assumed to be symmetric [27]. Let $G_{i,m}(t)$ denote the average channel gain between vehicle $i \in \mathcal{N}_m(t)$ and the MeNB at time slot $t$, which varies dynamically over the vehicle-MeNB distance. Then, we can express the achieved spectrum efficiency at the MeNB from vehicle $i$ as

$$e_{i,m}(t) = \log_2 \left(1 + \frac{PG_{i,m}(t)}{\sigma^2}\right).$$

where $P$ is the vehicle’s transmit power and $\sigma^2$ is the power spectral density of the white noise. Denote $f_{i,m}(t)$ as the fraction of spectrum allocated to vehicle $i$ by the MeNB at time slot $t$. Namely, vehicle $i$ can occupy spectrum resource $S_m f_{i,m}(t)$ to offload its task to the MeNB at time slot $t$. The corresponding uplink transmission rate then can be given by

$$R_{i,m}(t) = S_m f_{i,m}(t) e_{i,m}(t).$$

2) **Vehicles Associated With UAVs:** Considering the limitation of spectrum resources, we adopt spectrum reusing among UAVs with acceptable interference by pre-designing the fly trajectory of each UAV. Specifically, the uplink transmissions from vehicles to the $U$ UAVs reuse spectrum resource $S_u$. As each UAV flies at a constant speed above the road, we assume there always exists a line-of-sight connection between a vehicle and a UAV. And the average channel gain between vehicle $i$ and UAV $j \in \mathcal{U}$ at time slot $t$, $G_{i,j}(t)$, is defined similar to [28]. In addition to the white noise, UAV $j$ also experiences the interference from the uplink transmission to UAV $v \in \mathcal{U}\backslash\{j\}$. Thus, the corresponding spectrum efficiency achieved at UAV $j$ can be given by

$$e_{i,j}(t) = \log_2 \left(1 + \frac{\sum_{v \in \mathcal{U}\backslash\{j\}} PG_{i,j}(t) + PG_{i,v}(t)}{\sigma^2}\right).$$

Let $f_{i,j}(t)$ be the fraction of spectrum allocated to vehicle $i$ by UAV $j$ at time slot $t$. Then we can express the uplink transmission rate from vehicle $i$ to UAV $j$ as

$$R_{i,j}(t) = S_u f_{i,j}(t) e_{i,j}(t).$$

**Computing/Caching resource management:** As mentioned above, in addition to the vehicle-MeNB or vehicle-UAV association patterns and the spectrum allocation results, each MEC server also needs to allocate proper amounts of computing and caching resources to vehicles. As the transmit powers of the MeNB and UAVs are much higher than that of a vehicle and the data size of each task’s process result is relatively small [29], the time consumption on downlinking the task process result to each vehicle is neglected here [12]. Let $f_{i,j}^c(t)$ (or $f_{i,j}^p(t)$) be the fraction of computing resources allocated to vehicle $i$’s task from the MeNB (or from UAV $j \in \mathcal{U}$) at time slot $t$. Then, the completion time of vehicle...
i’s computing task, i.e., the time duration from the task is generated until vehicle i receives the task process result from its associated MEC server, can be expressed as

\[ T_i(t) = \begin{cases} 
\frac{c^t_i(t)}{R_{i,m}(t)} + \frac{c^t_j(t)}{C_{i,m} f_{i,m}(t)} & \text{if } b_{i,m}(t) = 1 \\
\frac{c^t_i(t)}{R_{i,j}(t)} + \frac{c^t_j(t)}{C_{i,j} f_{i,j}(t)} & \text{if } b_{i,j}(t) = 1.
\end{cases} \] (5)

A proper amount of caching resource has to be pre-allocated to each resource access request, such that all data related to this task can be cached for task processing. For a resource access request sent by vehicle i, let \( f_{i,m}^c(t) \) (or \( f_{i,j}^c(t) \)) be the fraction of caching resources allocated by the MeNB (or by UAV j). Then, a task offloaded from vehicle i to an MEC server is regarded to be completed with satisfied QoS requirements, if i) at least \( c^t_i(t) \) caching resource is allocated to cache vehicle i’s task, i.e., \( f_{i,m}(t) C_{i,m} \geq c^t_i(t) \) or \( f_{i,j}(t) C_{i,j} \geq c^t_j(t) \), and ii) the task’s delay requirement is satisfied, namely, the task completion time is less than its maximum tolerance delay, \( T_i(t) \leq c^t_i(t) \).

### C. Problem Formulation

As resources available to both MeNB and UAV are finite, it is critical to efficiently allocate them. To avoid time consumption on exchanging information between a central controller and the MEC servers, a distributed resource management scheme is considered here. We formulate individual optimization problems to the MEC-mounted MeNB and UAVs to distributively manage their available spectrum, computing, and caching resources.

According to the resource management model presented in the previous subsection, the optimization problems formulated for the MeNB and UAVs can be described as

\[
\max_{b_{i,m}(t), f_{i,m}(t), f_{i,j}(t)} \sum_{i \in \mathcal{N}(t)} b_{i,m}(t) H[c^t_i(t) - T_i(t)] H[f_{i,m}^c(t) C_{i,m} - c^t_i(t)]
\]

s.t. \( (1), (2), (5) \) \hspace{1cm} \text{(6a)}

\[
\begin{align}
& b_{i,m}(t) \in \{0, 1\} \quad i \in \mathcal{N}(t) \\
& b_{i,m}(t) + b_{i,j}(t) = 1 \quad \forall i \in \cup_{j \in \mathcal{N}_j(t)} \mathcal{U}_j(t) \\
& f_{i,m}(t), f_{i,m}^c(t), f_{i,j}^c(t) \in [0, 1], \quad i \in \mathcal{N}(t) \quad \text{(6c)}
\end{align}
\]

\[
\begin{align}
& \sum_{i \in \mathcal{N}(t)} b_{i,m}(t) f_{i,m}(t) = 1 \\
& \sum_{i \in \mathcal{N}(t)} b_{i,m}(t) f_{i,m}^c(t) = 1 \\
& \sum_{i \in \mathcal{N}(t)} b_{i,m}(t) f_{i,j}^c(t) = 1 \quad \text{(6d)}
\end{align}
\]

respectively, where \( b_{i,m}(t) = \{b_{i,m}(t) : i \in \mathcal{N}(t)\} \) and \( b_{i,j}(t) = \{b_{i,j}(t) : i \in \mathcal{N}_j(t)\} \) are the vehicle association pattern matrices between vehicle i in \( \mathcal{N}(t) \) and the MeNB and between vehicle i in \( \mathcal{N}_j(t) \) and UAV j in \( \mathcal{U} \), respectively. As vehicles send their resource access requests to both MeNB and UAV, yet their computing tasks can be only offloaded to one of them, constraint \( b_{i,j}(t) + b_{i,m}(t) = 1 \) is considered in both formulated problems. \( f_{i,m}(t) \), \( f_{i,m}^c(t) \), and \( f_{i,j}^c(t) \) are the spectrum, computing, and caching resource allocation matrices among vehicles associated with the MeNB (or with UAV j), respectively. The objective function of both formulated problems is to maximize the number of offloaded tasks completed by the MEC server with satisfied QoS requirements, where the Heaviside step function, \( H(\cdot) \), indicates whether the offloaded task’s QoS requirements are satisfied.

### III. MADDPG-BASED RESOURCE MANAGEMENT SCHEME

It is difficult to rapidly solve the above optimization problems using the traditional methods due to the following reasons,

1) The two problems are mixed-integer programming problems.
2) For each problem, spectrum resource management is coupled with computing resource management.
3) As indicated by constraints (6c) and (7c), the problem formulated for the MeNB is coupled with those for the UAVs in \( \mathcal{U} \).
4) Considering the high network dynamic caused by the mobility of vehicles and UAVs and the sensitive delay requirements of different vehicular applications, each formulated problem has to be solved rapidly.

Thus, an RL approach is leveraged here. Considering the coupled relation among the formulated problems and there is no central controller, a multi-agent RL algorithm is designed, where each MEC server acts as an agent to learn the resource management scheme and solve the corresponding formulated problem. Specifically, we first re-model the resource management problems targeting the MeNB and the \( \mathcal{U} \) UAVs as a multi-agent extension of Markov decision processes (MDPs) [26], [30], [31], and then design an MADDPG algorithm to solve the MDPs.
A. Problem Transformation

We transform the formulated problems into a partially observable Markov game for $U + 1$ agents, including the MeNB agent and $U$ UAV agents. Define the Markov game for $U + 1$ agents as a set of states $S$, a set of observations $O = \{O_m, O_1, \ldots, O_j, \ldots, O_U\}$, and a set of actions $A = \{A_m, A_1, \ldots, A_j, \ldots, A_U\}$. The state set $S$ describes the possible configurations of the road segment under the coverage of the MEC-mounted MeNB, including the mobility characteristics of vehicles and UAVs, and the time-varying tasks generated by vehicles. $O_m$ and $O_j$ are observation spaces for the MeNB agent and UAV $j$ agent ($j \in \mathcal{U}$), respectively, and the observation of each agent at time slot $t$ is a part of the current state, $s(t) \in S$. $A_m$ and $A_j$ ($j \in \mathcal{U}$) are action spaces for the MeNB and UAV $j$.

1) Environment State: Let $x_i(t)$ and $y_i(t)$ be the $x$- and $y$-coordinates of vehicle $i \in \mathcal{N}(t)$, and $x'_j(t)$, $y'_j(t)$, and $z'_j(t)$ denote the $x$-, $y$-, and $z$-coordinates of UAV $j$ at time slot $t$. Then, according to the resource management problems formulated for the MEC- and UAV-assisted vehicular network, the environment state at time slot $t$, $s(t) \in S$, can be given by

$$s(t) = \{x_1(t), x_2(t), \ldots, x_N(t), y_1(t), y_2(t), \ldots, y_N(t), c_1^s(t), c_2^s(t), \ldots, c_N^s(t), c_1^f(t), c_2^f(t), \ldots, c_N^f(t), x'_1(t), x'_2(t), \ldots, x'_U(t), y'_1(t), y'_2(t), \ldots, y'_U(t), z'_1(t), z'_2(t), \ldots, z'_U(t)\}. \quad (8)$$

2) Observation: As the considered road segment is under the coverage of the MeNB and no information exchanging among different MEC servers, the observations of the MeNB and UAV $j$ at time slot $t$, i.e., $o_m(t) \in O_m$ and $o_j(t) \in O_j$, can be described as

$$o_m(t) = \{x_1(t), x_2(t), \ldots, x_{N(t)}(t), y_1(t), y_2(t), \ldots, y_{N(t)}(t), c_1^s(t), c_2^s(t), \ldots, c_{N(t)}^s(t), c_1^f(t), c_2^f(t), \ldots, c_{N(t)}^f(t)\} \quad (9)$$

and

$$o_j(t) = \{x_{1,j}(t), x_{2,j}(t), \ldots, x_{N(t),j}(t), y_{1,j}(t), y_{2,j}(t), \ldots, y_{N(t),j}(t), c_{1,j}^s(t), c_{2,j}^s(t), \ldots, c_{N(t),j}^s(t), c_{1,j}^f(t), c_{2,j}^f(t), \ldots, c_{N(t),j}^f(t), x'_1(t), x'_2(t), \ldots, x'_{U}(t), y'_1(t), y'_2(t), \ldots, y'_{U}(t), z'_1(t), \ldots, z'_{U}(t)\}, \quad j \in \mathcal{U}. \quad (10)$$

respectively. For vehicle $i \in \mathcal{N}_j(t)$ under the coverage of UAV $j$, $x_{i,j}(t)$ and $y_{i,j}(t)$ denote the $x$- and $y$-coordinates, and $c_{i,j}^s(t)$, $c_{i,j}^f(t)$, and $c_{i,j}^{\delta}(t)$ are the detailed information about the offloaded computing tasks. Note that, for vehicle $i$ under the overlapping area between the MeNB and UAV $j$, we have $\{x_{i,j}(t), y_{i,j}(t), z_{i,j}(t)\} = \{x_i(t), y_i(t), z_i(t)\}$ and $\{c_{i,j}^s(t), c_{i,j}^f(t), c_{i,j}^{\delta}(t)\} = \{c_i^s(t), c_i^f(t), c_i^{\delta}(t)\}$.

3) Action: According to the current policy, $\pi_m$ or $\pi_j$, and the corresponding observation, each MEC server chooses an action from its action space. The actions of the MeNB and UAV $j$ at time slot $t$, i.e., $a_m(t) \in A_m$ and $a_j(t) \in A_j$ ($j \in \mathcal{U}$), can be described as

$$a_m(t) = \{b_{1,m}(t), b_{2,m}(t), \ldots, b_{N(t),m}(t), f_{1,m}(t), f_{2,m}(t), \ldots, f_{N(t),m}(t), f_{1,m}^o(t), f_{2,m}^o(t), \ldots, f_{N(t),m}^o(t)\} \quad (11)$$

and

$$a_j(t) = \{b_{1,j}(t), b_{2,j}(t), \ldots, b_{N(t),j}(t), f_{1,j}(t), f_{2,j}(t), \ldots, f_{N(t),j}(t), f_{1,j}^o(t), f_{2,j}^o(t), \ldots, f_{N(t),j}^o(t)\}, \quad j \in \mathcal{U}. \quad (12)$$

respectively, where the value ranges of $f_{i,m}(t)$, $f_{i,j}(t)$, $f_{i,m}^o(t)$, $f_{i,j}^o(t)$, and $f_{i,m}^{\delta}(t)$ are same to constraints (6d)-(6g) and (7d), namely, within $[0, 1]$. To address the challenge caused by the mixed integers, we relax the binary variables, $b_{i,m}(t)$ and $b_{i,j}(t)$, into real-valued ones, $b'_{i,m}(t) \in [0, 1]$ and $b'_{i,j}(t) \in [0, 1]$. As task division is not considered here, when measure the effect of an action at a given state, vehicle $i$ under the overlapping area between the MeNB and UAV $j$ will choose to offload its task to the MeNB if $b'_{i,m}(t) \geq b'_{i,j}(t)$, otherwise to UAV $j$. Also, we do additional processing on each action’s elements to guarantee the total amount of resources allocated to all the associated vehicles is no more than $\{S_m, C_m^s, C_m^f\}$ or $\{S_u, C_u^s, C_u^f\}$, corresponding to the constraints (6e)-(6g) or (7e)-(7f) in the formulated problems. According to the actions defined by equations (11) and (12) and the value range of each element of $a_m(t)$ and $a_j(t)$, the action spaces for the MeNB and UAV $j \in \mathcal{U}$, $A_m$ and $A_j$, are continuous sets.

4) Reward: The reward is a function of state and action, which measures the effect of the action taken by an agent at a given state. Similar to any other learning algorithms [32], during the training stage, a corresponding reward will be returned to an agent at time slot $t$ once the chosen action is taken by this agent at the previous time slot. Then according to the received reward, each agent updates its policy ($\pi_m$ or $\pi_j$) to direct to an optimal one, i.e., to a policy that the chosen actions at different environment states are always with high rewards. Denote the reward returned to the MeNB agent as $r_m^d: S \times A_m \mapsto \mathbb{R}$ and that to UAV $j$ agent as $r_j: S \times A_j \mapsto \mathbb{R}$.

As the reward leads each agent to its optimal policy and the policy directly determines the association and resource allocation decision for the corresponding MEC server, the reward function should be designed based on the objectives of the original formulated problems. Thus, considering shaped rewards would help the algorithm learn faster than sparse rewards [33], [34], the following two reward elements corresponding to $H(c_i^s(t) - T_i(t))$ and $H(f_{i,m}^o(t)C_m^s - c_i^f(t))$ of equation (6) are designed for the MeNB agent,

$$r_{i,m}^d(t + 1) = \log_2 \left( \frac{c_i^f(t)}{T_i(t)} + 0.01 \right), \quad (13)$$

and

$$r_{i,m}^s(t + 1) = \log_2 \left( \frac{f_{i,m}^o(t)C_m^s}{c_i^f(t)} + 0.01 \right), \quad (14)$$

respectively.
where \( r^d_{i,j}(t+1) \) and \( r^r_{i,j}(t+1) \) describe how far the delay and caching resources requested by vehicle \( i \) are satisfied by action \( a_m(t) \), respectively. Specifically, we have \( r^d_{i,j}(t+1) \geq 0 \) and \( r^r_{i,j}(t+1) \geq 0 \) for vehicle \( i \) if its requested delay and caching resources are satisfied by action \( a_m(t) \), respectively, and negative \( r^d_{i,j}(t+1) \) and \( r^r_{i,j}(t+1) \) are obtained otherwise. Similarly, the two reward elements for UAV \( j \) agent corresponding to equation (7) can be designed as

\[
\begin{align*}
    r^d_{i,j}(t+1) & = \log_2 \left( \frac{c^d_{i,j}(t)}{T_i(t)} + 0.01 \right), \\
    r^r_{i,j}(t+1) & = \log_2 \left( \frac{f_{i,j}(t)C_{ca}}{c^r_{i,j}(t)} + 0.01 \right). \tag{15, 16}
\end{align*}
\]

As the formulated problems’ objective is to maximize the number of offloaded tasks while satisfying their QoS requirements, the logarithmic function is adopted in the reward for fairness. The reward increases with the amounts of allocated resources. However, the incremental rate of a logarithm reward element slows once it reaches a positive value. Thus, instead of allocating more resources to parts of the offloaded tasks to achieve a higher reward, each agent is guided by the logarithm reward to allocate its resources to satisfy the QoS requirements of as many tasks as possible. Moreover, to avoid sharp fluctuation on the reward, a small value 0.01 is added to limit the minimum value of each reward element to \( \log_2(0.01) \).

B. MADDPG-Based Solution

To solve the above Markov game for \( U + 1 \) agents, an MADDPG algorithm combines the DDPG algorithm with a cooperative multi-agent learning architecture. For each agent, indicated by equations (9), (10), (11), and (12), the observation and action spaces are continuous. Also, as the value range of each resource allocation element is \( [0, 1] \) and their numerical relationships must satisfy the original problems’ constraints, disassembling the action space into discrete and efficient action vectors is difficult, especially for the cases with large size of action vectors. Hence, instead of RL algorithms for discrete state or action spaces, such as deep Q-network (DQN), the DDPG algorithm is adopted by each agent to address its corresponding MDP. Yet from the perspective of the whole Markov game, as the central controller is not considered in the network scenario, the RL algorithm with a single agent is infeasible. Moreover, to avoid spectrum and time cost on wireless communications among different MEC servers, we assume there is no information exchanging among different agents. Namely, only partial observation is available to each MEC server, and meanwhile, the decision made by one MEC server is unaware to others. Thus, considering the coupled relation among the formulated optimization problems, a cooperative multi-agent learning architecture with returning the same reward to the \( U + 1 \) agents is adopted to address the re-modeled Markov game to achieve the common objective of the original problems.

1) DDPG Algorithm: The DDPG algorithm adopted by the MeNB agent is illustrated in the left of Figure 3, which combines the advantages of policy gradient and DQN. Here, we take the MeNB agent as an example to explain how to address the corresponding MDP with the DDPG algorithm, and which can be easily extended to the DDPG algorithm adopted by a UAV agent. Two main components, actor and critic, are included in the MeNB agent. According to policy \( \pi_m \), an action decision is made by the actor for each observation. Another component, critic, then uses a state-action function, \( Q_m(\cdot, \cdot) \), to evaluate the action chosen by the actor. Let \( s_m \) be the input state to the MeNB and \( \gamma \) be the discount factor to the immediate reward \( r_m \). Then we have \( Q_m(s_m, a_m) = \mathbb{E}[\sum_{t=0}^{\infty} \gamma^t r_m(t + \tau) | s_m = s_m(t), a_m = a_m(t)] \), and which can be recursively re-expressed as \( Q_m(s_m, a_m) = \mathbb{E}[(r_m | s_m, a_m) + Q_m(s_m', a_m')] \). As in DQN, target networks and experience replay technology are adopted to improve the stabilization of DDPG. As shown in Figure 3, both the actor and the critic are implemented by two deep neural networks (DNNs), an evaluation network and a target network. And an experience replay buffer with size \( M_r \) is used to save transitions for the training stage.

As a type of policy gradient algorithm, the main idea of DDPG is to obtain an optimal policy \( \pi_m^* \) and learn the state-action function corresponding to \( \pi_m^* \), which is carried out by adjusting the parameters of the evaluation and target networks for the actor and the critic until convergence. In the above, the evaluation networks’ parameters, \( \theta_m^\pi \) and \( \theta_m^Q \), are updated in real time. Specifically, a mini-batch of transitions with size \( M_b \) are randomly sampled from the replay buffer and inputted into the agent one by one. According to each inputted transition, the actor and the critic then update the parameters of the evaluation networks during the training stage.

Taking the \( t \)-th transition, \( \{s_m, a_m, r_m, s_m' \} \), as an example, the critic adjusts the evaluation network’s parameters by minimizing the loss,

\[
L(\theta_m^Q) = \mathbb{E}[Q_m(s_m', a_m') - (r_m + \gamma Q_m(s_m', a_m'))^2], \tag{17}
\]

where \( Q_m^*(\cdot) \) is the state-action function for the target network. That is, if \( L(\theta_m^Q) \) is continuously differentiable, \( \theta_m^\pi \) can be adjusted with the gradient of the loss function [35]. As the actor makes action decisions for each observation and each agent aims to maximize the cumulative reward, the evaluation network’s parameters for the actor are updated by maximizing the policy objective function,

\[
J(\theta_m^\pi) = \mathbb{E}[Q_m(s_m, a_m)], \tag{18}
\]

where \( \mu_m(\cdot) \) is the evaluation network function of the actor, which represents the deterministic policy \( \pi_m \). As each association pattern variable is relaxed to \( [0, 1] \), the action space of the MeNB agent, \( A_m \), is continuous, and so as \( \mu_m(\cdot) \) is. Under this condition, we can conclude that \( J(\theta_m^\pi) \) is continuously differentiable according to [31], such that \( \theta_m^\pi \) can be adjusted in the direction of \( \nabla_{\theta_m^\pi} J(\theta_m^\pi) \). With the real-time updated \( \theta_m^\pi \) and \( \theta_m^Q \), the parameters of the target networks, \( \theta_m^\pi' \) and \( \theta_m^Q' \), then can be softly updated as follows,

\[
\begin{align*}
    \theta_m'^\pi & = \kappa_m^\pi \theta_m^\pi' + (1 - \kappa_m^\pi) \theta_m^\pi, \\
    \theta_m'^Q & = \kappa_m^Q \theta_m^Q' + (1 - \kappa_m^Q) \theta_m^Q, \tag{19}
\end{align*}
\]

with \( \kappa_m^\pi \ll 1 \) and \( \kappa_m^Q \ll 1 \).
2) MADDPG Framework: As illustrated in the right figure of Figure 3, the MADDPG framework is composed of the vehicular environment and \( U + 1 \) agents, where each agent is implemented by the DDPG algorithm similar to the MeNB agent. Benefiting from the actor and the critic compositions in the DDPG algorithm, centralized training and decentralized execution can be adopted directly in the MADDPG framework as in [36]. Next, we take the MeNB agent as an example to explain how to centrally train the MADDPG model and execute the learned model in a decentralized way.

In the centralized offline training stage, in addition to the local observation, extra information, i.e., observations and actions of all the UAV agents, is also available to the MeNB agent, \( o_m(t) \) in (9). Namely, at time slot \( t \), \( \{o_j(t), a_j(t), o'_j(t)\} \) \( (j \in U) \) is saved into the MeNB’s replay buffer with \( \{o_m(t), a_m(t), r_m(t), o'_m(t)\} \) together. For the \( i \)-th transition of the MeNB agent, \( s^i_m = \{o^i_m(t), o^i_m(t), a^i_m(t), a^i_m(t), a'_m(t), a'_m(t)\} \), we have \( s^i_m = \{o^i_m(t), o^i_m(t), a^i_m(t), a^i_m(t), a'_m(t), a'_m(t)\} \), and \( s'^i_m = \{o'^i_m(t), o'^i_m(t), a'^i_m(t), a'^i_m(t), a'^i_m(t), a'^i_m(t)\} \) as shown in Figure 3. When updating the parameters of the actor and the critic according to the inputted mini-batch of transitions, the actor chooses an action according to the local observation \( o^i_m \), i.e., \( a^i_m = \mu_m(o^i_m) \), and the chosen action and \( s^i_m \) then are valued by the critic. As the QoS satisfaction of each vehicle under the considered road segment is co-determined by the actions of the \( U + 1 \) agents, using \( s^i_m \) which includes the information about other agents’ actions to learn the state-action value function \( Q_m \) would ease training. Moreover, with the extra information, each agent allows to learn its state-action value function separately. Also, as aware of all other agents’ actions, the environment is stationary to each agent during the offline training stage. Thus, the biggest concern to other multi-agent RL algorithms, i.e., the dynamic environment caused by other agents’ actions, is addressed here. During the execution stage, as only local observation is required by the agent, each agent can obtain its action without aware of other agents’ information.

Considering the common objective of the formulated optimization problems, the \( U + 1 \) agents should cooperatively maximize the number of offloaded tasks while satisfying their QoS requirements. To achieve a cooperative Markov game, we assume the same immediate reward \( r \) is returned to each agent [6], i.e., \( r(t) = r_m(t) = r_j(t) \) \( (j \in U) \). To avoid large fluctuation on reward, define \( r(t) = \frac{1}{N(t)} \sum_{i \in N(t)} r_i(t) \), where \( r_i(t) \) is the reward achieved by vehicle \( i \) at time slot \( t \) and

\[
r_i(t) = \begin{cases} r^i_{i,m}(t) + r^i_{j,m}(t), & \text{if } b_{i,m}(t) = 1, \\ r^i_{j,j}(t) + r^i_{j,j}(t), & \text{if } b_{j,j}(t) = 1. \end{cases}
\]

3) MADDGP-Based Solution: According to the above discussion and Figure 3, the proposed MADDGP-based resource management scheme can be summarized in Algorithm 1. In Algorithm 1, continuous time slots are grouped into different episodes with \( M \) time slots included in each episode. To better describe the convergence performance, we let \( r' \) denote the total rewards achieved per episode. For example, for an episode starts at time slot \( t_0 \), we have \( r' = \sum_{t=t_0}^{M} r(t) \).

### IV. Simulation Results

In this section, we present simulation results to validate the proposed MADDGP-based resource management scheme. Specifically, we use PTV Vissim [37], a traffic simulation software, to simulate the vehicle mobility on a two-lane and two-way country road, where the behavior type is set to “Freeway” and the number of inputs is 3. Environment states then can be obtained according to the vehicles’ position information. With a mass of environment states, we train the MADDGP model\(^2\) based on Algorithm 1 in the training stage. Then new environment states are used to test the performance of the learned model, i.e., the MADDGP-based resource management scheme, in the execution stage. In this section, we show the convergence performance of the MADDGP algorithm and compare it with a single agent DDPG (SADDPG) algorithm [25]. Also, we compare the performance of the MADDGP-based resource management scheme with the SADDPG-based scheme and the random scheme. For the SADDPG algorithm, we assume a controller is installed at the MeNB and acts as the agent to centrally

\(^2\)For the actors of the MeNB agent and the UAV agent, we respectively deploy two fully-connected hidden layers with [1024, 512] and [512, 256] neurons. And four fully-connected hidden layers with [2048, 1024, 512, 256] neurons are deployed for their critics. Except for the output layer of each agent’s actor which is activated by the tanh function, all other layers’ neurons are activated by the ReLU function.
manage the resources available to the MeNB and UAVs. As this algorithm is based on DDPG and implemented with one agent, we call it SADDPG to distinguish from the MADDPG algorithm proposed in this work. For the random scheme, the association patterns and the amounts of resources allocated to vehicles under the coverage of an MEC server are randomly decided by the MeNB and/or a UAV.

Assume an MEC-mounted MeNB with 50 meters high is deployed on one side of the considered road segment [38]. On each side of the MeNB, two MEC-mounted UAVs are flying at speed 10 m/s in fixed altitude of 40 meters and parallel to the road to support vehicular applications [10], [20]. To guarantee an acceptable inter-UAV interference, assume the two UAVs are always flying with the same direction and the distance between them keeps at 600 meters. Vehicles under the coverage of a UAV can either associate with the UAV or the MeNB, and each vehicle’s association pattern is co-determined by the association action elements of the MeNB and UAV. Similar to [28] and [39], the channel gains of uplinks from a vehicle to the MeNB and to the UAV are defined as $L_m(d_m^v) = -40 - 35\log_{10}(d_m^v)$ and $L_u(d_u^v) = -30 - 35\log_{10}(d_u^v)$, respectively, where $d_m^v$ (or $d_u^v$) denotes the vehicle-MeNB (or vehicle-UAV) distance. As vehicles randomly generate heterogeneous computing tasks and the agents periodically manage the available resources among the received resource access requests, we assume the task generation rate of each vehicle to be one task per time slot, and the computing task generated by vehicle $i$ at time slot $t$ is with $c_i^v(t) \in [0.5, 1]$ kbits, $c_i^f(t) \in [50, 100]$ MHz, and $c_i^c(t) \in [10, 50]$ ms. During the training stage, we fix the amounts of spectrum, computing, and caching resources available to the MeNB and UAVs to be $\{10$ MHz, $250$ GHz, $50$ kbits$\}$ and $\{2$ MHz, $30$ GHz, $6$ kbits$\}$, respectively. As a high learning rate speeds up the convergence of the RL algorithm while impacts the convergence stability, we take exponential decay/augment on the actors’ and critics’ learning rates, as well as on $\kappa_a/\kappa_c$ and the reward discount factor. Unless otherwise specified, other parameters used in the training and execution stages are listed in Table I.

Figure 4 shows the rewards achieved per episode in the training stages of the MADDPG and SADDPG algorithms. As all parameters of the MeNB and the two UAV agents are globally initialized by the TensorFlow based on the initial state in the first episode, the rewards achieved by one episode are small and fluctuate dramatically in the first 200 episodes of the MADDPG algorithm. Yet, with the training going, the actors and critics adjust their evaluation and target networks’ parameters to gradually approximate the optimal policies and the state-action functions corresponding to the optimal poli-

---

**Algorithm 1 MADDPG-Based Solution**

```c
/* Initialization */
Initialize each agent’s actor’s and critic’s evaluation and target networks to explore actions for the training stage;
Initialize the size of each agent’s replay memory buffer.

/* Parameter updating */
foreach episode do
    Receive initial observations $o_m$ and $o_j$ ($j \in U$), and set $r' = 0$.
    foreach step $t$ do
        Each agent $k$ selects action $a_k(t) = \mu_k(o_k(t))$
        w.r.t. the current policy $\pi_k$ and obtains the corresponding input state $s_k(t)$;
        Execute $a(t) = \{a_m(t), a_1(t), \ldots, a_U(t)\}$, receive reward $r(t)$, and obtain new observations $o'_k$ and input states $s'_k(t)$ to each agent.
    foreach each agent $k$ do
        if the number of transitions $< M_r$ then
            Store $\{s_k(t), a_k(t), r(t), s'_k\}$ into its replay buffer.
        else
            Replace the earliest saved transitions in the buffer with $\{s_k(t), a_k(t), r(t), s'_k\}$;
            Randomly select a mini-batch of transitions $\{s_k(t), a_k(t), r(t), s'_k\}$ with size $M_b$ from the replay buffer;
            Update the parameter matrix of critic’s evaluation network by minimizing the loss
            \[ L(\Theta^Q_k) = \frac{1}{M_b} \sum_{(s_k^t, a_k^t, r(t), s'_k)} (r^t + \gamma^Q_k(s_k^t, a_k^t))^2; \]
            Update the parameter matrix of actor’s evaluation network by maximizing the policy objective function
            \[ J(\Theta^\pi_k) = \frac{1}{M_b} \sum_{(s_k^t, a_k^t)} Q_k(s_k^t, \mu_k(o_k^t)) \]
            Update actor’s and critic’s target networks’ parameters according to equation (19).

    $r = r' + r(t)$.
```

---

**Table I Parameters for the Learning Stage**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle’s transmit power</td>
<td>1 watt</td>
</tr>
<tr>
<td>Communication range of the MeNB/UAV</td>
<td>600/100 m</td>
</tr>
<tr>
<td>Length of the considered road segment</td>
<td>1200 m</td>
</tr>
<tr>
<td>Background noise power</td>
<td>$-104$ dBm</td>
</tr>
<tr>
<td>Size of the replay buffer</td>
<td>10000</td>
</tr>
<tr>
<td>Size of a mini-batch</td>
<td>32</td>
</tr>
<tr>
<td>Actor’s learning rate</td>
<td>Decaying from 0.0002 to 0.0000001</td>
</tr>
<tr>
<td>Critic’s learning rate</td>
<td>Decaying from 0.002 to 0.0000001</td>
</tr>
<tr>
<td>$\kappa_a/\kappa_c$</td>
<td>Decaying from 0.02 to 0.0001</td>
</tr>
<tr>
<td>Reward discount factor</td>
<td>Augmenting from 0.8 to 0.99</td>
</tr>
</tbody>
</table>
Constrained by the achieved delay satisfaction ratios, the QoS satisfaction ratios of the MADDPG- and SADDPG-based schemes tend to stable and reach the corresponding delay satisfaction ratios with the increasing of caching resources. However, for the random scheme, as the gap between the delay and QoS satisfaction ratios is relatively large, the QoS satisfaction ratio increases slowly when the amounts of caching resources at the MeNB and UAVs increase from 10 MHz to 100 MHz and from 1 MHz to 10 MHz, respectively. Moreover, as the delay requirement is a part of the QoS requirement, i.e., satisfying the delay requirement is indispensable for a task with satisfied QoS requirement, the delay satisfaction ratio is always higher than the corresponding QoS satisfaction ratio for the three schemes.

As we know, when leveraging learning-based methods to solve an optimization problem, only sub-optimal results can be obtained in most cases [40]. In the MADDPG-based scheme, three agents are cooperatively trained to solve three MDPs to achieve a maximum common reward. Allowing each agent to learn other agents’ policies during the training stage, issues caused by the coupled relation among the optimization problems are partially addressed. The central optimization problem is much more complex than the ones formulated for the MeNB agent or the UAV agent, and which makes solving it by the SADDPG algorithm more challenging. Thus, in addition to avoiding extra spectrum and time cost on exchanging information between the central controller and the UAVs, a higher delay/QoS satisfaction ratio is even achieved by the MADDPG-based scheme than the SADDPG-based one under most of the scenarios, as shown in the zoom-in figures in Figure 6. Moreover, the gap between the delay and QoS satisfaction ratios achieved by the MADDPG-based scheme is smaller than that of the SADDPG-based one, which indicates that the MADDPG-based scheme can better manage the multi-dimensional resources.

As discussed in subsection III-A, reward element $r_d$ is defined to measure how far the task’s delay requirement is satisfied, which is co-determined by the spectrum and computing resource management results. However, for both MADDPG and SADDPG algorithms, allocating more spectrum resources to satisfy the delay requirement of an offloaded task is the same as allocating more computing resources. Namely, performance difference would be resulted between the spectrum and computing resource management for both learned MADDPG and SADDPG models. From the zoom in figures in Figures 6(a) and 6(b), under the scenarios with a small amount of spectrum and a large amount of computing resources at the MeNB, higher delay satisfaction ratios are achieved by the SADDPG-based scheme than the MADDPG-based one, which means that more optimal spectrum management is obtained by the SADDPG-based scheme while more optimal computing management is obtained by the MADDPG-based scheme.

Fig. 4. Rewards achieved per episode in the training stage.
Fig. 5. The averaged Q-value over each episode under the MADDPG algorithm.

As most of the vehicles choose to offload tasks to the MeNB, the amounts of resources at the MeNB mainly determine the delay/QoS satisfaction ratios achieved by the three schemes when very small amounts of resources at the UAV, as shown in Figures 6(d), 6(e), and 6(f). And with the increase of resources at the UAV, the varying tendencies of the delay/QoS satisfaction ratios achieved by the three schemes are then gradually similar to Figures 6(a), 6(b), and 6(c).

V. CONCLUSION

In this paper, we have studied multi-dimensional resource management in the MEC- and UAV-assisted vehicular networks. To cooperatively support the heterogeneous and delay-sensitive vehicular applications, an MADDPG-based scheme has been proposed to distributively manage the spectrum, computing, and caching resources available to the MEC-mounted MeNB and UAVs. For the high dynamic vehicular scenarios with delay-sensitive and computing-intensive applications, the MADDPG-based scheme can rapidly make vehicle association decisions and allocate proper amounts of multi-dimensional resources to vehicle users to achieve high delay/QoS satisfaction ratios. For the future work, we will investigate the task offloading and resource management problem in satellite-terrestrial vehicular networks.
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