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Abstract
Holistic temporal coherence among distribut-

ed industrial infrastructures enabled by accurate 
network synchronization is essential for achiev-
ing tight orchestration of large-scale Industrial 
Internet of Things (IIoT) systems. However, the 
low efficiency and situation agnosticism of con-
ventional synchronization techniques using an 
inflexible “observing-and-calibrating” approach 
for clock offset correction are inevitably hindering 
the performance of many IIoT applications with 
increasing scale and heterogeneity. In this article, 
we provide an in-depth analysis of the challeng-
es associated with conventional synchronization 
schemes over large-scale IIoT systems and then 
present three promising research directions for 
achieving intelligent and low overhead IIoT syn-
chronization. Particularly, we first propose a new 
model-based network synchronization scheme 
that can proactively enable low overhead clock 
calibration by leveraging the inherent character-
istics of heterogeneous clocks to avoid frequent 
timestamp exchange. We then design an intel-
ligent device clustering mechanism with a spe-
cifically designed synchronization strategy for 
each group of IIoT devices by jointly exploiting 
their distinctive synchronization requirements and 
multi-dimensional device attributes. To leverage 
the unique characteristics of each oscillator, we 
analyze historical timestamps to reject unreliable 
timestamps and identify unreliable devices. Finally, 
we envision an edge-cloud collaborative network 
synchronization paradigm to implement the pro-
posed schemes and demonstrate their efficacy in 
large-scale IIoT systems.

Introduction
The rapid convergence of communication tech-
nologies, intelligent computing, and vertical 
industrial applications is empowering the fourth 
industrial revolution and many new IIoT appli-
cations [1]. By enabling ubiquitous connectivity, 
seamless interactions, and distributed intelligent 
collaborations in IIoT systems, the 5G and the 
envisioned 6G networks are becoming the most 
critical foundation of the ongoing industrial 
transformation.

With the increasing complexity, distributed 
nature, and heterogeneity among IIoT facilities, 

accurate system-wide synchronization becomes 
essential for large-scale orchestration and coher-
ent task coordination. Figure 1 shows the typical 
architecture of a large-scale IIoT system, where 
the heterogeneous IIoT elements within each 
subsystem will collaborate seamlessly to support 
diverse applications. Here, efficient inter-subsys-
tem interaction among subsystems is critical to 
accomplish increasingly complicated industrial 
tasks, which require system-wide coordination 
among all involved facilities during a specific 
industrial process. However, given the stringent 
requirements of industrial machines from their 
designated tasks and deterministic control pro-
cesses, time-engineered industrial applications 
cannot be achieved effectively without a sys-
tem-wide temporal consensus [2]. Therefore, 
accurate network synchronization, which is criti-
cal to precisely align time across distributed con-
nected devices over the Internet, is becoming a 
baseline technology for enabling various collabo-
rations in large-scale IIoT systems.

Specifically, the extensive technological 
advancements during the last few decades have 
dramatically boosted the precision of machine 
processing and the resolution of the associated 
data, leading to increasingly stringent require-
ments on synchronization accuracy in a wide 
variety of IIoT applications. For instance, centi-
meter-level positioning in advanced manufac-
turing systems (AMS) is necessary to efficiently 
support automated object tracking [3], which 
hinges on the extremely accurate alignment of 
the temporal data generated at distributed IIoT 
devices. In achieving this positioning accuracy, 
sub-microsecond time synchronization among 
the involved devices is essential to accurately 
track critical facilities and avoid potential manu-
facturing malfunctions.

Furthermore, considering the heterogene-
ity of IIoT systems in terms of their hardware/
software/communication capabilities and clock 
precision, distributed devices with diverse syn-
chronization requirements will have to interact 
efficiently through sophisticated IIoT networks. 
The existing situation-agnostic synchronization 
mechanisms experience many challenges due to 
device heterogeneity and diverse synchronization 
requirements. As a result, efficient system-wide 
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synchronization will be increasingly essential with 
growing network scales and will be indispensable 
in bridging the gap among different local net-
works to improve the effi  ciency of orchestration 
and interoperability.

However, conventional accurate synchroni-
zation techniques (e.g., Precision Time Proto-
col) exclusively rely on the frequent exchange 
of timestamps among the involved entities over 
the Internet to achieve the “observing-and-cali-
brating” based synchronization approach. This 
situation-agnostic and inefficient way of elimi-
nating time offsets severely degrades the per-
formance of critical industrial applications due 
to overwhelming resource consumption and 
its lack of flexibility and intelligence. The fre-
quent synchronization-related packet exchange 
will excessively consume the limited network 
resources that could be otherwise used for sup-
porting industrial applications, leading to the 
deteriorated and even unattainable collabora-
tion among IIoT devices [4]. Moreover, adopt-
ing conventional inflexible synchronization 
methods without understanding the industrial 
circumstances will lead to additional challenges, 
manifesting as an increasing synchronization 
frequency and uncontrollable synchroniza-
tion error. Therefore, these challenges neces-
sitate novel industry-oriented synchronization 
strategies with improved efficiency and situa-
tion-awareness to accommodate the stringent 
synchronization requirements in challenging 
industrial environments.

In this article, we fi rst analyze the main chal-
lenges that the traditional clock synchronization 
protocols encountered in large-scale IIoT sys-

tems. In tackling these challenges, three promis-
ing solutions are presented as potential research 
directions. Specifi cally, we propose a proactive 
synchronization mechanism by accurately mod-
eling heterogeneous clocks with a thorough 
characterization of each device. Clock offsets 
are predictively eliminated so that explicit and 
frequent timestamp exchange for synchroniza-
tion is signifi cantly reduced compared to the tra-
ditional “observing-and-calibrating” approach. 
Furthermore, the real-time situation and the 
intrinsic features of each local industrial device 
are further utilized to support intelligent device 
clustering for effi  cient synchronization, aiming at 
minimizing the network overhead while enhanc-
ing the situation-awareness during synchroniza-
tion. Finally, historical timestamps are analyzed 
for each clock to reject unreliable timestamps 
and devices, which improves the reliability of the 
holistic synchronization design. The envisioned 
edge-cloud collaborative synchronization para-
digm demonstrates that the proposed strategies 
are effective in compensating for the inherent 
defi ciencies of traditional clock synchronization 
methodologies.

cHAllenges for AccurAte clock 
syncHronIzAtIon In IIot systems

With the growing scale and intrinsic heterogeneity 
of IIoT systems, several major technical challeng-
es are hindering the performance of large-scale 
network synchronization, as demonstrated in Fig. 
2. In this section, three critical challenges of con-
ventional clock synchronization techniques are 
identifi ed below.

FIGURE 1. An elaborated structure of a large-scale IIoT system with various sub-systems. A wide variety of 
industrial applications are enabled by the seamless interconnection and collaboration among the het-
erogeneous IIoT devices and infrastructures.
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low effIcIency of tHe “observIng-And-cAlIbrAtIng” 
bAsed syncHronIzAtIon

During the conventional synchronization process, 
the embedded clock of each IIoT facility driven 
by its crystal oscillator will continuously generate 
a series of timestamps, which will accumulatively 
deviate from the standard time with its own drift-
ing rate, thereby inevitably leading to the frequent 
clock calibration for maintaining synchronization. 
Conventional clock synchronization techniques 
fulfi ll the off set correction by frequent timestamp 
exchange between each target device and the 
time reference to ensure the synchronization accu-
racy, instead of understanding the reason behind 
the growing clock offset over time due to accu-
mulated clock drifting. This kind of situation-agnos-
tic offset-driven scheme is achieved by passively 
responding to each observed clock offset, while 
the frequent clock calibration processes cannot be 
avoided. Consequently, the eff ectiveness of each 
timestamp exchanged in terms of the achievable 
clock accuracy is strictly constrained by the clock 

off set observation frequency and resolution. Severe 
diffi  culties will be caused during network synchro-
nization due to the lack of proactive calibration 
mechanisms, mainly manifesting as the signifi cantly 
reduced synchronization effi  ciency (i.e., the achiev-
able synchronization accuracy over resource con-
sumption) in large-scale IIoT systems.

Moreover, the observation of clock inaccuracy 
relies heavily on the explicit interactions and time-
stamps exchange among the involved IIoT facil-
ities. Without an in-depth understanding of the 
intrinsic characteristics of the distributed clocks, 
the unknown and diversely accumulated clock off -
sets throughout the system cannot be predicted 
by the conventional clock synchronization tech-
niques, leading to the difficulties of selecting an 
opportune time for repeating the clock calibration 
process. The simultaneous but unoptimized sys-
tem-wide timestamp exchange will cause inap-
propriate synchronization frequency for each 
industrial facility. Corresponding challenges may 
include the overwhelming occupation of the limit-
ed network resources in terms of excessive clock 
calibration and the misaligned local data genera-
tion due to insuffi  cient time synchronization [5]. 
Additionally, the time-consuming system-wide 
interactions during clock offset estimation will 
occupy an increasing amount of limited communi-
cation resources in large-scale IIoT systems, while 
the available resources for other critical industrial 
applications will be further reduced.

unPredIctAble syncHronIzAtIon AccurAcy In 
soPHIstIcAted IIot systems

The increasing complexity of large-scale IIoT sys-
tems poses more challenges in provisioning timely 
and reliable timestamps during synchronization 
due to the highly complicated end-to-end com-
munication process and the unguaranteed time-
stamp delivery [6]. On the one hand, although 
conventional point-to-point clock calibration tech-
niques can theoretically achieve high accurate time 
synchronization (e.g., microsecond level for PTP 
[7]), they are still very challenging to overcome 
several realistic challenges and meet the stringent 
synchronization requirements of industrial applica-
tions. As a result of the expeditious development 
of ICT technologies, large-scale IIoT systems gen-
erally comprise a wide variety of communication 
protocols, leading to the necessity of cross-stan-
dard interactions among the distributed industri-
al facilities. The best-effort service provided by 
Internet-based communications and random-ac-
cess protocol used in wireless networks will induce 
unguaranteed communication outcomes in large-
scale systems, including the stochastic packet drop-
outs, increased access contentions, and dynamic 
routing of mesh networks [8]. These critical issues 
will severely degrade the timeliness of the time-
stamps exchanged. Meanwhile, the increasing 
backhauls and multiple handshakes incurred by 
end-to-end timestamp sharing in the cross-network 
interconnections will accumulate excessively long 
and unpredictable latency, which will further dete-
riorate the timeliness and usefulness of the time-
stamps during the synchronization process.

On the other hand, the security threats at 
the vulnerable industrial facilities incurred by the 
ubiquitous and collaborative interconnections in 

FIGURE 2. The challenges encountered by traditional clock synchronization tech-
niques in large-scale IIoT systems with three hierarchical layers.
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TABLE 1. Application-dependent synchronization 
requirements in large-scale IIoT systems.
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Industrial automation Sub-microsecond A8
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Multi-agent cooperation
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large-scale IIoT systems will influence the reliable 
provisioning of accurate timestamps for clock cal-
ibration, which becomes a critical consideration 
during synchronization design [9]. The timestamps 
generated by the master clock and relayed by 
adjacent network nodes could become suspicious 
due to the susceptibility of resource-constrained 
IIoT devices to external interference and malicious 
attacks, such as spoofing, replaying, and faulty 
data injection [10]. The involvement of unreliable 
timestamps and suspect reference nodes will lead 
to uncontrollable and catastrophic results subse-
quent to the synchronization, including unattain-
able collaborations for time-sensitive applications 
and the potential shutdown of industrial factories.

Heterogeneous Synchronization Requirements and 
Clock Qualities in Large-Scale IIoT Systems

A wide variety of industrial applications involving 
intelligent machines and infrastructures forms the 
backbone of large-scale IIoT systems. The highly 
complicated and heterogeneous features of IIoT 
systems will further degrade the synchronization 
performance from several perspectives.

The diverse industrial applications, which are 
enabled by the timely intra-subsystem interactions 
among the distributed constituents, pose different 
expectations on the synchronization accuracy, 
as summarized in Table 1. This synchronization 
demand will vary extensively from sub-microsec-
ond in critical applications (e.g., industrial automa-
tion) to a few milliseconds for less time-sensitive 
scenarios (e.g., remote environment monitoring). 
Designing a unified synchronization strategy for 
different industrial applications throughout large-
scale IIoT systems will inevitably degrade the over-
all synchronization efficiency. Moreover, due to 
the heterogeneous quality of the integrated crystal 
oscillator at each IIoT device in terms of the ini-
tial manufacturing and the stability under environ-
mental variations, the distributed clocks will vary 
at different rates compared to the reference time. 
For example, the Simple Packaged Crystal Oscilla-
tors (SPXO) densely deployed in IIoT systems will 
drift hundreds of times faster than Oven Controlled 
Crystal Oscillators (OCXO) due to their low cost 
and lacking appropriate techniques for eliminating 
temperature impacts [11]. Furthermore, the diverse 
and dynamic industrial operating environments 
in large-scale IIoT systems will further deteriorate 
the clock inconsistency throughout the system. As 
we previously studied [4], clocks in complicated 
circumstances are more susceptible to drift due 
to the temperature variation, which may be more 
challenging for devices assigned multiple collabora-
tive applications in dynamic environments, such as 
vehicular ad-hoc networks [12].

However, the conventional inflexible, 
unchanging, and application-agnostic synchroni-
zation strategies always ignore these heteroge-
neous characteristics inherent to the distributed 
IIoT facilities. The unoptimized priority assignment 
and random resource allocation during frequent 
synchronization requests/responses at each IIoT 
device will degrade the synchronization efficien-
cy and cause significant resource-wasting, which 
becomes one of the technical bottlenecks in 
accomplishing effective synchronization in large-
scale IIoT systems with extensive heterogeneities.

Large-Scale Synchronization in 6G Era:  
An Industrial Perspective

In this section, three promising research direc-
tions are proposed to demonstrate the design of 
large-scale synchronization schemes in tackling 
the existing challenges in 6G era IIoT systems.

Proactive Model-Driven Large-Scale  
Synchronization for Overhead Reduction

One of the main objectives in 6G-enabled IIoT 
systems is to achieve digital virtualization of the 
physical infrastructures for effective monitoring 
and control in an efficient and predictive man-
ner. However, conventional synchronization 
techniques typically achieve clock calibration by 
directly adopting immutable empirical clock mod-
els during offset estimation, which will inevitably 
induce accumulated errors due to the modeling 
inaccuracy, especially for network synchroniza-
tion with massive IIoT devices and multi-hop time-
stamp delivery. Meanwhile, the offset estimation 
process will consume an excessive amount of net-
work resources, which will become eventually 
intolerable for large-scale IIoT systems.

To address these deficiencies while digitally 
virtualizing physical facilities, we propose low 
overhead model-based clock synchronization by 
comprehensively characterizing the features of 
heterogeneous clocks during synchronization in 
industrial environments to avoid using frequent 
observation-based offset estimation. The crystal 
oscillator enclosed at each IIoT device is unique-
ly affected by its intrinsic characteristics, among 
which the issues that remained unsolved in low-
cost IIoT devices are temperature sensitivity, man-
ufacturing defect, and aging issues. Moreover, 
the extreme and dynamic temperatures inherent 
to inhospitable operating environments in dis-
tributed industrial systems will further exacerbate 
the instability of the crystal oscillator. Based on 
these observations, it would be critical to gather 
all available local information at each IIoT device 
during the clock modeling phase. The collected 
inherent attributes, including the sequentially gen-
erated timestamps and the correlated environ-
mental factors, can help to investigate the intrinsic 
features of each clock thoroughly. By virtue of the 
regression analysis assisted by model-based meth-
ods and machine learning techniques, the infor-
mative attributes of the distributed devices can be 
transferred into useful clock models to guide the 
subsequent time synchronization.

The establishment of comprehensive digital 
clock models (referred to as digital twin in [4]) can 
be advantageous in enhancing the efficiency of 
synchronization from two aspects. The intelligently 
formed clock models can be utilized to predict the 
real-time behavior of each clock, which can assist 
in estimating the expected clock offsets through-
out the entire system. Proactive synchronization 
can be, thereby achieved by predictively eliminat-

Accurate synchronization over large-scale networks is extremely challenging due to the inherent inef-
ficiency and situation agnosticism in traditional observing-and-calibrating synchronization techniques. 

The growing scale, intrinsic heterogeneity, and uncertain service provisioning of 6G IIoT systems 
further exacerbate this difficulty.
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ing the distributed clock offsets to alleviate the 
necessary explicit interactions during clock calibra-
tion and dramatically reduce the incurred network 
overhead. Furthermore, the improved understand-
ing of the intrinsic clock characteristics at distinc-
tive IIoT devices is indispensable in achieving the 
situation-awareness during synchronization. For 
large-scale heterogeneous IIoT systems, this supe-
rior comprehension can enable more efficient 
synchronization mechanisms in terms of the opti-
mized synchronization-related network resources 
allocation and appropriate scheduling among com-
plicated industrial processes.

Device Clustering Enabled Distributed Parallel and 
Efficient Synchronization

Another main reason behind inefficient synchro-
nization lies in the routine and unchanging way 
of timestamp exchange without considering the 
heterogeneity within the large-scale IIoT systems 
in terms of the application-specific synchroniza-
tion requirements and the diverse clock charac-
teristics. Additionally, lacking holistic coordination 
among concurrent calibration processes in large-
scale IIoT systems will further aggravate the effi-
ciency of the overall network synchronization.

Therefore, we propose to intelligently adjust 
synchronization frequencies for distributed IIoT 
devices by jointly exploiting their multi-dimensional 
intrinsic attributes. Typical synchronization-relat-
ed attributes of an IIoT device include the initial 
clock offset, clock skew, timestamps generation 
frequency, applications to support, potential col-
laboration partners, operating environment, etc. 
By remotely extracting relevant attributes from a 
device to be synchronized, comprehensive anal-
ysis can be conducted at platforms with massive 
processing capacity (e.g., edge/cloud servers). 
Proper machine learning techniques can even be 
adopted to enhance the analysis accuracy while 
considering multi-dimensional device attributes. 
By exploiting the extracted device characteristics, 
more device-specific decisions can be timely gen-
erated to guide the overall system-wide synchroni-
zation. Specifically, devices with highly prioritized 
attributes (e.g., sub-microsecond accuracy require-
ment, unstable crystal oscillator, and inhospitable 
operating environments) should be assigned much 
higher synchronization frequency, while other 
IIoT devices can be synchronized less frequently 
to reduce the overall synchronization overhead. 
Meanwhile, network resources can be preferen-
tially allocated to industrial devices with more strin-
gent and emergent synchronization requirements, 
which will be beneficial in enhancing holistic syn-
chronization performance. Consequently, by accu-
rately understanding the multi-dimensional device 
attributes, device-specific synchronization strate-
gy and orchestrated message exchange can be 
achieved for each IIoT device to enhance the over-
all efficiency of network synchronization.

Timestamp Reliability Enhancement via  
Communication Process Control and Packet Analysis

The reliable provisioning of timestamps during 
synchronization is severely hindered by various 
uncertain factors induced by the intermediate 
communication within an end-to-end process, 
including varying channel conditions, packet 
delay variations (PDV), and external malicious 
attacks. Different process controlling and packet 
filtering approaches can be adopted to address 
these issues.

The network uncertainties during packet 
exchange will degrade the timeliness of the asso-
ciated timestamps, leading to uncontrollable syn-
chronization performance. However, this kind of 
effect can be mitigated or eliminated by design-
ing dedicated communication protocols for time 
synchronization. For example, an entirely con-
trolled communication channel is designed in 
[8] by reserving intermediate nodes for synchro-
nization data relaying, which can minimize the 
redundant processing during timestamps trans-
mission. Meanwhile, a prioritized data transfer 
protocol [13] is designed to alleviate the effect 
of communication randomness by assigning 
higher priority to synchronization-related data 
and guarantee corresponding channel access. 
These methodologies are effective in proactively 
reducing the influence of network uncertainties 
prior to synchronization in dedicated communi-
cation environments.

Furthermore, the unreliable timestamps due 
to the vulnerability of resource-constrained IIoT 
devices in terms of inner malfunctions and exter-
nal malicious attacks can be further filtered by 
timely packet analysis of historical information. In 
our previous work [14], an autoregressive mod-
el-based filtering mechanism is designed to detect 
unreliable timestamps and malicious devices 
according to the varying rate of skew (VRS) calcu-
lated at each local IIoT device. With increasingly 
massive timestamps involved in large-scale IIoT 
systems, other machine learning techniques (e.g., 
principal component analysis) can be considered 
to enhance the detection accuracy and efficiency 
during synchronization.

Intelligent and Low Overhead  
Synchronization by Edge-Cloud-Collaboration
As an elaboration of the three strategies above, 
the proposed intelligent and low overhead syn-
chronization scheme is demonstrated in Fig. 3, 
which consists of three successive phases enabled 
by edge-cloud collaboration. Initially, support vec-
tor machine (SVM)-based heterogeneous clock 
modeling is achieved by thoroughly analyzing 
the uploaded timestamps, where a proactive syn-
chronization scheme is established. Moreover, 
according to the obtained clock characteristics 
and other critical attributes extracted from the 
synchronization-related information at each IIoT 
device, an efficient synchronization scheme is fur-
ther designed with cluster-wise network orchestra-
tion. Finally, historical timestamps are effectively 
analyzed with the help of principal component 
analysis (PCA) at the cloud server, aiming at 
improving the reliability of the timestamps provi-
sioned throughout the system.

Accurate modeling of clock intrinsic features and its situation-aware utilization, in conjunction with 
an in-depth understanding of operating environments and application requirements, constitute the 

foundation for intelligent, distributed, and low-overhead network synchronization mechanisms tailored 
to specific needs of 6G IIoT systems.
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PHAse I: tImestAmPs AnAlysIs And
comPreHensIve clock modelIng

Aiming to thoroughly investigate the characteristics 
of each clock in diverse operating environments, 
local timestamps of each clock together with its 
operating temperatures are continuously collected 
by the nearby edge devices. Since the oscillation 
frequency approximately follows a quadratic rela-
tionship with the operating temperature, an SVM-
based algorithm is designed at the edge device to 
fully investigate the intrinsic characteristics of the 
local IIoT devices. Specifically, the timestamps of 
each local device and the edge device are firstly 
compared to obtain the local clock offset. Then, 
the clock off sets and the corresponding operating 
temperature will serve as the inputs of the SVM 
algorithm, aiming at exploiting comprehensive 
modeling of each clock. The critical clock param-
eters, including temperature sensitivity factor, ideal 
operating temperature, and initial clock skew can 
be thoroughly estimated, which can be further 
used to build the learning model. The SVM model 
is further transmitted back to each local device for 
conducting skew compensation and predictive syn-
chronization. Moreover, the obtained clock models 
will be stored in the cloud server to provide mod-
eling credibility, which will be responsible for initial-
izing remodeling if the newly collected timestamps 
violate the current trained parameters. By adopting 
model-based predictive skew/off set calibration at 
each local IIoT device, the eff ect of network uncer-
tainty can be alleviated, and the overhead incurred 
will be signifi cantly reduced.

PHAse II: IntellIgent devIce clusterIng And 
oPtImIzed syncHronIzAtIon

Due to modeling inaccuracy and the variations of 
the inherent characteristics at each IIoT device, 
periodic clock calibrations are indispensable in 
ensuring the accuracy of synchronization for criti-
cal collaborative applications. Local information of 
each IIoT device, including the sequentially gen-
erated timestamps, the associated collaborative 
applications, and local operating temperature, will 
be uploaded to the cloud server for critical infor-
mation extraction. The temperature-sensitivity fac-
tor (i.e., clock quality) can be estimated from the 
sequential timestamps, while the application-de-
pendent time-sensitivity indicates the synchroni-
zation requirement for specific applications. All 
attributes extracted will be jointly processed to 
determine the synchronization necessity (i.e., the 
weighted sum of the collected attributes) of each 
device. Based on the synchronization necessity of 
each device, an adaptive threshold-based k-means 
clustering algorithm [14] is conducted in the cloud 
center to organize all involved devices into sever-
al clusters, where the number of clusters can be 
adjusted based on the predefi ned threshold during 
clustering. An edge device will be allocated to each 
group as the cluster head responsible for dissem-
inating time reference. Each group of devices will 
be assigned a unique and optimized synchroniza-
tion frequency according to their synchronization 
necessity, which will be benefi cial in reducing the 
network overhead and avoiding excessive resource 
contention during synchronization. Therefore, a 
distributed and optimized synchronization scheme 

is fi nally fulfi lled with cluster-wise clock calibration 
for the heterogeneous IIoT devices in terms of their 
clock inconsistency, environmental circumstances, 
and application-specifi c requirements.

PHAse III: PcA-AssIsted tImestAmP 
uncertAInty control And relIAbIlIty enHAncement

To further enhance the reliability during synchro-
nization and alleviate the effect of uncertainty 
issues, PCA is adopted to fi lter suspect timestamps 
based on offline training using historically deliv-
ered timestamps. Specifi cally, due to the unique-
ness of the clock skew at each local clock, which 
can be treated as identifi cation during timestamp 
exchange, any timestamps violating the expected 
trend will be regarded as untrustworthy, thereby 
the associated devices will be suspicious. In the 
proposed scheme, historical timestamps will be 
initially uploaded to the cloud center, based on 
which a PCA model can be established during 
the training process. After successful training, the 
cloud center will collect real-time clock informa-
tion from the distributed IIoT devices. Due to the 
sensitivity of the PCA model to the abnormali-
ty within the newly arrived data, any anomalous 
timestamps and malicious devices can be effec-
tively identifi ed and rejected. With the PCA-assist-
ed uncertainty control, the overall synchronization 
performance can be improved in terms of reliable 
timestamps provisioning during clock calibrations.

PerformAnce evAluAtIon
In this section, numerical simulations are carried out 
to evaluate the proposed synchronization scheme 
in terms of clock modeling accuracy and network 

FIGURE 3. The holistic overview of the proposed synchronization scheme with 
the assistant of edge-cloud collaborations. Three phases in terms of com-
prehensive modeling, intelligent device clustering, and unreliable node 
rejection are achieved successively.
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overhead reduction during system-wide synchroni-
zation. As two critical enablers for situation-aware 
synchronization, the results of SVM-based clock 
modeling and adaptive threshold-based k-means 
clustering are demonstrated, respectively.

An application scenario is demonstrated in Fig. 
4, where an unmanned vehicle will periodical-
ly move within diff erent IIoT environments (e.g., 
manufacturing space and storage) with diverse 
operating temperatures. Some of the tempera-
tures will be inhospitable compared to office 
spaces, possibly reaching –40°C and 40°C, or 
even harsher in some specific circumstances. 
Such an extreme and dramatic temperature vari-
ation will pose a significant impact on the oscil-
lation frequency, causing unstable clock skew 
that cannot be captured by empirical models uti-
lized in traditional synchronization schemes. It 
can be observed from Fig. 4 that the empirical 
clock model will deviate from the real clock with 
the change of temperature, especially when the 
operating environment dramatically varies from its 
ideal operating temperature (i.e., around 25°C). 
By contrast, after gathering and analyzing suffi-
cient timestamps at edge devices, the training 
inaccuracy of the SVM-based method is almost 
eliminated. With the variation of the external envi-
ronment, some minor fl uctuations are inevitable, 
but the overall modeling accuracy is signifi cantly 
enhanced as compared to the empirical situation. 
Moreover, the cloud center will take the respon-
sibility to monitor the modeling error and make 
the decision on triggering new training process-
es. The comprehensive clock models established 
are insightful in enhancing synchronization per-
formance. The real-time skew/offset estimation 
of local IIoT devices can help achieve proactive 
clock calibration, while the estimated clock char-
acteristics can be further utilized as a unique attri-
bute of the local device, which can be used in the 
subsequent phases.

Furthermore, intelligent clustering can be 
achieved prior to synchronization aiming at orga-
nizing the distributed devices in a large-scale sys-
tem to improve the effi  ciency during timestamps 
exchange. More specifically, multi-dimensional 
attributes at each local IIoT device, including 
application-specifi c synchronization requirement 
(SR), environmental harshness causing tempera-
ture deviation from the ideal circumstance (Td), 
and temperature sensitivity factor (), are collect-
ed and estimated by the cloud center, which will 
be responsible for jointly analyzing the synchro-
nization necessity of each device. All IIoT devic-
es in the system are clustered into a few groups 
based on their synchronization necessity with the 
assistance of k-means algorithms. The clustering 
result is demonstrated in Fig. 5a, where all devices 
are effi  ciently organized into four clusters based 
on their synchronization necessity. According to 
the uniquely assigned synchronization frequency, 
clock calibration processes are periodically con-
ducted for each cluster, with the time reference 
disseminated from the associated edge devices. 
It is straightforward to observe that the network 
resources consumed to guarantee the applica-
tion requirement will be dramatically reduced, 
especially in clusters with lower synchronization 
necessities. This improvement will lead to a signif-
icant reduction of the overall network overhead 
throughout the large-scale IIoT systems. More-
over, the performance of the proposed scheme 
in terms of synchronization efficiency enhance-
ment is shown in Fig. 5b, where the synchroni-
zation efficiency for two schemes is normalized 
into the same range for better comparison. It can 
be observed that the normalized synchronization 
efficiency of the cluster-wise mechanism will be 
much higher than the conventional methods so 
that more network resources can be saved in larg-
er-scale IIoT systems.

conclusIon And future work
In this article, we have investigated three main 
technical challenges of conventional clock syn-
chronization methodologies in terms of the ineffi-
cient timestamps exchanging mechanisms, network 
uncertainty-induced inaccuracy, and the heteroge-
neity inherent to the complicated IIoT systems. Spe-
cifically, a proactive time synchronization scheme 
has been designed to enhance the timeliness and 
efficiency during timestamps exchange based on 
comprehensive clock modeling in edge devices. 
To further reduce the overall network overhead, a 
distributed and optimized cluster-wise clock calibra-
tion mechanism has been proposed by adopting 
intelligent clustering algorithms in the cloud server 
according to the intrinsic features of each IIoT entity. 
Additionally, uncertainties induced by communica-
tion processes have been effectively alleviated by 
removing uncontrollable issues from the synchroni-
zation through designing dedicated communication 
protocols and adopting anomaly detection schemes 
based on the historical timestamps. In a nutshell, the 
proposed edge-cloud collaborative design can holis-
tically enhance effi  ciency, situation-awareness, and 
reliability during large-scale synchronization.

System-wide synchronization has become 
increasingly important in the era of Industrial 4.0, 
with the extensive development of communica-
tion technologies and vertical industry applica-

FIGURE 4. The modeling accuracy with the help of the SVM algorithm is signifi -
cantly enhanced compared to the empirical model used in traditional clock 
synchronization methods. With fl uctuating and inhospitable operating 
environments, sub-microsecond modeling errors are always attainable by 
utilizing the proposed SVM-based scheme.
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tions. Some promising future research directions 
on synchronization and its subsequent utili-
zation are summarized as follows: On the one 
hand, resource-constrained devices are densely 
deployed in large-scale IIoT systems for ubiqui-
tous sensing and seamless interconnections. The 
temporal consistency of the sensed data is neces-
sary for the subsequent data analytics, but some 
of the devices may lack power or opportunity to 
exchange timestamps for accurate clock calibra-
tion. Therefore, novel synchronization schemes 
should be designed without posing burdens on 
the end devices. Specifically, model-based syn-
chronization for distributed data alignment with-
out calibrating the local clocks can be achieved as 
a follow-up to the proposed comprehensive clock 
modeling in this article. With a thorough under-
standing of the distributed clocks throughout the 
system, the edge/cloud server can effectively 
improve the temporal consistency and achieve 
accurate synchronization before conducting data 
processing. On the other hand, accurate synchro-
nization plays a critical role in a wide variety of 
research fields, for instance, simultaneous local-
ization and mapping (SLAM) in multi-agent sys-
tems [15]. Accurately sampled and timestamped 
data packets are essential in supporting seamless 
coordination among distributed facilities, while 
the temporal misalignments within the involved 
robots will inevitably induce localization and map-
ping errors during data processing. With accurate-
ly synchronized agents throughout the large-scale 
systems, distributed data packets delivered can be 
eff ectively fused for constructing the entire map. 
Moreover, with accurate temporal alignment and 
improved consistency among distributed agents, 
their local timelines can be utilized as common 
references to track the distributed events. There-
fore, a more informative map construction with 
dynamically updated location and event knowl-
edge can be achieved to support holistic situa-
tion-awareness in long-term system analysis.
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