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Abstract— Tile-based streaming has been proposed to address
the challenge of high transmission rate demand in 360◦ virtual
reality (VR) video streaming. However, it suffers from network
and viewing behavior dynamics (i.e., head movements), while
encoded video tiles have various properties in terms of trans-
mission priority, deadline, and reliability requirement. Hence,
a supporting transmission protocol is imperative. In this paper,
we propose a customized transmission protocol based on Quick
UDP Internet Connections (QUIC) which operates over a VR
video network slice in the core network. The QUIC protocol is tai-
lored to accommodate the characteristics of tile-based VR video
streaming where explicit mapping relations between requested
video tiles and QUIC streams are established. Two customized
in-network protocol functionalities including packet filtering
and caching-based packet retransmission are proposed, to filter
out outdated video data due to field-of-view (FoV) prediction
errors under viewing behavior dynamics and to achieve efficient
packet retransmissions with disparate transmission reliability
requirements. A slice-level packet header is designed to support
enhanced slice-based VR video transmission with the proposed
protocol functionalities. Key transport parameters are deter-
mined via theoretical analysis. Simulation results are presented
to demonstrate the effectiveness of our proposed transmission
protocol in achieving short average video segment downloading
time and high average video segment quality.

Index Terms— 360◦ VR video streaming, transmission proto-
col, QUIC, tile-to-stream mappings, FoV, protocol functionalities,
SDN/NFV-enabled network slice.

I. INTRODUCTION

360◦ virtual reality (VR) video streaming has attracted
significant attention from both academia and industry due

to immersive user experience and enormous vertical mar-
kets such as entertainment [2] and education [3]. It requires
extremely high transmission rate (e.g., 25 Mbps) and low
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latency for smooth high resolution (e.g., 4K) spherical video
playback [4]. Typically, a viewer (or video client) wears a
head-mounted display (HMD) to watch a panoramic VR video.
At any time instant, the viewer watches only part of the video
due to the limited span of the HMD (e.g., 120◦ × 120◦),
referred to as field-of-view (FoV), with the viewpoint in the
center. To address the challenge of high transmission rate
demand, tile-based adaptive 360◦ VR video streaming has
been proposed. Specifically, at the server side, a spherical
VR video representation is first transformed into a planer
format using techniques such as the equirectangular projection
(ERP) [5]. Then, the projected VR video is temporally divided
into a sequence of video segments, each of which is further
spatially partitioned into multiple non-overlapping video tiles.
At the viewer side, head movements are tracked for FoV
prediction [6]. Based on the FoV prediction results and the
estimated transmission rate, a viewer selectively requests video
tiles with different bitrates to enhance the viewing experience
[7], [8], [9].

Encoded video tiles have various properties in terms of
transmission priority, deadline, and reliability requirement.
First, with the scalable high-efficiency video coding (SHVC)
[10], each video tile can be encoded into one base layer (BL)
and multiple enhancement layers (ELs). BL tiles ensure video
smoothness and have a higher transmission priority than EL
tiles that enhance video quality. Second, each video tile has a
strict deadline to be delivered. Especially, if viewers suddenly
rotate heads, additional urgent video tiles should be requested
with a small deadline, referred to as the motion-to-photon
(MTP) latency requirement (usually less than 20 ms [11]),
to compensate the current viewing experience. Third, BL pack-
ets have a higher transmission reliability requirement than
EL packets. Deadline-violated EL packets can be directly
discarded without retransmissions for congestion alleviation
and high transmission efficiency [12], while BL packets should
always be reliably transmitted. In addition, tile-based VR
video streaming suffers from both transmission rate variations
and viewing behavior dynamics which are constantly driven by
head movements and cause FoV prediction errors. Therefore,
to support smooth and high-quality VR video streaming, a cus-
tomized transmission protocol which accommodates various
video tile properties and promptly reacts to network and
viewing behavior dynamics should be developed.
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Driven by the software-defined networking (SDN) and
network function virtualization (NFV) technologies, multiple
virtual networks, also known as network slices, can be created
over a shared physical network for supporting diversified
services with different performance requirements [13], [14].
A network slice with flexible resource orchestration can be
deployed to support the 360◦ VR video streaming service
for finer-grained quality-of-service (QoS) guarantee, where
optimal routing path(s) can be established with dedicated
processing and transmission resources reserved on NFV nodes
and physical links along the route. Customized protocol func-
tionalities and operations can be embedded on network nodes
for flexible and efficient transmission control.

We consider an SDN/NFV-based end-to-end (E2E) trans-
mission network where a VR video network slice is deployed
between each pair of ingress and egress nodes in the core
network. The Quick UDP Internet Connections (QUIC) proto-
col is adopted as the base transport protocol for E2E video
transmission. For the tile-based 360◦ VR video streaming
service, several research issues regarding transport protocol
design should be investigated. First, various video tile proper-
ties should be accommodated in protocol operations. Optional
header fields are thus needed in the QUIC packet header
to indicate each VR video packet’s properties. Video tiles
with disparate properties should not be transmitted over the
same QUIC stream(s), and only data of video tiles with the
same properties should be multiplexed in a QUIC packet.
Correspondingly, the mapping relations between requested
video tiles and QUIC streams should be determined, and
how to conduct streaming multiplexing and QUIC packet
assembly needs to be revisited. Second, a slice-level trans-
mission scheme should be designed to support enhanced VR
video transmission over a VR video slice, where differentiated
packet loss recovery mechanisms are required for BL and
EL packets. In addition, when viewers suddenly rotate heads,
which causes FoV prediction errors, some requested video
tiles for the previously predicted FoV become outdated. En-
route VR video packets may contain outdated video data which
should be dropped to save transmission resources.

To address the above research issues, in this paper,
we present a customized transmission protocol based on
QUIC which operates over a VR video slice in the core
network. Specifically, the QUIC protocol is first tailored
to accommodate the characteristics of tile-based VR video
streaming, where an explicit one-to-one mapping between
requested EL tiles and QUIC streams is established, and the
behaviors of stream multiplexing and QUIC packet assembly
at the server side are modified accordingly. Two customized
protocol functionalities are designed, including packet filtering
and caching-based packet retransmission. The packet filtering
functionality removes outdated video data in prompt response
to viewing behavior dynamics (i.e., head movements), and the
caching-based packet retransmission functionality performs
efficient packet retransmissions according to disparate relia-
bility requirements. A slice-level packet header is designed to
support enhanced slice-based VR video packet transmissions
with the proposed protocol functionalities. The main contribu-
tions of this paper are summarized as follows.

• The QUIC protocol is tailored to better support the
considered tile-based 360◦ VR video streaming service
where explicit mapping relations are established between
requested video tiles with various properties and QUIC
streams;

• Customized protocol functionalities including packet
filtering and caching-based packet retransmission are
proposed to support responsive and efficient transmission
control. A slice-level packet header is designed to sup-
port enhanced VR video transmission with the proposed
protocol functionalities;

• Key transport parameters in the proposed transmission
protocol, such as the minimum required caching-buffer
sizes for BL and EL packets, are determined based on
analytical modeling.

The remainder of this paper is organized as follows.
Section II gives an overview of related work. The system
model is presented in Section III. The main designs in
developing our customized slice-level transmission protocol
and the corresponding E2E VR video transmission process
are discussed in Section IV. In Section V, key transport
parameters in the proposed transmission protocol are deter-
mined via theoretical analysis. Performance evaluation of the
proposed transmission protocol is presented in Section VI, and
conclusions of this work are drawn in Section VII.

II. RELATED WORK

A. Prioritized Transmission Scheduling of Requested Video
Tiles

To enhance the quality-of-experience (QoE) of tile-based
360◦ VR video streaming, existing studies on protocol design
conduct prioritized transmission scheduling among requested
video tiles at the client side or at the server side, while
considering various video tile properties. For example, at the
client side, with the considerations of the importance of video
smoothness over video quality and FoV prediction errors,
BL tiles are always downloaded first until a preset upper bound
of playback buffer occupancy is reached [15]. When a viewer’s
future FoV is not correctly predicted, new instant EL tiles
for the updated FoV are immediately requested before the
predictive EL tiles [16]. At the server side, different schedulers
are developed to schedule and transmit requested video tiles
to a video client. The proposed schedulers determine and
update the scheduling priorities of the requested video tiles
and schedule the transmission of video tiles according to
their scheduling priorities. The scheduling priority is usually
determined by considering each requested video tile’s priority,
playback deadline, remaining size, and current network con-
ditions [17], [18], [19]. In addition, the stream multiplexing
and stream scheduling features that are naturally supported
in the QUIC protocol can be leveraged to achieve prioritized
transmissions among requested video tiles [20], [21]. In a
QUIC connection, multiple video tiles can be concurrently
requested via different QUIC streams, and different scheduling
policies can be flexibly designed at the server side to determine
how streams are multiplexed and scheduled for different
transmission purposes. For example, when viewers suddenly
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rotate their heads, QUIC allows the server to quickly send
urgent video tiles with a high priority to mitigate the negative
impacts due to missing tiles (e.g., motion sickness) [22]. QUIC
also provides flexible stream-level data transmission control
through sending signaling frames such as RESET_STREAM
and STOP_SENDING frames to adapt to viewing behavior
dynamics. Most existing works focus on improving protocol
operations at end hosts to enhance the VR video transmis-
sion performance, which may lead to slow responsiveness
to network and viewing behavior dynamics (e.g., random
packet loss or head movements). To accommodate various
VR video packet properties and promptly react to network
and viewing behavior dynamics during packet transmissions,
in this paper, we develop a customized transmission protocol
based on QUIC which operates over a VR video network slice
in the core network with in-network protocol operations for
enhanced VR video transmission.

B. SDN/NFV-Based Transmission Protocol Design

In the SDN/NFV framework, flexible and prompt trans-
mission control can be realized with in-network awareness.
Specifically, SDN switches, as configured by an SDN con-
troller via southbound protocols (e.g., OpenFlow [23]), can
achieve early congestion detection and throttle the sending
rate by modifying the Receive Window field in a Transmission
Control Protocol (TCP) acknowledgement (ACK) packet or
by selectively discarding packets of different traffic flows to
trigger fast retransmission [24], [25]. With the NFV technol-
ogy, customized protocol functionalities can be deployed at
in-network nodes to realize in-network transmission control
for enhancing the E2E transmission performance of a par-
ticular service [26], [27]. For example, for delay-sensitive
and loss-tolerant 2D video streaming service, a selective
caching function is deployed at an ingress node of a 5G
core network to adaptively cache EL packets for alleviating
network congestion with limited video quality degradation,
and the cached EL packets are resumed transmissions when
network conditions are better [28]. In this paper, we propose
two customized in-network protocol functionalities under the
SDN/NFV framework, including packet filtering and caching-
based packet retransmission, for supporting enhanced VR
video transmission. The packet filtering functionality removes
outdated EL video data due to FoV prediction errors in prompt
response to viewing behavior dynamics, and the caching-based
packet retransmission functionality efficiently retransmits lost
BL and EL packets with disparate transmission reliability
requirements.

III. SYSTEM MODEL

A. Network Model

An SDN/NFV-based E2E transmission network is consid-
ered to support (on-demand) 360◦ VR video streaming service
delivered from remote VR video servers to video clients.
As shown in Fig. 1, colorblackGeographically adjacent video
clients connect via different base stations (e.g., gNodeBs) to
an edge node (e.g., an egress edge switch of its connected

Fig. 1. The SDN/NFV-based E2E transmission network scenario.

core network). Ingress and egress edge switches (referred to
as nodes) are located in between the radio access network
(RAN) domain and the core network and in between the
core network and the Internet, respectively. Ingress and egress
nodes host advanced traffic management functions and are
deployed by a mobile operator that provides network sup-
port for the provisioning of the 360◦ VR video streaming
service. SDN switches including ingress and egress nodes are
physically (may not be directly) connected to the SDN/NFV
controller. The logical centralized SDN/NFV controller in the
control plane has a global view over the underlying core
network, and communicates with programmable SDN switches
including ingress and egress nodes in the data plane via
southbound protocols such as the OpenFlow [23]. Under the
SDN/NFV architecture, multiple virtual networks or network
slices are instantiated over the shared core network for sup-
porting diversified services. Specifically, a VR video slice is
deployed between each pair of ingress and egress nodes in
the core network for supporting aggregated VR video traffic.
For each VR video slice, a dedicated virtual network topology
(assumed linear for simplicity) is configured by the SDN/NFV
controller [29], where W − 1 intermediate SDN switches
{s1, . . . , sW−1} between a pair of ingress (s0) and egress (sW )
nodes are interconnected by W transmission links, denoted
by {l0, . . . , lW−1}. Virtual network resources including link
transmission resources and processing resources are reserved
at physical links and programmable switches along the route
for data transmission and processing. Customized protocol
functionalities are enabled at network nodes within each slice
to achieve finer-grained VR video service provisioning.

E2E VR video transmission traverses three network seg-
ments: (i) from a VR video server on the Internet to an
ingress node, (ii) over a VR video slice, and (iii) from the
egress node of the VR video slice to a video client. Here,
we focus on the core network and aim to develop a slice-
level transmission protocol for supporting enhanced VR video
data transmission which operates over a VR video (core
network) slice. We adopt QUIC as our protocol design base
for E2E video data transmission due to its superiority in
achieving reduced E2E connection establishment latency and
in stream multiplexing with flexible stream-level transmission
control [30].
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Fig. 2. Tile-based VR video encoding.

B. Video Traffic Model

As shown in Fig. 2, a VR video is temporally divided
into a sequence of video segments, each with a playback
time of typically 2-10 seconds. Each video segment is spa-
tially partitioned into multiple non-overlapping video tiles.
Each temporal-spatial video tile is encoded into multiple
interdependent layers for adaptive streaming under network
transmission rate variations. Specifically, each video tile is
encoded into one BL and multiple ELs. BL tiles ensure video
playback smoothness and provide basic video quality. Each
BL packet is required to be delivered with high reliability,
and BL packet losses result in video rebuffering. EL video
tiles provide improved video quality and can be decoded only
if the corresponding BL tiles are decoded. EL packets can
be discarded with low reliability for congestion alleviation,
without affecting the video playback smoothness. Therefore,
BL packets have a higher transmission priority and reliability
requirement than EL packets. The scalable and layered video
tile encoding provides additional flexibility in response to
network and viewing behavior dynamics in small timescales
due to the disparate transmission reliability requirements of
BL and EL packets [28].

Suppose that encoded VR videos are stored on remote
servers on the Internet. Video clients progressively download
video content from remote servers on a video segment basis.
For each segment downloading, an HMD selectively requests
a set of video tiles with different numbers of encoding layers,
based on factors such as the estimated throughput, tracked
head/viewpoint movement trajectory, and playback buffer
occupancy, etc. An HMD sends additional urgent requests after
sudden head movements during watching a video segment or
when FoV prediction errors are identified. Here, we consider
that each VR video server streams full-view BL for video
robustness and EL tiles covering a client’s FoV.

C. Main Protocol Functionalities

To support enhanced VR video transmission by accommo-
dating various VR video packet properties and by adapting
to viewing behavior dynamics, two customized protocol func-
tionalities are proposed.

1) Packet Filtering: When an FoV prediction error occurs
due to sudden head movements, previously requested video
content may deviate from the updated predicted FoV. In this
case, additional urgent EL tiles should be requested. As en-
route VR video packets may contain outdated EL video data
for streaming the previously predicted FoV, a packet filtering

function is designed to promptly remove outdated video data
that is no longer needed by clients, which saves transmission
resources while adapting to viewing behavior dynamics. Given
the deployment and time costs for packet filtering operations,
we consider that the packet filtering function is enabled at only
the ingress and egress nodes of a VR video slice. The ingress
and egress nodes are equipped with the capability of higher-
layer protocol header parsing to identify video data packets
containing outdated video data.

2) Caching-Based Packet Retransmission: We consider that
the ingress node has a caching buffer for aggregated VR video
traffic of each VR video slice. The ingress node temporarily
stores copies of VR video packets sent but not acknowledged
in the caching buffer for possible retransmissions. The egress
node detects any random BL/EL packet loss occurring in the
core network and triggers retransmission from the ingress node
by using the cached packet copy in the caching buffer, instead
of from a remote server to achieve lower packet retrans-
mission delay. In addition, due to the disparate transmission
reliability requirements, deadline-violated BL packets are not
dropped, and lost BL packets are retransmitted to avoid video
rebuffering. Deadline-violated EL packets should be directly
dropped without retransmissions. Therefore, separate packet
loss detection and retransmission mechanisms are designed
for BL and EL packets, respectively, where the capability
of differentiating EL packet losses due to deadline violations
from those due to random link failures is realized at the egress
node.

In addition, due to the limited capacity, caching buffer
release is necessary to avoid buffer overflow. We consider two
ways of releasing the cached packet copies in the caching
buffer of the ingress node: event-driven and time-based.
Specifically, caching buffer release can be triggered upon
receiving a retransmission request from the ingress node (i.e.,
event-driven). If no retransmission request reception from the
egress node for a certain time, a timeout timer is set at the
ingress node to periodically release the cached packet copies
in the caching buffer (i.e., time-based). The detailed designs
and workflows of the proposed two protocol functionalities are
discussed in the next section.

IV. PROTOCOL CUSTOMIZATION FOR VR VIDEO
TRANSMISSION

In this section, we elaborate on our main designs in devel-
oping the customized slice-level transmission protocol for
supporting enhanced VR video data transmission and describe
the E2E VR video transmission process with our proposed
protocol.

A. Tailored QUIC

To support finer-grained QoS for 360◦ VR video streaming
by accommodating various VR video packet properties (i.e.,
transmission priority, deadline, and reliability requirement)
and adapting to viewer viewing behavior dynamics, we first
revisit the QUIC protocol and tailor it from the following three
aspects:
• Mapping relations between streams in a QUIC connection

and requested video tiles by a client (or an HMD) are
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Fig. 3. Tailored QUIC with tile-to-stream mappings.

established. As shown in Fig. 3, a one-to-one mapping
between each EL tile and each QUIC stream is estab-
lished, and a separate set of streams is used to transmit
full-view BL. This is achieved by using one stream
to carry only one EL tile request and using different
streams to carry BL tile requests. Assume the mapping
relations between streams and video tiles are known and
kept at both the HMD and the server communicating
with each other. With the established tile-to-stream map-
pings, operations to a specific video tile are realized by
controlling the data transmission over its corresponding
stream, which is helpful for adapting to viewing behavior
dynamics caused by head movements.

• Multiple stream groups, each of which consists of the
streams corresponding to the requested video tiles of
the same (BL/EL) layer, are formed for QUIC packet
assembly. One stream group is selected each time to
assemble a QUIC packet where round-robin is conducted
among the streams within the same group for filling
each STREAM frame in a QUIC packet. The approach
proposed in [18] can be applied to decide which stream
group is selected to assemble a QUIC packet where a
block in [18] represents a stream group in our case.
By doing so, STREAM frames (or video data) assembled
in a QUIC packet come from the requested video tiles
with the same properties. Video data of different encoding
layers is assembled into different types of video packets,
including regular BL/EL packets and urgent EL packets;
thus, the same set of operations can be enforced on each
type of packets.

• Three optional fields, Timestamp (TS), Deadline (DDL),
and Priority, are added to the QUIC packet header to
indicate each packet’s transmission priority (i.e., a BL or
an EL packet) and deadline [31]. Specifically, the TS and
DDL fields are used to record the time when a packet
is generated and its transmission deadline, respectively.
For uplink transmission, the Priority field of each video
request packet is set to 1 for requesting regular video
tiles after a video segment downloading is finished and
is set to 2 for requesting urgent EL tiles when sudden
head movements and/or FoV prediction errors occur. For

Fig. 4. SDN/NFV-based E2E QUIC connection establishment.

downlink transmission, the Priority field of a BL packet
is set to 1, and for an EL packet from the (n− 1)th EL,
its priority is set to n (n > 1).

B. Connection Establishment

Before video data transmission begins, an E2E QUIC con-
nection needs to be established between an HMD and a VR
video server. The SDN/NFV controller with a global view
over the physical (core) network can check path availability for
two-way communications between a pair of ingress and egress
nodes. It configures a network slice and activates customized
protocol functionalities (e.g., packet filtering) during the con-
nection establishment phase to support VR video transmission
over a VR video slice.

Therefore, different from the typical connection establish-
ment process specified in [30] where signaling messages
and data packets (if any) are exchanged directly between
an end-device and a server in the data plane, E2E QUIC
connection between an HMD and a VR video server in our
case is established with the SDN/NFV controller assistance.
Specifically, as shown in Fig. 4, the signaling and data packets
(if any) exchanged between the HMD and the VR video server
during the connection establishment phase, such as the Initial
packet with ClientHello/ServerHello, are intercepted by the
ingress and egress nodes and are encapsulated into OpenFlow
packets (e.g., Packet_In or Packet_Out). These encapsulated
packets go through the SDN/NFV controller in the control
plane for processing.

After an E2E connection between an HMD and a VR video
server is established, the ingress node acts on behalf of the
HMD and communicates with the VR video server for packet
transmissions on the Internet. The ingress node detects any
packet loss on the Internet and triggers the retransmission
following any state-of-the-art mechanism proposed based on
QUIC [30]. Similarly, the egress node acts on behalf of the
VR video server and interacts with the HMD for packet
transmissions in the RAN domain. The egress node retransmits
any lost packet that happens in the RAN domain. The ingress
node interacts with the egress node to regulate the packet
transmissions over a VR video slice in the core network.
The egress node detects any packet loss and triggers the
retransmission from the ingress node.

C. VR Video Data Transmission

1) VR Video Content Request: As illustrated earlier, each
HMD requests video content on a segment basis. Specifically,
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Fig. 5. The slice-level packet header format.

Fig. 6. Video packet transmission over a VR video slice.

it concurrently requests a subset of video tiles of different
encoding layers for a video segment. All video tile requests
for one segment are multiplexed via different streams in a
QUIC connection, as described in Subsection IV-A. Besides,
the HMD sends additional requests for urgent EL tiles corre-
sponding to the updated FoV after sudden head movements
and/or when FoV prediction errors occur.

2) Header Conversion at Edge Switches: A slice-level
packet header is designed to support the slice-level VR video
packet transmission and the customized protocol function-
alities presented in Subsection III-C. To be compatible in
terms of protocol operations with the tailored QUIC imple-
mented at end hosts, header conversion and reversion are
performed at the ingress/egress node, such as through the
tunneling technique [32]. A slice-level packet header format
is given in Fig. 5 which includes three important fields,
i.e., Slice ID, Packet Number Space, and Slice-level Packet
Number. The Slice ID field is used for slice identification and
packet forwarding, upon which data packets are transmitted
along the pre-configured routing path of the indicated core
network slice. The fields of Packet Number Space and Slice-
level Packet Number are designated to support the proposed
customized protocol functionalities. Specifically, the Packet
Number Space field is introduced where two separate packet
number spaces are used to differentiate between BL and EL
packets with disparate transmission reliability requirements.
The Packet Number Space field achieves logical isolation and
thus allows for respective operations (e.g., packet retransmis-
sion) to BL/EL packets. BL/EL packets sent by the ingress
node are sequentially numbered in their respective packet
number space through the Slice-level Packet Number field to
maintain ordered slice-level packet transmission. This field is
also used for efficient packet loss detection at the egress node
and caching-based packet retransmission at the ingress node.

3) Slice-Level VR Video Packet Transmission: As shown
in Fig. 6, based on the designed slice-level packet header,
when VR video packets from (remote) servers arrive at the

Fig. 7. The STOP_SENDING frame format.

ingress node, header conversion takes place as described
above. Intermediate switches along the routing path of the
VR video slice transmit packets according to the first-in-first-
out (FIFO) principle and directly discard any EL packet that
violates its transmission deadline. Once VR video packets
reach the egress node, header reversion is performed. Due
to possible deadline-violated EL packet dropping, outgoing
VR video packets from the egress node may be out-of-order
(OFO). To address this, each reverted VR video packet is
renumbered by modifying the Packet Number field in the
QUIC packet header. Specifically, the egress node records for
each E2E connection the packet number of the most recently
sent packet, i.e., the packet sent with the largest packet number.
Then, for each reverted video packet to be transmitted, the
modified packet number is the largest packet number recorded
plus one.

4) Video Packet Filtering: The packet filtering functionality
is implemented by leveraging flexible stream-level transmis-
sion control provided by the QUIC protocol, where the
STOP_SENDING frames are sent by video clients to cease
the corresponding stream data transmission of outdated EL
tiles, based on the established tile-to-stream mappings in
Subsection IV-A. The STOP_SENDING frame format is given
in Fig. 7. The Stream ID field carries the ID of a stream
whose STREAM frames need to be filtered and discarded,
and the Application Protocol Error Code field contains an
application-specified reason for stopping sending/transmitting
the STREAM frames of the indicated stream, which is FoV
prediction error in the considered 360◦ VR video stream-
ing case. Since head movements are tracked by HMDs,
stream/video tile data transmission cessation is triggered by
an HMD to begin the packet filtering operations. The detailed
workflow of video packet filtering is shown in Fig. 8 and
described as follows:
• When sudden head movements occur and cause FoV pre-

diction errors, the set of outdated EL tiles corresponding
to the previously predicted FoV is determined by the
HMD. Then, the streams to be ceased are determined
based on the established tile-to-stream mappings, and the
corresponding STOP_SENDING frames are generated
by the HMD. The generated STOP_SENDING frames
may be multiplexed with urgent EL tile requests to
form uplink urgent request packets. For uplink packet
transmission between a pair of egress and ingress nodes,
a strict priority-based scheduling policy is applied at the
egress node where packets with a higher priority (i.e.,
the Priority field set to 1) are preemptively scheduled for
transmission, while packets with the same priority are
scheduled following the FIFO principle [33].

• When the egress and ingress nodes receive the
uplink urgent request packets, the Stream IDs in
STOP_SENDING frames are extracted for performing
packet filtering on received downlink video packets.
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Fig. 8. The workflow of video packet filtering.

Specifically, STREAM frames with the same IDs as those
extracted from the STOP_SENDING frames are ruled
out from packets upon reception while other (useful)
STREAM frames stay.

• When the server receives the urgent request packets,
the outdated streams are terminated, and corresponding
sending buffers are cleared out. In addition, STREAM
frames containing video data of the requested urgent EL
tiles are multiplexed and assembled into downlink urgent
EL packets, as described in Subsection IV-A.

Note that with the established tile-to-stream mapping rela-
tions, operations to specific BL/EL tiles are realized through
operating the corresponding streams. Thus, no information
from the application layer is required. In addition, en-route
video data of outdated EL tiles due to FoV prediction errors is
filtered out, and the sending of outdated streams is terminated
at the server, in response to viewing behavior dynamics for
improving the transmission efficiency.

D. Packet Loss Recovery

Differentiated packet loss detection and retransmission
mechanisms are required for BL and EL packets, due to their
disparate transmission reliability requirements. Owing to the
Packet Number Space field in the designed slice-level packet
header (see Fig. 5) and the separate packet number space used
for BL/EL packet transmission, we design different packet loss
recovery schemes for BL and EL packets respectively in the
following.

1) BL Packet Retransmission: Since BL and EL packets
are numbered and sent in order in their respective packet
number space, packet loss due to random link failure (referred
to as random packet loss) can be detected by the egress node
based on the slice-level packet numbers of two consecutively
received BL/EL packets where OFO packet arrival indicates a
random packet loss.1

As shown in Fig. 9(a), when a random BL packet loss is
detected, the egress node sends a Retransmission Request (RR)

1When a VR video slice between a pair of ingress and egress nodes has a
multi-path virtual network topology, a packet scheduling algorithm needs to
be implemented at the ingress node where BL and/or EL packets are managed
to be sent over different paths according to their discrepancies in terms of link
capacity and packet delay, to ensure in-order packet reception at the egress
node [34], [35].

Fig. 9. Caching-based BL/EL packet loss recovery.

packet to the ingress node and starts a timer for detecting
any RR packet loss. Each RR packet contains three important
fields: 1) Flag, a packet type indicator, 2) Packet Number
Space, for either BL or EL packets, and 3) Requested Packet
Number, the slice-level packet number of a lost packet that
needs retransmission. This field is in the Optional fields of
the designed slice-level packet header (see Fig. 5). When the
ingress node receives an RR packet, it retransmits the lost
packet using the previously cached packet copy in the caching
buffer, as introduced in Subsection III-C.

2) EL Packet Retransmission: Since deadline-violated EL
packets are directly discarded without retransmissions, the
egress node should be equipped with the capability of differ-
entiating between EL packet losses due to random link failure
and due to transmission deadline violation. To achieve this,
we propose that each intermediate switch generates a dummy
packet in place of consecutively discarded EL packets due
to deadline violation, as shown in Fig. 9(b). In each dummy
packet, the slice-level packet number of the first dropped EL
packet is recorded in the Slice-level Packet Number field of
the slice-level packet header. The number of consecutively
dropped EL packets is put in the Optional fields. Besides, the
egress node detects a random EL packet loss via OFO packet
reception as in the case of BL packets.

When a random EL packet loss is detected by the egress
node, similarly, it sends an RR packet to the ingress node,
while EL packet losses due to transmission deadline violation,
indicated by dummy packets, are neglected. Then, the ingress
node retransmits the lost EL packet if its copy is still stored
in the caching buffer upon receiving the RR packet. Note
that a lost EL packet is worth retransmission only if its
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Fig. 10. The workflow of event-driven and time-based caching buffer
releases.

transmission deadline is not exceeded. If the requested EL
packet copy is already discarded from the caching buffer
due to deadline violation, the ingress node responds with an
Ingress Caching Release (ICR) packet to avoid meaningless
retransmission requests from the egress node. In an ICR
packet, the smallest slice-level packet number among the
cached EL packet copies in the caching buffer is recorded in
the optional field of Minimum (Slice-level) EL Packet Number
in the slice-level packet header. When the egress node receives
an ICR packet, all the randomly lost EL packets with slice-
level packet numbers smaller than the value indicated in the
Minimum (Slice-level) EL Packet Number field no longer need
retransmissions.

3) Caching Buffer Release: The caching buffer of the
ingress node needs to be released regularly to avoid overflow.
Consequently, we use event-driven and time-based methods for
caching buffer release. For the event-driven method, a received
RR packet is used as a trigger to release the cached BL/EL
packet copies. Specifically, take BL packets as an example,
when the ingress node receives an RR packet requesting
retransmission of the BL packet with slice-level packet number
i, all the cached BL packet copies with slice-level packet num-
bers smaller than i are released. For the time-based method,
in the case of no random BL/EL packet loss happening in the
core network for a certain period of time, a timeout timer is set
at the ingress node to periodically release the cached packet
copies. In addition, due to the low transmission reliability
requirement of EL packets, the ingress node can proactively
discard deadline-violated EL packet copies in the caching
buffer without notifying the egress node.

The proposed caching-based packet retransmission scheme
is efficient in terms of reduced signaling overhead (i.e., ACK
frames) for packet loss detection, adaptiveness to disparate
transmission reliability requirements, and better usage of link
transmission resources due to deadline-violated EL packet
dropping with no retransmission.

V. TRANSPORT PARAMETER CALCULATION

The workflow of caching buffer release at the ingress node
is shown in Fig. 10, including the event-driven method based
on a received RR packet and the time-based method by setting
up a periodic timer. Specifically, during the timer initialization
phase, the ingress node transmits BL/EL packets received from
remote servers on the Internet for the first time and stores their
copies in the caching buffer. Then, the ingress node starts the
periodic timer while continuing to receive packets and put their
copies in the caching buffer. Every time the timer timeouts, the

ingress node releases the packet copies that are stored before
the timer starts from the caching buffer. The periodic timer
restarts when it timeouts.

There are two key transport parameters to be determined
in the proposed caching-based packet retransmission scheme.
First, the duration of the timer initialization phase and the
cycle of the periodic timer need to be carefully decided, such
that the cached packet copies in the caching buffer are released
before they are received by the egress node, and the caching
resources are efficiently utilized. If a ’release-before-arrival’
event happens to a packet that is randomly lost during the
transmission, the lost packet has to be retransmitted from a
remote server instead of from the ingress node, leading to
a large packet retransmission delay. Second, considering the
two caching buffer release methods, a minimum caching buffer
size can be derived such that, on average, copies of arriving
packets at the ingress node can be put into the caching buffer
without causing buffer overflow.2 Since each RR packet must
be received during a cycle of the periodic timer, the minimum
caching buffer size required for the event-driven (caching
buffer) release method is smaller than that for the time-based
release method. Therefore, in this section, we focus on the
periodic caching buffer release (i.e., time-based) and derive
the minimum caching buffer sizes (in packet) required for BL
and EL packets.

Specifically, we consider the ‘best case’ where there are
no deadline-violated and outdated EL packets being discarded
during the slice-level VR video packet transmission. In fact,
the amount of outdated EL video data to be filtered out and
the number of additionally requested urgent EL tiles depend
on the FoV prediction error, which affects the aggregated EL
traffic arrival rate at the ingress node. Thus, without loss of
generality, we consider the aggregated BL and EL traffic of
the same VR video slice as two independent Poisson pro-
cesses [36]. For the time-based caching buffer release method,
the minimum required caching buffer size, the duration of the
timer initialization phase, and the cycle of the periodic timer
should be determined based on the estimated average E2E
packet delay for traversing a VR video slice, as discussed in
the following.

A. E2E Packet Transmission Analysis

As illustrated in Subsection III-A, we consider that a VR
video slice between a pair of ingress (s0) and egress nodes
(sW ) in the core network has a linear topology consisting of
W +1 nodes interconnected by W transmission links. The link
capacity (in packet/s) of node si is denoted by µi. We denote
the aggregated BL and EL packet arrival rates at the ingress
node by λb and λe, respectively.

Packet transmission at the first node (i.e., the ingress node)
is modeled as an M/D/1 queuing system with the total packet
arrival rate λ0 = λb+λe and transmission rate µ0. The average
packet delay at the first node is given by [37]

T0 =
(

1 +
1
2
· ρ0

1− ρ0

)
· 1
µ0

(1)

2Extra caching resources need to be assigned against the burstiness of traffic
arrivals, which is out of the scope of this work.
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where ρ0 = λ0
µ0

is the traffic intensity at the first node,
indicating the fraction of time the system is busy.

Next, we focus on the second node. Packet transmission at
the second node is closely correlated to its preceding node
regarding link transmission rate and packet departure process.
Specifically, if the transmission rate of the second node is not
less than that of the first node, i.e., µ0 ≤ µ1, an arriving
packet at the second node is immediately transmitted before
the arrival of the next packet. Thus, packet delay at the second
node, T1, consists of only packet transmission delay, i.e.,
T1 = 1

µ1
, and packet departure process at the second node

remains the same as that at the first node. On the other hand,
if µ0 > µ1, newly arriving packets may wait in the second
node’s transmission queue when a packet is being transmitted.
In this case, both packet queuing and transmission delays exist
and should be considered.

Let random variable Z0 be the inter-departure time of
successive packets departing from the first node. If a departing
packet sees a nonempty queue, then Z0 = 1

µ0
. Otherwise,

Z0 = ξ + 1
µ0

, where ξ represents the time interval from
the departure of a packet to the next packet arrival. Due to
the memoryless property of Poisson arrivals, ξ has the same
exponential distribution with parameter λ0 as the packet inter-
arrival time. It is seen that packet departures from the first
node follow a mixed process alternating between Poisson and
deterministic processes. Due to the level crossing property
and the fact that the Poisson Arrivals See Time Averages
(PASTA) property holds for an M/D/1 queuing system [37],
the steady-state probability of queue length seen by a departing
packet is the same as that seen by an arriving packet or at an
arbitrary time [38]. Hence, the mean and variance of packet
inter-departure time at the first node, Z0, are derived as

E[Z0] = ρ0 ·
1
µ0

+ (1− ρ0) · E
[
ξ +

1
µ0

]
=

1
λ0

D[Z0] = E
[
(Z0 − E[Z0])

2
]

=
1

(λ0)2
− 1

(µ0)2
. (2)

We can observe from Eq. (2) that, when the link trans-
mission rate µ0 is large, packet departures from the first
node approach to a Poisson process. When λ0 increases
to approach µ0, i.e., when the queuing system is heavily
loaded, packet departures from the first node approach to
a deterministic process, which is consistent with the pre-
ceding analysis. To achieve the independence between two
consecutive transmission nodes for analysis tractability, under
the assumption of a large transmission rate, we approximate
the packet departures from a node (or the packet arrivals at
its subsequent node) as a Poisson process. Therefore, when
µ0 > µ1, the packet delay at the second node, T1, can be
calculated according to Eq. (1) with traffic intensity ρ1 = λ0

µ1
and transmission rate µ1.

Finally, the E2E (BL/EL) packet delay for traversing a VR
video slice in the core network is given by

TE =
W−1∑
i=0

Ti (3)

where Ti is the packet delay for passing through the i-th node
along the route of the VR video slice.

For the time-based caching buffer release, the cycle of the
periodic timer should be set based on the estimated E2E packet
delay (i.e., Eq. (3)). Specifically, the timer cycle should be at
least equal to or greater than the estimated E2E packet delay,
such that the cached packet copies in the caching buffer are
released after the egress node has successfully received them.
In that case, any random BL/EL packet loss happening during
the slice-level packet transmission is retransmitted from the
ingress node instead of from a remote server on the Internet.

B. Minimum Required Caching Buffer Size

Let kI and kc be the initialization phase duration and the
cycle of the periodic timer, respectively. As shown in Fig. 10,
kI is the time interval that the ingress node transmits packets
received from remote servers for the first time. If kI < kc,
in order to ensure that the set of BL packet copies for
each periodic caching buffer release is released after they are
successfully received by the egress node, the minimum caching
buffer size required for BL packets is

⌈
λb (2kc)

⌉
. However, the

caching resource utilization during the initialization phase is
low. If kI > kc, in order to ensure that the packet copies
corresponding to the set of BL packets transmitted by the
ingress node during the initialization phase can be stored
at the caching buffer and be released after they reach the
egress node, the minimum required caching buffer size for
BL packets is

⌈
λb (kI + kc)

⌉
. However, in this case, caching

resources are not efficiently utilized after the cached packet
copies corresponding to the set of BL packets transmitted
during the initialization phase are released. Therefore, the
optimal initialization phase duration is kopt

I = kc, and the
minimum caching buffer size required for BL packets, Cb,
is given by

Cb =
⌈
λb (2kc)

⌉
, kc ≥ TE . (4)

Similarly, for EL packets, due to the low transmission reli-
ability requirement, deadline-violated EL packets are directly
released from the caching buffer. Let de be the average
transmission deadline of arriving EL packets at the ingress
node. Thus, the minimum required caching buffer size for EL
packets, Ce, is given by

Ce = ⌈min (λe (2kc) , λede)⌉ . (5)

The minimum total caching buffer size required for both
BL and EL packets is given by

Cmin = Cb + Ce. (6)

To verify the performance of the proposed caching-based
packet retransmission scheme with the caching buffer size
set according to Eq. (6), we consider a VR video slice with
a linear topology which consists of 8 transmission nodes
including the ingress and egress nodes (i.e., W = 7). The link
transmission rates are set as [400, 400, 300, 300, 200, 200, 200]
in packet/s, which includes both of the cases when there is or
is no queuing delay at a node. The BL and EL traffic arrival
rates are λb = 100 and λe = 50 in packet/s, respectively.
We set the cycle of the periodic timer by the estimated E2E
packet delay. The results show that the caching miss ratio
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TABLE I
MAIN SIMULATION PARAMETERS

caused by ‘release-before-arrival’ packets is 0.83%, which
means that most of the cached packet copies are released after
they are received by the egress node. A near-optimal packet
retransmission delay is achieved, compared to the optimal case
when the caching miss ratio is 0. Therefore, the proposed
caching-based packet retransmission scheme with the periodic
timer cycle and the caching buffer size set based on Eq. (3)
and Eq. (6) performs well. Any randomly lost BL/EL packet
is highly-likely retransmitted by the ingress node using the
corresponding packet copy in the caching buffer.

VI. PERFORMANCE EVALUATION

In this section, we evaluate the effectiveness of our proposed
transmission protocol based on real data traces3 [39]. The main
simulation parameters are given in Table I.

A. Data Preprocessing

The selected data traces contain viewing orientations of
50 subjects watching ten 360◦ VR videos from YouTube
with Oculus Rift DK2 being the HMD. The ERP is adopted
for spherical VR video projection and storage. We choose
the ‘Shark Shipwreck’ video and extract its first 30s for
experiments. The viewing trajectories are given in radians in
terms of yaw (from −π to π) and pitch (from −π

2 to π
2 ). In the

ERP-formatted 2D video plane, we first conduct sphere-to-
plane coordinate transformation based on Eq. (7) and Eq. (8),
which maps the yaw (θi) and pitch (φi) of a spherical video to
the horizontal (wi ∈ [0◦, 360◦]) and vertical (hi ∈ [0◦, 180◦])
coordinates in the 2D video plane.

θi = wi ·
2π

W
− π, W = 360◦ (7)

φi = hi ·
π

H
− π

2
, H = 180◦. (8)

In addition, we consider a 4 × 8 tiling layout, as shown
in Fig. 11. The panoramic video scene is partitioned into
32 video tiles, each of which covers a 45◦ × 45◦ (square)
view span and is indexed in raster-scan order. We consider an
FoV of 100◦ × 100◦ and map a specific FoV to the video
tile IDs it covers. Finally, according to [40], with a short
prediction step (e.g., 3s), FoV prediction errors for either yaw

3https://github.com/360VidStr/A-large-dataset-of-360-video-user-behaviour

Fig. 11. The considered video tiling layout in the (projected) 2D video plane.

Fig. 12. The considered network scenario in the simulation.

or pitch can be reasonably assumed to follow a Gaussian
distribution. Therefore, we add Gaussian noises to the selected
data traces to generate the corresponding noised traces with
FoV prediction errors for simulation purposes.

B. Simulation Settings

The considered network scenario in the simulation is shown
in Fig. 12. Three video clients download video segments
from remote VR video servers on the Internet where QUIC
are implemented with aioquic.4 The aggregated video traffic
traverses a VR video slice between a pair of ingress and
egress nodes in the core network. Network congestion may
happen when different network slices or service traffic pass
through the same path and share the transmission resources.
In the evaluation, we throttle the link transmission capacity (in
packet/s) of intermediate switch s1 available to the considered
VR video slice to represent the case of network congestion
due to cross-traffic from other services.

The duration of each video segment is set to 2 seconds [4],
and each video segment is encoded into one BL and one EL.
Each video client requests video content on a segment basis,
and is considered to progressively prefetch 1 video segment
ahead only. Specifically, for each video segment downloading,
a video client requests full-view BL and only the EL tiles
covered by the FoV. In view of the decoding dependency
between BL and EL tiles, we consider that BL packets
are sent before EL packets by the VR video servers. For
simplicity, we assume each video client suddenly rotates head
at most once in the middle of watching a video segment. If a
video client suddenly rotates head, additional urgent EL tiles
corresponding to the updated predicted FoV and the current
FoV (after the head rotations) are requested for FoV prediction
correction and current viewing experience compensation. The
outdated EL tiles corresponding to the previously predicted
FoV are filtered out due to viewpoint prediction errors.

4https://github.com/aiortc/aioquic
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C. Performance Metrics

We compare our proposed transmission protocol with QUIC
under different network conditions. For brevity, we denote the
proposed transmission protocol without deadline-violated EL
packet dropping, packet filtering functionality, and caching-
based packet retransmission scheme by Proposed wo. drop-
ping, Proposed wo. filtering, and Proposed wo. caching,
respectively. Four performance metrics are considered in the
evaluation:

1) Segment downloading time: The time to receive all the
BL tiles of a video segment, indicating the time when
a video segment is ready to play smoothly with basic
quality;

2) Segment quality: The ratio of the number of expected
EL tiles timely delivered to the total number of expected
EL tiles requested for a video segment, given that the
corresponding BL tiles have already been received. Thus,
the maximum video segment quality is 2;

3) Packet retransmission delay: The waiting time for receiv-
ing a retransmitted packet;

4) Goodput ratio: The number of received packets that
contribute to the video segment quality, including all BL
packets and timely-delivered expected EL packets, over
the total number of packets received by a video client.

D. Simulation Results

Fig. 13(a) and Fig. 13(b) show the average segment down-
loading time and quality with link capacity, respectively.
As the link capacity of each transmission node increases, the
average segment downloading time reduces, and the average
segment quality improves, where our proposed transmission
protocol achieves better performance compared to the bench-
marks. Originally, QUIC is a reliable transport protocol that
ensures reliable packet delivery. However, deadline-violated
and outdated EL packets do not improve video quality,5 which
wastes link transmission resources and aggravates network
congestion instead. In our proposed transmission protocol,
useless EL packets for streaming a video segment are directly
discarded, which does not affect the BL/EL packet trans-
missions of subsequent segments, while link transmission
resources are saved to transmit those expected packets that
may still be able to be timely delivered to the target video
client in a relatively congestion-mild transmission environ-
ment. Hence, our proposed transmission protocol achieves
better performance than the QUIC protocol.

For Proposed wo. filtering, deadline-violated EL packets
are discarded without affecting the BL tile downloading of
the next video segment, thus achieving a smaller average
segment downloading time than the Proposed wo. dropping.
In terms of average segment quality, as link capacity is small,
there are many deadline-violated EL packets which account
for the majority of useless EL packets. The Proposed wo.
filtering scheme thus achieves better average segment quality
than the Proposed wo. dropping. As link capacity increases,
the number of deadline-violated EL packets is small. In this

5We use ‘useless EL packets’ hereafter to refer to deadline-violated and
outdated EL packets for brevity.

Fig. 13. Average segment downloading time and quality vs. link capacity.

case, filtering out outdated EL packets brings larger segment
quality improvement. For Proposed wo. filtering, part of the
saved transmission resources is still used to transmit outdated
EL packets which account for the majority of useless EL
packets when link capacity is large. Therefore, the Proposed
wo. dropping scheme achieves higher average segment quality
than Proposed wo. filtering.

Fig. 14(a) - Fig. 14(c) show the performance of average
packet retransmission delay, average segment downloading
time, and average segment quality when random packet loss
occurs at each hop along the route of the VR video slice.
The mean of FoV prediction error is set as 5◦. It can
be seen that as random loss rate increases, the average
packet retransmission delay and segment downloading time
increase, and the average segment quality decreases, while our
proposed transmission protocol outperforms the benchmarks.
As random loss rate increases, more BL/EL packets are
lost and re-injected into the VR video slice for retransmis-
sions. Retransmitted BL packets lead to increased segment
downloading time, while retransmitted EL packets degrade
segment quality due to deadline violations. With the proposed
caching-based packet retransmission scheme, randomly lost
BL/EL packets are retransmitted by the ingress node using the
cached packet copies in the caching buffer, instead of by the
remote servers. Thus, a smaller packet retransmission delay is
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Fig. 14. Average packet retransmission delay, segment downloading time, and segment quality vs. random packet loss rate.

achieved. Besides, deadline-violated and outdated EL packets
are discarded without being further transmitted, including the
retransmitted ones. On the contrary, in QUIC, all lost BL/EL
packets including the deadline-violated ones are retransmitted
from the remote servers. Therefore, our proposed transmission
protocol outperforms the QUIC protocol. In addition, when
the proposed caching-based packet retransmission scheme is
deactivated (i.e., Proposed wo. caching), randomly lost BL/EL
packets are retransmitted in a less congested transmission
environment compared to QUIC since useless EL packets are
directly dropped, which, resultingly, achieves better perfor-
mance.

Fig. 15(a) and Fig. 15(b) show the average segment down-
loading time and quality with the mean of FoV prediction
error. When the mean of FoV prediction error increases,
the predicted FoV deviates more from the real FoV, and
the corresponding sets of EL tiles covered by the predicted
and the real FoVs differ more significantly from each other.
Correspondingly, there will be more urgent expected EL
packets to be delivered and more outdated EL packets to
be filtered out. It can be seen from Fig. 15 that the average
segment downloading time increases and the average segment
quality reduces as FoV prediction deviation becomes larger,
while our proposed transmission protocol outperforms the
benchmarks. In the proposed transmission protocol, useless
EL packets for each video segment downloading are directly
discarded without affecting the subsequent segment’s BL/EL
packet transmissions, and more urgent expected EL packets
can be timely delivered to the target video client. For QUIC,
link transmission resources are wasted for reliably transmitting
those useless EL packets. Hence, our proposed transmission
protocol achieves better performance.

In addition, for Proposed wo. filtering, deadline-violated
EL packets are discarded, which thus has minor impacts on
the subsequent segment’s BL tile downloading. On the other
hand, as FoV prediction deviation increases, the number of
outdated EL packets is larger. In this case, packet filtering
operations obtain bigger segment quality improvement. For
the Proposed wo. filtering, part of the saved transmission
resources due to deadline-violated EL packet dropping is
still consumed to transmit outdated rather than expected EL
packets. Therefore, compared to the Proposed wo. dropping,

Fig. 15. Average segment downloading time and quality vs. FoV prediction
error.

the Proposed wo. filtering scheme achieves a lower average
segment downloading time and quality.

Fig. 16(a) - Fig. 16(b) show the average segment download-
ing time, quality, and average goodput ratio with congestion
duration, respectively. Specifically, starting from the 10th
second in the evaluation, we throttle the link transmission rate
of s1 to 540 packet/s. We can see from Fig. 16 that the average
segment downloading time increases and the average segment
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Fig. 16. Average segment downloading time, segment quality, and goodput ratio vs. congestion duration.

quality decreases with congestion duration, and our proposed
transmission protocol outperforms the benchmarks, showing a
lower sensitivity to network congestion. Besides, our proposed
transmission protocol maintains a very high average goodput
ratio, indicating high transmission efficiency.

When the transmission network is congested, it takes longer
time to receive all the BL tiles of a video segment, and more
expected EL packets exceed their transmission deadlines, thus
leading to a longer segment downloading time and degraded
segment quality. In the proposed transmission protocol, use-
less EL packets are directly dropped without affecting the
subsequent segment’s BL/EL packet transmissions. For QUIC,
useless EL packets are still reliably transmitted, which aggra-
vates network congestion and hinders the timely delivery of
subsequent BL and expected EL packets, thus leading to a
larger average segment downloading time and lower average
segment quality. In addition, for the Proposed wo. filtering,
when congestion duration is short, the number of deadline-
violated EL packets is small, and part of link capacity is
taken up to timely deliver outdated EL packets rather than
urgent expected EL packets. Thus, the Proposed wo. filtering
achieves lower average segment quality than the Proposed wo.
dropping. When congestion duration increases, the number of
deadline-violated EL packets is large, some of which are likely
outdated EL packets. In that case, the Proposed wo. filtering
achieves higher average segment quality than the Proposed
wo. dropping. In addition, goodput ratio loss may come
from deadline-violated EL packets when deadline-violated EL
packet dropping is not enabled or from outdated EL packets
when packet filtering functionality is not activated. With our
proposed transmission protocol, almost all the EL packets
received by the target video client are expected and timely-
delivered, thus maintaining a very high average goodput ratio.

VII. CONCLUSION

In this paper, we have presented a customized slice-level
transmission protocol based on QUIC for tile-based 360◦ VR
video streaming. Various properties of video tiles are sup-
ported by tailoring the QUIC protocol, where explicit mapping
relations between requested video tiles and QUIC streams are
established. Two customized protocol functionalities including
packet filtering and caching-based packet retransmission are

proposed which remove outdated EL video data due to FoV
prediction errors in prompt response to viewing behavior
dynamics and efficiently perform retransmissions of lost BL
and EL packets with disparate transmission reliability require-
ments. Key transport parameters are determined via analytical
modeling. Simulation results demonstrate the effectiveness
of the proposed transmission protocol. As the E2E packet
transmission analysis in this work considers the ‘best case’
neglecting the effect of deadline-violated EL packet dropping,
we will consider a more realistic situation and develop a more
practical E2E transmission modeling in our future work.
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