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Abstract—In this paper, we investigate the resource
slicing and scheduling problem in the space-terrestrial
integrated vehicular networks to support both delay-
sensitive services (DSSs) and delay-tolerant services
(DTSs). Resource slicing and scheduling are to allocate
spectrum resources to different slices and determine user
association and bandwidth allocation for individual vehi-
cles. To accommodate the dynamic network conditions,
we first formulate a joint resource slicing and scheduling
(JRSS) problem to minimize the long-term system cost,
including the DSS requirement violation cost, DTS delay
cost, and slice reconfiguration cost. Since resource slicing
and scheduling decisions are interdependent with differ-
ent timescales, we decompose the JRSS problem into a
large-timescale resource slicing subproblem and a small-
timescale resource scheduling subproblem. We propose
a two-layered reinforcement learning (RL)-based JRSS
scheme to find the solutions to the subproblems. In the re-
source slicing layer, spectrum resources are pre-allocated
to different slices via a proximal policy optimization-based
RL algorithm. In the resource scheduling layer, spectrum
resources in each slice are scheduled to individual vehi-
cles based on dynamic network conditions and service
requirements via matching-based algorithms. We conduct
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extensive trace-driven experiments to demonstrate that
the proposed scheme can effectively reduce the system
cost while satisfying service quality requirements.
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I. INTRODUCTION

Connected and automated vehicles (CAVs) have been en-
visioned as a necessity in the future driverless era to en-

able a safe, efficient, and intelligent transportation system. To
accommodate multifarious CAV services, the next-generation
networks are expected to provide worldwide seamless cover-
age, enhanced network flexibility, and improved network reli-
ability. Terrestrial networks alone can barely satisfy these re-
quirements due to spectrum scarcity, high operational expen-
diture, and geographically-constrained infrastructure deploy-
ment. To fill this gap, space-terrestrial integrated vehicular
networks (STIVNs) have emerged to utilize the complemen-
tary advantages of different network segments[2,3]. Specifi-
cally, low earth orbit (LEO) satellite networks are promising
in providing high-bandwidth Internet connectivity due to the
low orbit altitude and small signal attenuation. With the in-
tegration of space and terrestrial networks, the STIVN holds
great potential to provide globally ubiquitous, flexible, and re-
liable network connectivity in a cost-effective way.

CAV services have diversified quality-of-service (QoS) re-
quirements. For instance, delay-sensitive applications have
stringent delay requirements, e.g., 0.5-2 ms for robotic aided
surgery and 10 ms for augmented reality devices to offload
processing tasks to a processing server[4]; while data-craving
services are generally delay-tolerant and require high through-
put, e.g., high definition (HD) map download and video
streaming services. For flexible network resource manage-
ment to satisfy differentiated QoS requirements, radio ac-
cess network (RAN) slicing has emerged as a promising
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solution[5]. By constructing multiple logically independent
slices for different types of services on a shared physical net-
work infrastructure, RAN slicing can realize service isolation
to meet diversified service demands. In RAN slicing-based
networks, network resources can be managed with different
time granularities: large-timescale resource slicing and small-
timescale resource scheduling. The large-timescale resource
slicing, which is executed in each slicing window, determines
resources allocated to each slice to guarantee service level
agreement. The small-timescale resource scheduling is op-
erated at each time slot to schedule resources in each slice to
individual users for QoS satisfaction. Basically, each slicing
window is composed of multiple time slots, the number of
which can be flexibly adjusted in different scenarios.

In the literature, there exist some works investigating the
space-terrestrial integrated networks and RAN slicing tech-
niques, respectively. In Ref. [6], a framework of space-air-
ground integrated moving cell, SAGECELL, is proposed to
take the complementary advantages of space, aerial, and ter-
restrial networks to manage the traffic demands with limited
network resources. Leveraging the cognitive ratio technol-
ogy, Liang et al. propose an intelligent spectrum management
framework based on software-defined networking (SDN) and
artificial intelligence (AI) to enable spectrum sharing between
satellite and terrestrial networks[7]. Spectrum sensing in the
SAG network is investigated in Ref. [8], where a deep learning
(DL)-based algorithm is investigated to enhance the spectrum
sensing performance. In Ref. [9], a novel caching-assisted
content distribution scheme is proposed in the space terrestrial
integrated networks (STIN) to guarantee users’ quality of ex-
perience. To fully utilize the computing capability of hetero-
geneous devices in the integrated networks, the joint optimiza-
tion of radio resource allocation and bidirectional communi-
cation/computation task offloading is investigated in Ref. [10]
to minimize the task completion time and satellite resource
usage. RAN slicing has also attracted more and more atten-
tion from both industry and academia. In the industry, 3GPP
standardizes the RAN slicing in 5G networks in Ref. [11] and
specifies the concepts, use cases, and requirements for net-
work slicing management in mobile networks in Ref. [12].
In academia, RAN slicing has also gained increasing atten-
tion. In Ref. [13], a hierarchical soft-slicing framework is
proposed, including the network-level slicing and the gNB-
level slicing, to support services with diversified QoS require-
ments. Focusing on resource slicing in the space-air-ground
integrated vehicular networks (SAGVN), Lyu et al. propose
an online control framework in Ref. [14] to make online deci-
sions on the request admission and scheduling, unmanned au-
tonomous vehicle (UAV) dispatching, and resource slicing for
different services. Machine learning-based approaches have
also been widely applied in solving resource slicing prob-
lems. In Ref. [15], an RAN slicing orchestration solution is

proposed to provide latency and throughput guarantees via a
multi-armed-bandit-based orchestrator. In Ref. [16], resource
slicing is studied to maximize the eMBB data rate consider-
ing the constraints on ultra-reliable low latency communica-
tions (URLLC) reliability and an optimization-aided deep RL-
based framework is proposed. Resource scheduling in RAN
slicing is investigated in Ref. [17], where an intelligent re-
source scheduling strategy is proposed with a collaborative
learning framework incorporating both DL and reinforcement
learning (RL).

Despite the aforementioned existing works, various techni-
cal challenges associated with resource slicing and schedul-
ing in the STIVN remain. First, most existing works con-
sider resource slicing in networks where the available net-
work resources are fixed, which cannot be directly applied
to the STIVN. Due to satellite mobility, the number of satel-
lites serving a target area changes with time, leading to time-
varying LEO satellite spectrum resources in the STIVN. Sec-
ond, most existing works study resource slicing and schedul-
ing separately, and the joint optimization of resource slicing
and scheduling has not been well investigated. The joint op-
timization is essential for vehicular QoS guarantee and the
STIVN resource utilization improvement due to the inter-
dependency between the two decisions. Third, considering
the spatial-temporal variations of the vehicle density and ser-
vice request arrival rate, designing a dynamic joint resource
slicing and scheduling scheme to optimize the long-term per-
formance is imperative yet challenging.

In this paper, we investigate the joint resource slicing and
scheduling (JRSS) to manage the spectrum resources in the
STIVN for supporting both delay-sensitive services (DSSs)
and delay-tolerant services (DTSs). To cope with the dynamic
vehicle density and service request arrival rate, the JRSS prob-
lem is formulated as a stochastic optimization problem to min-
imize the long-term overall system cost, including the DSS
requirement violation cost, DTS delay cost, and slice recon-
figuration cost. As the resource slicing and scheduling deci-
sions are interdependent with different timescales, the formu-
lated JRSS problem is intractable. To solve the problem, we
propose a two-layered RL-based JRSS (TLRL-JRSS) scheme.
Specifically, the JRSS problem is first decoupled into a large-
timescale resource slicing subproblem and a small-timescale
resource scheduling subproblem. In the resource slicing layer,
spectrum resource slicing ratios for DSS and DTS slices are
optimized in each slicing window. In resource scheduling
layer, spectrum resources in each slice are scheduled to in-
dividual vehicles at each time slot by determining the vehicle-
to-access point (AP) association and bandwidth allocation.
The main contributions in this paper are summarized as fol-
lows.
• We study the joint design of spectrum resource slicing

and scheduling in the STIVN, which is of significant impor-
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Tab. 1 Summary of notations

SAT , T BS,
V , AP

Set of LEO satellites, TBSs, vehicles, and all the APs, re-
spectively

B,r,a Spectrum resource, resource slicing ratio, vehicle-AP as-
sociation, respectively

T rem
ap,v The remaining contact time between vehicle v and AP ap

ρ,λ Vehicle density and service data packet arrival rate, re-
spectively

ς s,ςw,s
v (t) Size of each data packet and the requested data size to be

delivered, respectively

P,g,φ Transmission power, channel power gain, and spectral ef-
ficiency, respectively

Dv,th, φth DSS delay requirement and the minimum spectral effi-
ciency requirement, respectively

Dprop Propagation delay for satellite communication links

Dw,s
v (ςw,s

v (t)) Delay for providing service s to vehicle v with data size
ς

w,s
v (t) at time (w, t)

PCw
t , DCw

t ,
RCw

DSS requirement violation cost, DTS delay cost, and slice
reconfiguration cost, respectively

pw
v ,cd ,cr Unit cost for DSS requirement violation, DTS delay, and

resource reconfiguration, respectively

α,β ,ρ Parameters controlling the relative importance of different
types of costs

Cw
sys Overall system cost in slicing window w

Ψ ,Ξ,Π Set of all possible actions, states, and policies, respectively

ξw State in slicing window w

γ,ε Discount factor and PPO clipping ratio, respectively

Notes: The notations can be used with subscripts and/or superscripts. Sub-
scripts ap and v refer to AP ap∈AP and vehicular user v∈V , respectively.
Superscripts w and s represent slicing window w ∈W and service s ∈ S,
respectively. If (t) is used after a notation, it refers to the notation at time
slot t ∈ T .

tance for CAV services with diversified QoS requirements.
Specifically, we formulate the JRSS problem to investigate the
interplay between resource slicing and scheduling scheme de-
sign, with the objective of minimizing the long-term overall
system cost.

• We propose a TLRL-JRSS scheme to solve the JRSS
problem. The JRSS problem is first decoupled into a large-
timescale resource slicing subproblem and a small-timescale
resource scheduling subproblem. The two subproblems are
tightly-coupled. The resource slicing decisions pose resource
constraints on the resource scheduling in each slice. On the
other hand, the performance of resource scheduling can pro-
vide feedback for slicing decisions to facilitate slicing adjust-
ment.

• In the resource slicing layer, a proximal policy opti-
mization (PPO)-based RL algorithm is utilized to determine
the spectrum resource slicing ratio, considering the impact
of time-varying LEO satellite resources and service request

arrival rates. In the resource scheduling layer, based on
the dynamic network conditions and service requirements,
matching-based optimization algorithms are proposed to solve
the resource scheduling subproblem with low complexity.

The remainder of this paper is organized as follows. Sys-
tem model and problem formulation are given in section
II. Section III presents the proposed TLRL-JRSS scheme,
which includes the matching-based algorithms for the re-
source scheduling subproblem as presented in section IV, and
the PPO-based RL algorithm for the resource slicing sub-
problem as discussed in section V. Performance evaluation is
carried out in section VI to demonstrate the performance of
the proposed scheme, followed by the conclusions and future
works in section VII. Useful notations used throughout the pa-
per are listed in Tab. 1.

II. SYSTEM MODEL AND
PROBLEM FORMULATION

A. Network Model
As shown in Fig. 1, we consider an STIVN scenario where

vehicles’ service requests can be served by terrestrial base
stations (TBSs) and/or LEO satellites. Denote the sets of
LEO satellites, TBSs, and vehicles by SAT , T BS, and V ,
respectively. AP = SAT ∪T BS denotes all the APs. Dif-
ferent spectrum frequencies are used for satellite-to-vehicle
(S2V) and TBS-to-vehicle (T2V) communications to avoid
co-channel interference. The total available spectrum band-
width at each TBS (LEO satellite) is denoted by BT BS (BSAT ).
In this work, we adopt the control architecture proposed in
Ref. [3], where the TBSs and satellites are controlled by a
centralized SDN controller to conduct resource slicing and
scheduling. In this work, we mainly focus on the RAN
resource slicing and scheduling assuming that backhaul re-
sources are sufficient to support all the service requests.

Considering the mobility of vehicles and LEO satellites,
the remaining contact time between vehicle v and AP ap is
denoted by T rem

ap,v
1. In the target scenario, the vehicle density

within ap’s coverage area is denoted by ρap. At any given
time instant, the vehicle density within different TBSs’ cover-
age areas is different, while LEO satellites observe the same
vehicle density since they all can cover the entire target area.
In view of the vehicle mobility, at different time instants, ρap

changes for all ap ∈ AP . In addition, due to satellite move-
ment, the number of LEO satellites serving the target area
changes with time, which can be calculated referring to Ap-
pendix B. Thus, the LEO satellite spectrum resource available
for the target area also varies with time.

1Vehicles can report their locations and planned trajectories to APs, based
on which T rem

ap,v can be calculated with the fixed deployment of TBSs and the
trackable locations of satellites.
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Fig. 1 Illustration of resource slicing and scheduling in the STIVN

B. Resource Slicing and Scheduling

As shown in Fig. 1, two slices are constructed in this work
to support two types of services: 1) DSSs with maximum tol-
erable delay constraints; and 2) DTSs which require to mini-
mize the overall service delay. The set of vehicular services is
denoted by S =DSS ∪DT S. Resource slicing and schedul-
ing operate in a time-slotted manner. Time is partitioned into
multiple slicing windows, denoted by w∈W = {1,2, · · · ,W}.
Each slicing window is further partitioned into multiple time
slots, denoted by t ∈ T = {1,2, · · · ,T}. Thus, the slicing and
scheduling in different timescales can be described as follows.

1) Resource slicing: At the beginning of each slicing win-
dow w, the SDN controller makes resource slicing decisions
rw,s

ap ∈ [0,1], i.e., the slicing ratio of spectrum resources allo-
cated to slice s at AP ap. Within a slicing window, slicing de-
cisions remain unchanged. Due to the variations in service re-
quest patterns and the mobility of vehicles and LEO satellites,
the service demands and available spectrum resources change
with time. Therefore, at the end of each slicing window, the
SDN controller evaluates the system performance based on
the feedback from APs, and adjusts the resource slicing deci-
sions for the next slicing window.

2) Resource scheduling: Based on the resource slicing de-
cisions, the available spectrum resources for slice s at AP ap
within slicing window w is Bw,s

ap = rw,s
ap Bap. Then the resource

scheduling is conducted at the beginning of each time slot
to allocate spectrum resources to individual vehicular users
based on the spatial-temporal variations in network topol-
ogy, user mobility, and service requirements. The resource
scheduling decisions include the association between vehicles
and APs and the bandwidth allocation for the vehicle-AP com-
munication links. Note that the resource scheduling decisions
in different slicing windows are independent.

Recall that ρap varies for different TBSs but keeps the
same for all LEO satellites at any given time slot. Therefore,
rw,s

ap , ap∈ T BS varies for different APs based on the dynamic
traffic demand, while rw,s

ap = rw,s
ap′ , ∀ap,ap′ ∈SAT . Under this

assumption, when new LEO satellites become available dur-
ing slicing window w, the newly available satellites can follow
the resource slicing ratio decisions made at the beginning of
window w. In consequence, the resources of the new satellites
can be utilized in the current slicing window without requiring
re-calculation of the slicing ratio.

In the STIVN scenario, each vehicle requests service s ∈ S
independently. Service data packet arrivals of each vehicle are
assumed to follow a Poisson process. Let λ w,s denote the data
packet arrival rate per vehicle for service s in slicing window
w, and let the data size of each data packet be denoted by
ς s. Thus, at time slot t, the probability that vehicle v requests
service s with data size ς

w,s
v (t) is

Prreq(ς
w,s
v (t)) =

(λ w,s)ς
w,s
v (t)/ς s · e−λ w,s

(ςw,s
v (t)/ς s)!

. (1)

C. Communication Model
For notational simplicity, we use (w, t) to denote the t-th

time slot in slicing window w. Let aw,s
ap,v(t) be the associa-

tion indicator, where aw,s
ap,v(t) = 1 when vehicle v is associated

with ap for service s at time (w, t), and aw,s
ap,v(t) = 0 otherwise.

Denote by Bw,s
ap,v(t) the spectrum resource allocated to ap-v

communication link for service s at time (w, t). Since DSS re-
quests generally have a small data size, the DSS data will not
be separated for delivery from multiple APs, i.e.,

∑
ap∈AP

aw,DSS
ap,v 6 1. (2)

In addition, due to the stringent delay requirement, the han-
dover should be avoided during DSS provisioning to elimi-
nate the extra handover delay. Therefore, the ap-v association
is feasible for DSSs only when the remaining contact time is
no shorter than the maximum tolerable delay, i.e.,

aw,DSS
ap,v (t)6 1T rem

ap,v(t)>Dw
v,th(t)

, (3)

where Dw
v,th(t) is the maximum tolerable delay for vehicle v

with DSS requests at time (w, t). 1condition is an indicator,
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where 1condition = 1 if the condition is true, and 1condition = 0
otherwise.

Considering that DTSs generally have large data packet
sizes, DTS requests can be served by multiple types of APs
simultaneously. Without loss of generality, when vehicle v is
covered by multiple APs of the same type (e.g., multiple TBSs
or satellites), it can connect to at most one AP from the same
network segment at each time slot, i.e.,

∑
li∈SAT

aw,DT S
li,v

(t)6 1, ∑
bk∈T BS

aw,DT S
bk,v

(t)61. (4)

For vehicle v, the achievable signal-to-noise ratio (SNR),
the spectral efficiency, and the achievable data rate of the ap-v
communication link at time (w, t) are expressed as

SNRw
ap,v(t) = Pap,vgw

ap,v(t)/σ2,

φ w
ap,v(t) = log2(1+SNRw

ap,v(t)),

Rw,s
ap,v(t) = Bw,s

ap,v(t)φ w
ap,v(t), ∀ap ∈ AP, ∀v ∈ V,

(5)

where σ2, Pap,v, and gw
ap,v(t) are the Gaussian noise power,

the transmit power, and the channel power gain from ap to v,
respectively. Note that gw

ap,v(t) consists of large-scale pathloss
and small-scale channel fading: gw

ap,v(t) = (dw
ap,v(t))

−δ hap,v,
where dw

ap,v(t) is the distance between ap and v, δ is the
pathloss exponent, and hap,v is the channel fading. Specif-
ically, the terrestrial channels follow Rayleigh fading due
to the widely spread scatterers, and thus, we have hap,v ∼
Exp(1),ap ∈ T BS. For S2V communications, the line-of-
sight (LoS) signal is a strong dominant component. There-
fore, the S2V channels are considered as Rician fading chan-
nels [18], with the probability density function of the channel
fading being

f (x) = K+1
Ω

exp
{
−K− (K+1)x

Ω

}
I0

(
2
√

K(K+1)x
Ω

)
, (6)

where K is the ratio between the power in the LoS path and
the power in the scattered paths, Ω is the total power of the
LoS and scattering signals, and I0(·) is the modified Bessel
function of the first kind with zero order.

For T2V communications, the propagation delay is negligi-
ble, while for S2V communications, the impact of the propa-
gation delay is non-negligible due to the long communication
distance. Considering the trackability of satellites, the prop-
agation delay from LEO satellite li to vehicle v at time (w, t)
can be obtained and denoted by Dprop,w

li,v
(t).

D. Problem Formulation
Considering the spatial-temporal variations in network con-

ditions and service request arrival rates, the minimization of
the long-term overall system cost is of significant importance,
especially from the perspective of network operators. In this
work, the overall system cost includes the DSS requirement
violation cost, DTS delay cost, and slice reconfiguration cost.

1) DSS Requirement Violation Cost: When the DSS de-
lay exceeds the maximum allowable delay Dw

v,th(t), a penalty
cost will incur to penalize constraint violation. Thus, the DSS
delay violation penalty cost at time (w, t) is

PCw
t = ∑

v
pw

v 1
ς

w,DSS
v (t)>01Dw,DSS

v (ς
w,DSS
v (t))>Dw

v,th(t)
, (7)

where Dw,s
v (ςw,s

v (t)) is the delay for providing service s to ve-
hicle v with data size ς

w,s
v (t) at time (w, t), and pw

v is the unit
cost for violating the delay requirement for v in slicing win-
dow w ($/number). pw

v can also represent the priority of dif-
ferent vehicles, where a larger pw

v indicates a higher service
priority.

2) DTS Delay Cost: Since the service delay of DTS re-
quests is significantly affected by the requested file size, av-
erage delay per unit data size is used to characterize the DTS
delay performance. At time (w, t), the average DTS delay cost
for all the vehicles with DTS requests is defined as

DCw
t =

∑v cd [1ς
w,DT S
v (t)>0 ·D

w,DT S
v (ςw,DT S

v (t))]

∑v ς
w,DT S
v (t)

, (8)

where cd is the unit cost of DTS delay ($/s).

3) Slice Reconfiguration Cost: In different slicing win-
dows, the SDN controller may need to adjust the spectrum
resources allocated to different slices, rendering the slice re-
configuration cost[19]. Considering that resource release can
be easily accomplished with negligible cost, the slice recon-
figuration cost in slicing window w, denoted by RCw, is ex-
pressed as

RCw = ∑
s∈S

∑
ap∈AP

crBap max{rw,s
ap − rw−1,s

ap ,0}, (9)

where cr is the unit cost of resource reconfiguration ($/Hz).
Combining (7)-(9), the overall system cost in slicing win-

dow w is defined as

Cw
sys = α

1
T

T

∑
t=1

PCw
t +β

1
T

T

∑
t=1

DCw
t +ρRCw, (10)

where parameters α,β , and ρ control the relative importance
of the three types of costs.

The JRSS problem to minimize the long-term overall sys-
tem cost is formulated as

P0 : min
{rw,awt ,b

w
t }

E

[
lim

W→∞

1
W

W

∑
w=1

Cw
sys

]
(11)

s.t. 0 6 rw,s
ap 6 1, ∑

s∈S
rw,s

ap = 1, (11a)

aw,s
ap,v(t) ∈ {0,1}, (11b)

0 6 Bw,s
ap,v(t)6 rw,s

ap Bap, (11c)
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∑
v

aw,s
ap,v(t)B

w,s
ap,v(t)6 rw,s

ap Bap, (11d)

aw,s
ap,v(t)6 1

ς
w,s
v (t)>01T rem

ap,v(t)>0, (11e)

aw,s
ap,v(t)φ

w
ap,v(t)> aw,s

ap,v(t)φth, (11f)

(2), (3),and (4),

where rw = {rw,s
ap }, awt = {aw,s

ap,v(t)}, bwt = {Bw,s
ap,v(t)}, ∀ap ∈

AP,v ∈ V,s ∈ S, t ∈ T , and φth is the minimum spectrum
efficiency requirement for correct data detection at the receiv-
ing vehicle. Constraint (11a) is the resource slicing constraint
to ensure that resources allocated to all the slices should not
exceed the resource capacity at each AP. Constraints (11b)-
(11d) guarantee the feasibility of vehicle-AP association and
bandwidth allocation decisions, where the resource slicing
and scheduling decisions are tightly coupled. Constraint (11e)
means that vehicle v can be associated with ap only when v
has service requests and v is within ap’s coverage area. Con-
straint (11f) ensures that a v-ap association is feasible only
when the spectral efficiency satisfies φ w

ap,v(t)> φth.

III. DESIGN OF THE TLRL-JRSS SCHEME

The formulated JRSS problem P0 belongs to the stochas-
tic optimization due to the spatial-temporal variations in net-
work conditions including vehicle density, service request ar-
rival rates, and the available LEO satellite spectrum resources.
In the highly dynamic STIVN, the lack of future network
information makes it painstaking, if not impossible, to find
the globally optimal solution via traditional optimization ap-
proaches. One potential solution is to apply RL-based meth-
ods to solve the problem without requiring knowledge of fu-
ture network conditions. However, the resource slicing and
scheduling decisions have different timescales and are tightly
coupled, rendering traditional RL algorithms inefficient and
difficult to converge. To solve the multi-timescale joint op-
timization problem with coupled constraints, we propose a
TLRL-JRSS scheme. Specifically, problem P0 is the first de-
composed into two subproblems: a resource scheduling sub-
problem and a resource slicing subproblem. In the resource
scheduling layer, matching-based resource scheduling algo-
rithms are proposed to determine the vehicle-AP association
and bandwidth allocation for vehicular service requests at
each time slot. In the resource slicing layer, we leverage a
PPO-based RL algorithm to make resource slicing decisions
in each slicing window. Fig. 2 shows the working diagram of
the proposed TLRL-JRSS scheme.

A. Resource Scheduling Subproblem
According to (9), resource scheduling decisions awt and

bwt have no impact on the slice reconfiguration cost. There-
fore, the objective of the resource scheduling subproblem is
to minimize the sum of the DSS requirement violation cost

and the DTS delay cost in each slicing window. With slice
isolation, resource scheduling in DSS and DTS slices is inde-
pendent. Considering that the information on future network
conditions is not available, scheduling decisions awt and bwt
are optimized based only on the current network state to min-
imize the instantaneous service cost for DSS and DTS slices,
respectively. Thus, resource scheduling in the DSS slice and
the DTS slice can be respectively formulated as follows (for
notation simplicity, we omit the slicing window superscript w
in this subsection)

P1−DSS : min
{aDSS

ap,v(t),BDSS
ap,v(t)}

∑
v

pv1ςDSS
v (t)>01DDSS

v (ςDSS
v (t))>Dv,th(t)

s.t. (2), (3),and (11b)-(11f),

P1−DT S : min
{aDT S

ap,v (t),BDT S
ap,v (t)}

∑v cd [1ςDT S
v (t)>0 ·DDT S

v (ςDT S
v (t))]

∑v ςDT S
v (t)

s.t. (4) and (11b)-(11f).

To solve problems P1−DSS and P1−DT S, we first need to
analyze the service delay performance. Due to the lack of
knowledge of future network information, the scheduling de-
cisions at each time slot can only be made based on the cur-
rent/previous network status, to minimize the expected delay.
For vehicle v requesting service s with data size ς s

v (t), the ex-
pected service delay is expressed as

Ds
v(ς

s
v (t))=

max

{
∑

bk∈T BS
as

bk,v(t)
(

ς s
bk,v

(t)

Rs
bk,v

(t)
+1s,HO

bk,t
1t 6=t0DHO

)
+

∑
li∈SAT

as
li,v(t)

(
ς s

li,v
(t)

Rs
li,v

(t)
+1s,HO

li,t

(
Dprop

li,v
(t)+1t 6=t0DHO

))}
+(

1− max
ap∈AP

{as
ap,v(t)}

)
Dmax, (12)

where ς s
ap,v(t) is the data size scheduled to be delivered from

ap to v at time slot t, which satisfies ∑ap ς s
ap,v(t) = ς s

v (t).
For DSS requests satisfying constraint (2), we have ςDSS

ap,v(t) =
ςDSS

v (t) for the AP with aDSS
ap,v(t) = 1. Since DTS requests can

be served by different types of APs simultaneously according
to (4), we have 0 6 ςDT S

ap,v (t)6 ςDT S
v (t). 1s,HO

ap,t is the handover
indicator with 1s,HO

ap,t = 1as
ap,v(t)=11as

ap,v(t−1)=0, t0 denotes the
time slot when the request starts being served, and DHO is the
handover delay. The last term in (12) indicates that when ve-
hicle v is not associated with any APs, the expected service
delay is Dmax, which is a sufficiently large number to penalize
the unsuccessful service provisioning. More details on how
to solve problems P1−DSS and P1−DT S will be illustrated in
sections IV.A and IV.B, as shown in Fig. 2.
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Fig. 2 Working diagram of the proposed TLRL-JRSS scheme

B. Resource Slicing Subproblem
Resource slicing decisions rw are optimized for each slic-

ing window w to minimize the long-term overall system cost,
which is formulated as follows

P2 : min
{rw}

E

[
lim

W→∞

1
W

W

∑
w=1

Cw
sys

]
, (13)

s.t. (11a).

The objective of problem P2 is to design a resource slicing
policy to minimize the expected long-term average system
cost. Notice that for any given slicing decision, the resource
scheduling within a slicing window can be performed as dis-
cussed in sections III.A and IV and the corresponding system
cost can be calculated. However, the closed-form expression
for the system cost performance is not available and the rela-
tionship between the sliced resources and the corresponding
performance is unclear. To address this problem, problem P2

will be first formulated as a Markov decision process (MDP).
Then a PPO-based RL algorithm will be proposed to solve the
resource slicing subproblem, which will be presented in sec-
tion V.

IV. MATCHING-BASED ALGORITHMS FOR
RESOURCE SCHEDULING LAYER SUBPROBLEM

A. DSS Resource Scheduling
Recall that handover is discouraged during the DSS provi-

sioning to avoid handover delay. According to (12), for a DSS
request with data size ςDSS

v (t), the expected service delay can
be simplified as

DDSS
v (ςDSS

v (t)) = max

{
∑

bk∈T BS
aDSS

bk,v(t)
ςDSS

v (t)
RDSS

bk,v
(t)

,

∑
li∈SAT

aDSS
li,v (t)

(
ςDSS

v (t)
RDSS

li,v
(t)

+Dprop
li,v

(t)

)}
+(

1− max
ap∈AP

{aDSS
ap,v(t)}

)
Dmax. (14)

Therefore, given association decisions, if
maxap∈AP{aDSS

ap,v(t)} = 0, the request will not be served and
a penalty should be imposed; Otherwise, the required band-
width to satisfy the delay constraint DDSS

v (ςDSS
v (t))6 Dv,th(t)

can be calculated as

BDSS,req
ap,v (t) = ∑

bk∈T BS
aDSS

bk,v(t)
ςDSS

v (t)
Dv,th(t)φbk,v(t)

+

∑
li∈SAT

aDSS
li,v (t)

ςDSS
v (t)

[Dv,th(t)−Dprop
li,v

(t)]φli,v(t)
.

(15)

The goal of DSS resource scheduling is to minimize the
DSS requirement violation cost, which can be rewritten as

PCt = ∑
v

pv1ςDSS
v (t)>01DDSS

v (ςDSS
v (t))>Dv,th(t) =

∑
v

pv1ςDSS
v (t)>0−∑

v
pv1ςDSS

v (t)>01DDSS
v (ςDSS

v (t))6Dv,th(t).

Therefore, minimizing PCt is equivalent to maximizing PCt =

∑v pv1ςDSS
v (t)>01DDSS

v (ςDSS
v (t))6Dv,th(t).

To find the optimal aDSS
ap,v(t) and BDSS

ap,v(t) to maximize PCt

while satisfying the constraints in problemP1−DSS, we first re-
formulateP1−DSS into a matching problem. Construct a bipar-
tite graph G = (Vt ,AP t ,Et), where Vt is the set of requesting
vehicles, AP t is the set of APs, and Et is the set of edges con-
necting vertices in Vt andAP t . For an edge (v,ap) connecting
v and ap (v ∈ Vt ,ap ∈ AP t), we have (v,ap) ∈ Et if and only
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if constraints (3), (11e), and (11f) are satisfied. Therefore,
the DSS resource scheduling problem is transformed into a
matching problem to find a matching M ⊆ G to maximize
PCt , i.e., the sum of the penalty for matched vehicular re-
quests. To satisfy constraints (2) and (11b)-(11d), each ve-
hicle can be matched with at most one AP, while each AP can
be matched with multiple vehicles based on its available band-
width resources. Thus, a matching can be formally presented
as
Definition 1 Given two disjoint sets, Vt of the requesting
vehicles, and AP t of the APs, a matching M is a mapping
from the set Vt ∪AP t into the set of all subsets of Vt ∪AP t

such that for every v∈ Vt and ap∈AP t , we have: 1)M(v)⊆
AP t andM(ap) ⊆ Vt ; 2) v ∈M(ap)⇔ ap ∈M(v); and 3)
|M(v)∩AP t |6 1,∑v∈M(ap) BDSS,req

ap,v (t)6 rw,DSS
ap Bap.

Then we propose a knapsack-based matching (KBM) algo-
rithm to solve the DSS resource scheduling problem.

Step 1: For each vehicle, construct a preference list by sort-
ing APs based on ascending order of BDSS,req

ap,v (t). In other
words, vehicles prefer APs that provide higher spectral effi-
ciency.

Step 2: Each vehicle proposes to its current most favorite
AP and then removes this AP from its preference list.

Step 3: Each AP checks all the received proposals, in-
cluding the new proposals and those accepted in previous
iterations. Given the set of proposals, each with a weight
(BDSS,req

ap,v (t)) and a value (pv), each AP needs to determine
which proposals to accept such that the total value can
be maximized without violating the total weight constraint
(rw,DSS

ap Bap). This is a 0∼1 Knapsack problem, which can be
solved based on the dynamic programming approach[20].

Step 4: For all the rejected vehicles, go to Step 2.
The matching process terminates when all the vehicles are
matched or all the APs bandwidth resources are allocated.

The overall process for DSS resource scheduling is illus-
trated in Algorithm 1. First, we need to check whether there
are previously generated requests that have not been com-
pleted and still satisfy the delay constraint. Bandwidth re-
sources are first allocated to these users based on previously
decided association decisions (Lines 5-10). Then we apply
the KBM algorithm to determine the association and band-
width allocation for newly generated service requests with the
remaining spectrum resources BDSS

ap,rem(t) (Lines 11-14).

B. DTS Resource Scheduling
The goal of DTS scheduling at each time slot is to minimize

the expected service delay given in (12). With known aDSS
ap,v(t)

and BDSS
ap,v(t), the optimal ςDT S

ap,v (t) can be calculated based on
Lemma 1 in Ref. [1], as shown below

ς
DT S
li,v (t)=

1liR
DT S
li,v

(t)max{ςDT S
v (t)−Ddi f f (t)1bk RDT S

bk,v
(t),0}

RDT S
li,v

(t)+1bk RDT S
bk,v

(t)
,

Algorithm 1 DSS resource scheduling algorithm

UDSS
rem (t): the set of vehicles whose previously generated DSS requests

have not finished before time slot t and the delay constraint has not

been violated.

UDSS
new (t): the set of vehicles generating DSS requests at time slot t.

∆ : the duration of one time slot.

Initialization: t = 0,UDSS
rem (t) = /0.

Bandwidth allocation for previously generated requests:

for v ∈ UDSS
rem (t) do

aDSS
ap,v(t) = aDSS

ap,v(t−1);

Update the remaining data size

ςDSS
v (t) = ςDSS

v (t−1)−∑ap aDSS
ap,v(t−1)RDSS

ap,v(t−1)∆ ;

Update the delay budget Dv,th(t) = Dv,th(t−1)−∆ ;

Calculate BDSS
ap,v(t) = BDSS,req

ap,v (t) based on (15);

Update the remaining bandwidth resources for ap:

BDSS
ap,rem(t) = rw,DSS

ap Bap−∑v∈UDSS
rem (t) aDSS

ap,v(t)B
DSS
ap,v(t);

end
Bandwidth allocation for newly generated requests:

for v ∈ UDSS
new (t) do

Calculate BDSS,req
ap,v (t),∀ap ∈AP t based on (15);

Apply the KBM algorithm to determine aDSS
ap,v(t) and BDSS

ap,v(t);

Let t = t +1, update UDSS
rem (t), and go back to Line 6;

end
Output: aDSS

ap,v(t) and BDSS
ap,v(t), ∀ap∈AP t ,v∈Vt , t ∈ T

ς
DT S
bk,v (t) =

1bk RDT S
bk,v

(t)[ςDT S
v (t)+1liDdi f f (t)RDT S

li,v
(t)]

1liR
DT S
li,v

(t)+RDT S
bk,v

(t)
, (16)

where

Ddi f f (t) = 1DT S,HO
li,t

(
Dprop

li,v
(t)+1t 6=t0DHO

)
−

1DT S,HO
bk,t

1t 6=t0DHO,

1bk = 1 when aDT S
bk,v

(t) = 1, otherwise 1bk = 0, 1li = 1 when
aDT S

li,v
(t) = 1 and

ςDT S
v (t)

RDT S
bk,v

(t)
+1DT S,HO

bk,t
1t 6=t0DHO >

1DT S,HO
li,t

(
Dprop

li,v
(t)+1t 6=t0DHO

)
,

otherwise 1li = 0.
To minimize the expected service delay, we first analyze

the impact of bandwidth allocation on the delay performance
with given association decisions. A diminishing gain effect is
revealed as shown in the following lemma, the proof of which
can be found in Appendix B.
Lemma 1 (Diminishing Gain Effect) For bandwidth alloca-
tion in each AP (i.e., TBS or satellite), with more bandwidth
resources allocated to a vehicular user, the delay performance
gain (i.e., delay decrement) diminishes.

Due to the diminishing gain, allocating a lot of bandwidth
resources to the same user is undesirable. To minimize the
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Algorithm 2 Greedy-based bandwidth allocation with known at for

DTS
∆Dap,v(∆Bap): the delay performance gain when ap allocates

additional bandwidth resource ∆Bap to vehicle v.

Initialization: ∆Dap,v(∆Bap) = 0, BDT S
ap,rem = rw,DT S

ap Bap, BDT S
ap,v = 0,

∀ap ∈AP,v ∈ V .

for v ∈ V do
Find the associated APs (at most one TBS and one LEO satellite)

based on at;

if the associated AP satisfies BDT S
ap,rem > 0 then

Calculate the corresponding ∆Dap,v(∆Bap);

end

end
(ap∗,v∗) = argmaxap,v ∆Dap,v(∆Bap);

BDT S
ap∗ ,v∗ = BDT S

ap∗ ,v∗ +∆Bap∗ ;

Update ∆Dap,v∗ (∆Bap) for vehicle v∗;

BDT S
ap∗ ,rem = BDT S

ap∗,rem−∆Bap∗ ;

if BDT S
ap∗ ,rem <= 0 then
∆Dap∗ ,v(∆Bap) = 0, ∀v ∈ V;

end
Go to Line 7 and repeat until bandwidth resources deplete;

Calculate DDT S
v (ςDT S

v ) based on (12) with known at and the obtained

BDT S
ap,v ;

Output: DDT S
v (ςDT S

v ) and BDT S
ap,v ,∀ap ∈AP,v ∈ V

overall expected service delay, i.e., maximizing the overall
delay performance gain, we implement bandwidth allocation
in the units of sub-channels with bandwidth ∆Bap. In spe-
cific, we propose a greedy-based bandwidth allocation algo-
rithm with known at considering the diminishing gain effect,
as shown in Algorithm 2 ((t) is omitted in the algorithm for
notational simplicity).

The next step is to optimize aDSS
ap,v(t), ∀ap ∈ AP,v ∈ V, t ∈

T to minimize the overall delay for all the requesting vehicles.
Note that problem P1−DT S is non-convex due to the binary
constraints and the interdependent association decisions for
different vehicles. In addition, the closed-form expression for
DDT S

v (ςDT S
v (t)) is not available when using Algorithm 2 for

bandwidth allocation. Therefore, it is highly complex to solve
this problem by utilizing the conventional centralized exhaus-
tive method, especially in a dense network. Next, we develop
a matching-based algorithm with externalities to solve prob-
lem P1−DT S.

Similar to section IV.A, we can construct a weighted bipar-
tite graph G′ = (Vt ,AP t ,Et). For an edge (v,ap) connecting
vehicle v and ap (v ∈ Vt ,ap ∈ AP t), we have (v,ap) ∈ Et if
and only if constraints (11e)-(11f) are satisfied. Therefore, the
DTS scheduling problem is transformed into a matching prob-
lem to find a matchingM⊆G′ to minimize the sum of the ex-
pected delay for all vehicles. The definition ofM is similar to
Definition 1, with condition 3) modified as |M(v)∩SAT t |6
1, |M(v)∩T BSt | 6 1, AP t = SAT t ∪T BSt to satisfy the
association constraints (4) and (11b).

Algorithm 3 Swap-based matching algorithm for association optimiza-

tion
Step 1: Initialization Phase
Let M= /0.

for v ∈ Vt do
Match v with the most preferred TBS and LEO satellite with the

largest φbk ,v and φli ,v. M=M∪{(v,bk),(v, li)};
end
Step 2: Swap Matching Phase
for ap ∈AP t with ascending order of |M(ap)| do

M′
v =M\{(v,M(v))}∪{(v,ap)},∀v ∈ Vt ;

Calculate Usys(M′
v),∀v ∈ Vt based on Definition 2 and

Algorithm 2;

v∗ = argminv Usys(M′
v);

if Usys(M′
v∗ )<Usys(M) then

M=M′
v∗ and go back to Line 7;

end

end
Search for a pair (v1,ap1),(v2,ap2) ∈M satisfying ap1,ap2 ∈ SAT t

or ap1,ap2 ∈ T BSt ;

Let M=Mv2 ,ap2
v1 ,ap1 if Usys(Mv2 ,ap2

v1 ,ap1 )<Usys(M);

Go back to Line 12 and repeat until no swapping pairs can be found;

Output: M

In the matching between vehicles and APs, vehicle v’s pref-
erence over AP ap is determined by the achievable delay per-
formance, which is affected by other vehicles associated with
ap. This type of matching is called the matching game with
externalities[21], where the preferences of vehicles not only de-
pend on the APs that they are matched with, but also the other
vehicles associated with the same AP. This is different from
the conventional matching games in which players have fixed
preference lists. Therefore, we propose a swap-based match-
ing algorithm to solve the problem.
Definition 2 Given a matching M, the system delay
function is Usys(M) = ∑(v,M(v))∈M DDT S

v (ςDT S
v (t)), where

DDT S
v (ςDT S

v (t)) can be obtained according to Algorithm 2.
Definition 3 Given a matching M and two pairs
(v1,ap1),(v2,ap2) ∈M, a swap matching is

Mv2,ap2
v1,ap1

=M\{(v1,ap1),(v2,ap2)}∪{(v1,ap2),(v2,ap1)}.

The procedure of our proposed swap-based matching al-
gorithm for the association optimization is shown in Algo-
rithm 3. In the initialization phase, a greedy-based associa-
tion method is applied, where each vehicle is matched with
the APs with the best channel qualities. This may, however,
lead to load imbalance among APs. Therefore, in the swap
matching phase, we first sort the APs based on the ascending
order of the number of associated vehicles. Starting from the
least crowded AP, each vehicle checks whether it can switch
its currently associated AP to this AP to reduce the system
delay. Then the vehicle with the minimum system delay is se-
lected for AP association swapping. The iterations stop when
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no AP association swapping can be found to further reduce
the system delay. Then, swapping pairs are searched among
different vehicles, and the swap matching is performed if the
system delay can be further reduced. The iterations continue
until no swapping pairs can be found.

V. PPO-BASED RL ALGORITHM FOR
RESOURCE SLICING LAYER SUBPROBLEM

First, we model the resource slicing problemP2 as an MDP.
Define the set of all possible actions as Ψ . Corresponding to
(13), the action is to determine the spectrum resource slicing
ratios. Thus, the action in slicing window w is

rw = {rw,s
ap | ∀ap ∈ AP,s ∈ S} ∈ Ψ . (17)

Note that the action space is continuous with rw ∈
[0,1]|AP|×|S|, which should satisfy constraint (11a).

The set of all possible states is denoted by Ξ. The system
state contains information on service data packet arrival rate,
vehicle density, the number of LEO satellites covering the tar-
get area2, and the spectrum resource slicing decisions in the
previous slicing window. Denote by Nw

L the average number
of LEO satellites covering the target area in slicing window w.
We define the state in slicing window w as

ξw =
{
{λ w

s }s∈S ,{ρw
ap}ap∈AP ,N

w
L ,r

w−1} ∈Ξ. (18)

When choosing action rw in state ξw, the probability that the
system evolves into state ξw+1 is the state transition prob-
ability (STP), denoted by P (ξw+1|ξw,rw). To evaluate the
performance of taking an action with the given state, the re-
ward function is defined as −Cw

sys(ξ
w,rw), which can be ob-

tained based on (10) and the resource scheduling algorithms
proposed in section IV.

Since the action space is continuous, we assume that the ac-
tion rw is drawn from a stochastic policy π(r|ξ) = Pr(rw =

r|ξw = ξ), which is a mapping from the state to the probabil-
ities of taking actions. Let Π be the set of all policies. Then,
the problem of minimizing the long-term average system cost
in problem P2 is approximated by minimizing the long-term
accumulated discounted reward, i.e.,

P ′2 : max
π∈Π

E

[
lim

W→∞

W

∑
w=1
−γ

wCw
sys(ξ

w,rw)

∣∣∣∣π
]
, (19)

s.t. (11a),

2Since the available spectrum resources in different satellites are known a
priori and are the same in this work, the average number of available satellites
is sufficient to characterize the average available satellite resources for the
target area. However, if the available resources vary for different satellites,
we should use the average available satellite resources instead of the average
number of available satellites to describe the system status.

where γ is the discount factor representing that more emphasis
is put on the current reward than the future reward. Note that
problem P2 can be well approximated by P ′2 as the discount
factor approaches one [22,23]. Considering the lacking infor-
mation on the STP and the continuous action space, we adopt
a policy gradient (PG)-based RL algorithm to efficiently solve
the problem without requiring the STP information.

Basically, PG methods directly update the policy to maxi-
mize the expected total reward using policy gradient, which is
estimated by using data collected from the environment. PG
methods have a low data efficiency because data collected us-
ing the current policy can be used for only one gradient up-
date, after which new data is required to estimate the gradient
with respect to the updated parameters[24]. To improve data
efficiency, importance sampling techniques[25] can be applied
such that the policy gradient can be calculated using an old
policy and then recalibrated by the policy ratio

ϕθ =
πθ (r|ξ)
πθold (r|ξ)

, (20)

where πθ is a policy parameterized by θ .
Considering that PG methods suffer from high variance,

which often leads to destructively large policy updates during
learning, PG methods can still be extremely unstable. To im-
prove performance reliability and data efficiency of learning,
trust region policy optimization (TRPO) was proposed[26],
which, however, has high complexity and poor scalability.
PPO, which is a variant of TRPO, was proposed in Ref. [27]
to optimize a clipped objective function. Specifically, the PPO
algorithm aims to find the optimal policy that maximizes the
following function.

Lclip(θ)=Eξ,r
[
min

(
ϕθ Aπθold ,clip(ϕθ ,1− ε,1+ ε)Aπθold

)]
,

(21)

where Aπθold is the advantage function for policy πθold and
can be expressed as

Aπθold (ξw,rw) =−Cw
sys(ξ

w,rw)+ γVϑ

(
ξw+1)−Vϑ (ξw) .

(22)

Vϑ (ξw) is the state-value function parameterized by ϑ

Vϑ (ξw) = E

{
∞

∑
k=0
−γ

kCw+k+1
sys

∣∣ξw

}
. (23)

ε in (21) is a clipping hyperparameter. The second term in
(21), clip(ϕθ ,1− ε,1+ ε)Aπθold , clips the ratio ϕθ at 1−ε or
1+ε depending on whether the advantage Aπθold is negative or
positive. The clipping removes incentives for the new policy
to get far from the old policy, which improves performance
stability with controllable policy updates.
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Algorithm 4 PPO-based resource slicing algorithm

Initialize policy π with parameter θ .

Initialize value function V with parameter ϑ .

Initialize buffer D.

for k ∈ {1,2, · · ·} do
for w ∈ {1,2, · · · ,W} do

Observe state ξw;

Take action rw based on policy πk = π(θk);

Compute reward −Cw
sys and observe new state ξw+1;

Record (ξw,ψw,−Cw
sys,ξ

w+1) into buffer D;

end
Collect set of trajectories Dk by running policy πk;

Compute advantage estimates {Aπk}Ww=1based on current value

function Vϑk ;

Update the policy by maximizing the PPO-clip objective

θk+1 = argmax
θ

1
|Dk|W ∑

τ∈Dk

W

∑
w=0

min

(
πθ (r|ξ)
πθk (r|ξ)

Aπθk (ξw,rw),

clip
(
πθ (r|ξ)
πθk (r|ξ)

,1− ε,1+ ε

)
Aπθk (ξw,rw)

)
via gradient ascent methods;

Fit value function by regression on mean-squared error

ϑk+1 = argmin
ϑ

1
|Dk|W ∑

τ∈Dk

W

∑
w=0

(
Vϑ (ξw)+Cw

sys
)2

via gradient descent methods;
end

In this work, we leverage the PPO algorithm for resource
slicing due to its outstanding performance and low complex-
ity. The overall PPO-based resource slicing algorithm is
demonstrated in Algorithm 4. First, the policy and the value
function are initialized with parameters θ and ϑ , respectively.
The buffer memory D is used to store the trajectories (i.e.,
a sequence of transitions (ξw,rw,−Cw

sys,ξ
w+1)) of interacting

with the environment (Lines 1∼3). Then, at each iteration,
the SDN controller observes the state, takes actions based on
the current policy, computes the reward, and observes the new
state (Lines 4∼9). After collecting a set of trajectories, the
advantage estimates can be calculated based on (22). Then
the policy is updated based on the PPO-clip objective and the
value function is updated to minimize the mean-square error
(Lines 11∼13).

VI. PERFORMANCE EVALUATION

In this section, we conduct trace-driven simulations to eval-
uate the performance of the proposed TLRL-JRSS scheme. We
adopt the Didi Chuxing GAIA Initiative dataset, which in-
cludes taxi GPS traces within the second ring road in Xi’an
from 1 October 2016 to 31 October 2016 (31 days)[28]. The

Tab. 2 Simulation parameters

Dv,th, φth 10 ms, 5 dB

λ w
DSS [1, 10] requests/s

λ w
DT S [1, 10] requests/s

ςDSS, ςDT S 1 500 byte, 10 Mbit/s

Bbk , Bli 100 MHz, 500 MHz

Duration of a slicing window 10 min

Duration of a scheduling time slot 1 s

pw
v (t), cd ,cr $1/number, $1/s, $1/MHz

α,β ,ρ 1, 1 000, 1

simulation scenario includes 10 LTE TBSs and 2 LEO satel-
lite orbits. We consider Starlink satellites with an orbit height
of 550 km, and each orbit has 60 satellites. The minimum
communication elevation angle is set to be 30◦. Therefore,
at each time instant, there could be 2 or 3 satellites available
for the target simulation scenario in each orbit. Following[29],
LEO satellite communication parameters are set to be Pli,v =

10 dBW with a transmission antenna gain of 20 dBi and a re-
ceiver gain of 30 dBi. The transmit power of LTE TBSs is set
to be 28 dBm. The pathloss exponents for T2V and S2V com-
munications are set to be 3.5 and 2.5, respectively[18]. At each
time slot, each vehicle generates DSS and DTS service re-
quests following Poisson processes with mean λ w

DSS and λ w
DT S,

respectively. λ w
DSS and λ w

DT S vary in different slicing windows
and are randomly chosen from [1,10] requests/s. Main simula-
tion parameters are summarized in Tab. 2. Notice that the ex-
emplary weight parameters for the DSS requirement violation
cost, the DTS delay cost, and the slice reconfiguration cost are
set to be {1,1000,1}3, but the values of these weighting fac-
tors can be adjusted based on the preference of the network
operator.

First, we evaluate the effectiveness of the matching-based
resource scheduling algorithms in the TLRL-JRSS scheme.
The following benchmark algorithms are considered for per-
formance comparison:
• Best SNR association (BSA): All the vehicles are associ-

ated with the APs with the best SNR;
• Random association (RA): All the vehicles are randomly

associated with the APs;
• Equal bandwidth allocation (EBA): The bandwidth re-

sources of APs are equally allocated to all the associated ve-
hicles;
• Min-max bandwidth allocation (MMBA): the bandwidth

resources of APs are allocated such that the maximum delay
experienced by all the associated vehicles is minimized.

For BSA and RA algorithms, the bandwidth allocation in

3Since the average delay per unit data size is a very small number, the weight
for DTS delay cost is set to be 1 000 to make different types of costs in the
same order of magnitude.
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Fig. 3 System costs for different association and bandwidth allocation algo-
rithms: (a) number of vehicles; (b) comparison of association algorithms; (c)
comparison of bandwidth allocation algorithms; (d) average system cost vs.
different numbers of vehicles

DSS and DTS slices is optimized following Algorithms 1 and
2, respectively. For EBA and ETBA algorithms, the optimiza-
tion of the vehicle-AP association in DSS and DTS slices is
the same as Algorithms 1 and 3, respectively.

Fig. 3 shows the system cost, including the DSS require-

ment violation cost and the DTS delay cost, in a slicing win-
dow with different association and bandwidth allocation algo-
rithms. The number of vehicles at different time slots within
the slicing window is depicted in Fig. 3(a). As shown in
Fig. 3(b), the system cost varies with time due to the highly
dynamic number of vehicles and service requests. Although
the BSA and RA algorithms can achieve good cost perfor-
mance at some time slots, the proposed matching-based re-
source scheduling algorithm always outperforms the bench-
mark algorithms with the lowest cost, especially when the
number of vehicles increases. The reason is that the proposed
matching-based scheduling algorithm considers not only the
channel quality, but also the resource constraints and potential
competition among vehicles to guarantee balanced user asso-
ciation with good delay performance.

Fig. 3(c) shows the system cost of different bandwidth al-
location algorithms in a slicing window. Similar to the results
in Fig. 3(b), the proposed matching-based resource schedul-
ing algorithm significantly outperforms the EBA and MMBA
algorithms. For the EBA algorithm, the impact of vehicles’
channel conditions and the requested data size is ignored,
leading to unsatisfactory delay performance for vehicles with
bad channel conditions or large requested data sizes. The
MMBA algorithm, on the other hand, allocates bandwidth
resources to ensure that all the service requests in the same
slice can experience the same delay performance. Therefore,
the existence of users with bad channel conditions can sig-
nificantly degrade the overall system performance. The pro-
posed matching-based resource scheduling algorithm consid-
ers each service request’s delay requirement and the diminish-
ing gain effect to guarantee superior delay performance. To
better demonstrate the performance of different algorithms,
the average system cost performance is also provided with
different numbers of vehicles, as shown in Fig. 3(d). With
an increasing number of vehicles, the average system costs
for all the resource scheduling algorithms show an increasing
trend due to the resource competition. However, the proposed
matching-based resource scheduling algorithm always outper-
forms the benchmark resource scheduling algorithms with dif-
ferent numbers of vehicles.

The effectiveness of resource slicing in the proposed TLRL-
JRSS scheme is also evaluated. We compare the TLRL-JRSS
scheme with the resource allocation scheme without resource
slicing (i.e., without resource reservation for different types of
services). The number of vehicles in the scenario is shown in
Fig. 3(a). Comparing with Fig. 4(a) and Fig. 4(b), we can see
that when the number of vehicles in the scenario is small (i.e.,
light traffic demand), the resource allocation scheme without
slicing can achieve similar system cost performance with the
proposed TLRL-JRSS scheme. However, with a number of ve-
hicles, the DSS delay requirements cannot be guaranteed for
the scheme without slicing because the data-intensive DTSs

Authorized licensed use limited to: University of Waterloo. Downloaded on August 31,2022 at 23:48:46 UTC from IEEE Xplore.  Restrictions apply. 



220 Journal of Communications and Information Networks

100 200 300 400 500 600

Time (s)

0

2

4

6

8

10

12
S

y
st

em
 c

o
st

Overall system cost
DSS requirement violation cost
DTS delay cost

(a)

0 100 200 300 400 500 600

Time (s)

0

10

20

30

40

S
y
st

em
 c

o
st

Overall system cost
DSS requirement violation cost
DTS delay cost

(b)

Fig. 4 System cost for the TLRL-JRSS scheme and the resource allocation
algorithm without slicing: (a) proposed TLRL-JRSS scheme; (b) resource al-
location without slicing

may exhaust the limited resources. On the contrary, with re-
source slicing and reservation, the TLRL-JRSS scheme can ef-
fectively guarantee the DSS delay requirements under differ-
ent traffic demand conditions without deteriorating the perfor-
mance of the DTSs.

When applying the PPO-based RL algorithm to make
resource slicing decisions, the convergence performance is
shown in Fig. 5. The accumulated system cost over training
steps with different learning rates is shown in Fig. 5(a). We
can observe that all the curves converge to a similar overall
accumulated system cost. With a larger learning rate, the sys-
tem cost performance converges faster. However, when the
learning rate becomes too large, performance collapse might
happen, e.g., as shown in the case with learning rate being
3× 10−3. Therefore, in the remaining part of this section,
the learning rate for the PPO-based algorithm is set to be
1× 10−3 4. The impact of the PPO clipping ratio ε on the
convergence performance is shown in Fig. 5(b). With a larger
ε , the system cost converges faster since the policy can be
updated more aggressively in each step, but the large pol-
icy update leads to unstable performance. On the contrary,
a small ε enforces conservative policy updates, leading to
slower performance convergence and non-optimal converged

4Note that the learning rate can also be adjusted during the training process
by using existing learning rate tuning methods, e.g., the adaptive learning rate
method [30] or the cyclical learning rate method[31].
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Fig. 5 Convergence performance of the TLRL-JRSS scheme with different
learning rates and clipping ratios: (a) impact of learning rates; (b) impact of
clipping ratios

system cost. Therefore, ε is set to be 0.3 in the remaining part
of this section.

We also compare the system cost (the overall cost and the
corresponding DSS violation cost, DTS delay cost, and slice
reconfiguration cost) of the proposed TLRL-JRSS scheme with
that of the proportional slicing scheme. In the proportional
slicing scheme, resource slicing ratios are determined based
on the proportion of resource demands from the DSS slice
and the DTS slice. Fig. 6(a) shows the number of vehicles
in the target scenario in 35 slicing windows, and the costs of
the two schemes are depicted in Figs. 6(b)-6(d). As shown
in Fig. 6(b), with different values of ρ (the weighting fac-
tor for slice reconfiguration cost), the slicing decisions made
by the proportional slicing scheme keep unchanged, leading
to a substantial difference in the overall system cost. On the
other hand, the TLRL-JRSS scheme can adjust the slicing ra-
tio decisions based on the cost considerations to reduce the
overall cost. For instance, when more emphasis is put on the
slice reconfiguration cost with ρ = 10, the resource slicing
decisions made by the TLRL-JRSS scheme have a lower slice
reconfiguration cost than the case with ρ = 1, as shown in
Figs. 6(c) and 6(d). We can also observe that the proposed
learning-based TLRL-JRSS scheme can significantly outper-
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Fig. 6 Performance comparison between the TLRL-JRSS scheme and the
proportional slicing scheme: (a) number of vehicles; (b) proportional slicing
scheme; (c) TLRL-JRSS scheme, ρ = 1; (d) TLRL-JRSS scheme, ρ = 10

form the proportional slicing scheme in terms of the over-
all system cost. Specifically, the overall system costs of the
TLRL-JRSS scheme for the cases with ρ = 1 and ρ = 10 are
72.57% and 55.07%, on average, less than that of the propor-
tional slicing scheme, and the maximum overall cost reduction
can reach 95.59% and 98.22%, respectively.

VII. CONCLUSIONS AND FUTURE WORKS

In this paper, we have investigated the JRSS problem in
the STIVN to support DSSs and DTSs with diversified QoS

Earth

Re and H: Earth radius and satellite altitude

ε: the minimum elevation angle

NLEO: number of LEO satellites in each orbit

O: the observation point

ε εO

Re

H

A                                         B

LEO
satellite

Satellite
orbit

∆

C

Fig. 7 Illustration of a satellite orbit

requirements. In specific, we have proposed the TLRL-JRSS
scheme to jointly optimize the spectrum resource slicing and
scheduling in different timescales with the objective of mini-
mizing the long-term system cost. By adopting the proposed
scheme, heterogeneous network resources in the STIVN can
be efficiently exploited to fully unleash their differential mer-
its in supporting diversified services. The proposed scheme is
also adaptive to time-varying network conditions without re-
quiring future information. Besides, we believe the principle
of integrating optimization approaches and RL algorithms can
be valuable for other resource management problems in fu-
ture dynamic and complicated networks. For future work, we
will further consider the joint optimization of communication,
caching, and computing resource slicing and scheduling for
diversified service provisioning with enhanced network per-
formance.

APPENDIX

A) Calculation of the number of an available satellites To
justify the model for the number of available satellites, we il-
lustrate a satellite orbit as shown in Fig. 7. In an orbit with
NLEO LEO satellites, the angular separation between two ad-
jacent LEO satellites is ∆ = 2π/NLEO. When the required
minimum elevation angle for communication is ε , a satellite
is available for the observation point only when it is located

within the red arc
_
AB. The distance between O and A (or B)

can be calculated as

R2
e +d2

OA−2RedOA cos
(

ε +
π

2

)
= (Re +H)2⇒

dOA =

√
H2 +2HRe +R2

e sin2
ε−Re sinε.

The angle ∠ACO is expressed as

∠ACO = arccos
R2

e +(Re +H)2−d2
OA

2Re(Re +H)
=
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arccos
Re−Re sin2

ε + sinε

√
H2 +2HRe +R2

e sin2
ε

Re +H
.

Therefore, the number of available satellites in an orbit is

Navail =
2∠ACO

∆
=

2∠ACO ·NLEO

2π
.

B) Proof of Lemma 1 For notational simplicity, we omit
(t) and the superscript DT S in the proof. Let b0 be the initial
bandwidth allocation result. The optimal content delivery ra-
tio and the corresponding expected service delay can be calcu-
lated based on (16) and (12), respectively. Taking T2V com-
munications as an example, for vehicle v which is connected
with TBS bk with the given a and b0, its expected service de-
lay is

Dv(a,b0) =
ςbk,v

Rbk,v
=

ςv +1liDdi f f Rli,v

1liRli,v+B0
bk,v

φbk,v
,

where B0
bk,v

is the bandwidth allocated from TBS bk to vehicle
v with the given b0.

For a new bandwidth allocation decision b′, in which TBS
bk allocates an extra bandwidth of ∆Bbk,v to vehicle v (the
other allocation decisions keep the same with b0), the ex-
pected service delay for vehicle v is

Dv(a,b
′) =

ςv +1liDdi f f Rli,v

1liRli,v+(B0
bk,v

+∆Bbk,v)φbk,v
.

When the value of 1li keeps unchanged for decisions b0 and
b′, the delay performance gain (i.e., delay decrement) is

∆Dbk,v(∆Bbk,v) = Dv(a,b0)−Dv(a,b
′) =

(ςv +1liDdi f f Rli,v)φbk,v∆Bbk,v

(1liRli,v+B0
bk,v

φbk,v)(1liRli,v+(B0
bk,v

+∆Bbk,v)φbk,v)
.

If the value of 1li changes, i.e., 1li = 1 for b0 and 1li = 0 for
b′, then the delay performance gain is

∆Dbk,v(∆Bbk,v) =
ςv +Ddi f f Rli,v

Rli,v+B0
bk,v

γbk,v
− ςv

(B0
bk,v

+∆Bbk,v)γbk,v
=

∆Bbk,vγbk,v(ςv +Ddi f f Rli,v)−Rli,v[ςv−Ddi f f B0
bk,v

γbk,v]

[Rli,v+B0
bk,v

γbk,v][(B
0
bk,v

+∆Bbk,v)γbk,v]
.

For the above two cases, the second derivative of ∆Bbk,v

is negative for each of them, which means the delay perfor-
mance gain is a concave function of ∆Bbk,v. In other words,
when TBS bk allocates more bandwidth to vehicle v, the de-
lay performance gain diminishes. Similarly, when consider-
ing bandwidth allocation from each satellite to a vehicle, the
diminishing gain effect also exists given that the others’ allo-
cation decisions are fixed, which can conclude the proof.
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