Abstract—In this paper, we propose an accurate pedestrian detection scheme with privacy preservation (PPPD) based on pedestrian images. By utilizing the vector homomorphic encryption (VHE), private linear-transforming matrices are ingeniously designed to enable arbitrary permutation operations for the encrypted vectors. In this way, the feature vector extraction of the histogram of oriented gradient (HOG) can be efficiently performed over the encrypted pedestrian images. Furthermore, due to the encrypted inner product calculations supported by VHE, an encrypted kernel matrix is constructed to generate multiple encrypted kernels (i.e., linear, polynomial, and Gaussian kernels). The pedestrian detection model based on the supported vector machine (SVM) can be securely trained over the encrypted kernels. With the proposed scheme, the extracted features of pedestrian images are not necessary to be returned to the image owner for decryption, such that the communication costs can be significantly reduced. In addition, the privacy of the whole process in pedestrian detection can also be guaranteed. Extensive experiments are conducted over multiple pedestrian datasets, and it is demonstrated that PPPD can achieve high accuracy of pedestrian detection with lower computation and communication overhead compared with the existing schemes.
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I. INTRODUCTION

Traffic accidents involving pedestrians and other road users (e.g., bicyclists) are one of the leading causes of death and injury on roads [1]. To reduce these accidents, the pedestrian detection system is a critical component for the modern autonomous and semi-autonomous vehicles. It is capable of identifying the pedestrian while traversing through the terrain, such that the vehicles can take appropriate actions to avoid the collision in advance. As a result, road safety can be significantly improved. Pedestrian detection is not only applicable for autonomous vehicles [2], [3], [4], but also suitable to other emerging applications, such as video surveillance [5], image retrieval [6] and human-robot interaction [7].

Unfortunately, pedestrian detection in road images is pretty challenging to achieve. A typical approach is to leverage image feature extraction algorithms (e.g., the histogram of oriented gradient (HOG)) and machine learning algorithms (e.g., the support vector machine (SVM)) to identify the pedestrians from the videos and images captured by the cameras on vehicles [8]. Specifically, the HOG algorithm can maintain invariance of image geometric and optical deformation, and reflect the contour of the human body in image feature extraction. As HOG is insensitive to brightness and color change of an image, it is adaptive to various complex scenes in autonomous driving. The SVM algorithm has excellent classification performance due to the support of multiple kernel functions (linear, polynomial and Gaussian kernels), fitting high-dimensional HOG features. Therefore, by combining HOG and SVM, the features of the images can be properly extracted, and the pedestrian detection models can be trained based on the massive images.

To guarantee high accuracy in pedestrian detection, a large number of pedestrian images need to be analyzed, which brings heavy computation overhead to the vehicles. Therefore, it is challenging to implement all the steps of pedestrian detection (i.e., HOG feature extraction, SVM model training, and pedestrian identification) in resource-limited autonomous vehicles. Outsourcing heavy training tasks and pedestrian images to the cloud is an effective solution to offloading the computation overhead for vehicles [9]. With the aid of the cloud, the operations of pedestrian detection are classified into two categories: remote and local. The expensive computations of feature extracting and model training are carried out on the remote cloud; the lightweight detection is locally performed on the self-driving car. The cloud collects the pedestrian data in distinct situations to train or update the pedestrian detection model, and the autonomous vehicles make decisions based on the parameters of the trained pedestrian detection model in the cloud. The integration of remote training and local decision-making not only fully
makes use of the powerful computing and storage resources in the cloud, but also reduces the latency of decision-making [10].

However, the cloud suffers from a variety of cyberattacks, such as malware injection attacks, denial of service attacks, and side channel attacks. Also, the frequently occurred data exposure accidents seriously increase the risks of outsourced data leakage. These vulnerabilities result in huge concerns on the confidentiality of pedestrian data [11]. Moreover, it is possible for a curious adversary to extract private information about pedestrians from pedestrian images, such as location, background, or even companion. To prevent privacy leakage, encrypting pedestrian images prior to outsourcing alleviates privacy concerns. Nevertheless, after the images are encrypted, we cannot identify any knowledge from the encrypted images. As shown in Fig. 1, the traditional ciphers (e.g., AES [12]) would hide all the information in the clear images, which causes the difficulty of pedestrian detection over the encrypted images. To protect pedestrian privacy, Zhang et al. designed an anonymous camera based on the optical obscuration of the pedestrian’s face [13]. Unfortunately, the anonymous camera still suffers from person re-identification attacks based on deep ranking [14]. Low-resolution pedestrian images can provide somewhat privacy protection since the pedestrian section contains few pixels with little information [15]. However, for relatively low-resolution visible images, the pedestrian may be re-identified through deep convolutional neural networks [16]. Subsequently, thermal-infrared imagery was used as a privacy-preserving method since it is difficult to interpret thermal imagery and further identify the object of pedestrian [17]. Nevertheless, pedestrian detection over thermal images collected at daytime is not sufficient. It is essential to offer robust pedestrian detection regardless of time or weather conditions based on both thermal and visible spectrum imagery [18].

In this paper, we propose a Privacy-Preserving Pedestrian Detection scheme (PPPD) based on the vector homomorphic encryption (VHE) [19]. All the steps of pedestrian detection (e.g., HOG feature extraction, SVM model training, etc.) can be performed over the encrypted pedestrian images. According to the homeomorphism of the ciphertext, the SVM trainer is constructed from the encrypted kernel matrix and the secure HOG extractor. Although all the images are encrypted for privacy preservation, the accuracy of pedestrian detection will not be degraded, as the homomorphic encryption does not alter the extraction and training results. Specifically, our contributions are twofold.

- PPPD is proposed by utilizing VHE for accurate image-based pedestrian detection with privacy preservation. The secure HOG extractor is constructed based on the HOG algorithm over the encrypted pedestrian images, and an encrypted kernel function is used to generate the secure SVM trainer from the secure HOG extractor. Since all the operations are performed over ciphertexts, PPPD is able to protect the raw images and achieve the security of extracted HOG features. In addition, extensive experiments are conducted to demonstrate that PPPD achieves high accuracy of pedestrian detection on multiple pedestrian datasets with lower computation and communication overhead compared with the existing schemes.

- The encrypted inner product operations are designed to allow various kernel functions, such as linear, polynomial and Gaussian kernels, to be calculated in a privacy-preserving fashion. Besides, multiple private linear-transforming matrices are constructed to support arbitrary permutations (e.g., shift and rotation) for the encrypted vectors. These design techniques can be of independent interest to be applied to many other privacy-preserving image classification algorithms.

The remainder of this paper is organized as follows. The related works are given in Section II. We present the system models and design goals in Section III, and review the preliminaries in Section IV. Then, PPPD is proposed in Section V, followed by the security analysis and the performance evaluation in Section IV and Section VII, respectively. Finally, we draw the conclusion in Section VIII.

II. RELATED WORKS

Many privacy-preserving and efficient image classification technologies (e.g., pedestrian detection) in the outsourced scenario have been proposed in the literature. Firstly, image owners can disturb data to protect privacy, e.g., anonymity [20] or differential privacy [21], [22]. Specifically, for deep-learning based pedestrian detection, pedestrian images can be blurred or masked to protect privacy [23], [24]. Nonetheless, disturbing may lose valuable information and thus reduce classification accuracy in pedestrian detection [25]. Moreover, it cannot truly ensure privacy due to re-identification attacks [26]. Subsequently, secure multi-party computation (SMC) [27], performing the classification tasks jointly by multiple participants in a secure mode, can also guarantee the privacy of pedestrian images. However, SMC requires numerous interactions between participants [28], which bring heavy communication overhead, thereby not assuring performance in pedestrian detection. Nowadays, deep learning is the most prevalent image classification method. Unfortunately, researches show that depth models are vulnerable to adversarial sample attacks [29]. Such attacks have appeared in image classification [30], which incur serious safety hazards in autonomous driving. On the other side, to prevent privacy leakage, it is widely used to encrypt data before uploading them to the cloud [31]–[34]. In particular, homomorphic encryption provides a possible solution to perform computation over encrypted images for secure image classification. Thus, based on homomorphic encryption, many privacy-preserving image classification algorithms [35]–[37] have been designed.
for outsourced images processing. However, common homomorphic encryption schemes (e.g., Paillier homomorphic encryption [38]) are inefficient as images are processed in a pixel-by-pixel way. As a result, an efficient homomorphic encryption scheme supporting pedestrian detection operations over encrypted pedestrian images is urgently needed.

Wang et al. [36] gave two privacy-preserving and outsourced HOG algorithms under the single-server and two-server models, respectively. In specific, based on the somewhat homomorphic encryption (SHE) [39], they redesigned each step of the original HOG [8], to transform it into a homomorphic encryption-friendly form. Hence, their algorithms are practically-secure and achieve the approximate performance with the original HOG. Besides, Yang et al. [35] and Jiang et al. [37] also proposed privacy-preserving image feature extraction schemes to protect the privacy of extracted features. However, subsequent SVM training is still executed in the plaintext domain. In order to protect the image in SVM training, Gonzalez et al. [40] presented a privacy-friendly and outsourced SVM training algorithm. Concretely, by leveraging the BCP cryptosystem by Bresson, Catalano and Pointcheval [41], they designed a privacy-preserving primal estimated sub-gradient solver, in which only one comparison is required for each iteration. Therefore, their algorithm can provide good convergence and accuracy. Unfortunately, no privacy protection mechanism is designed to preserve images in HOG feature extraction. To protect the operations of both HOG extraction and SVM training, a trivial solution is to combine the above schemes. Nonetheless, the simple combination would suffer from severe efficiency issues. In this case, the cloud has to return the encrypted HOG features to the image owner for SHE decryption, and the image owner re-encrypts the features using the BCP cryptosystem and uploads ciphertexts to the cloud for SVM training. This, obviously, leads to considerable computation and communication costs, thereby not ensuring performance in pedestrian detection.

As a variant of homomorphic encryption, VHE is capable of encrypting all the elements of a vector in a batching fashion [19]. By leveraging batch encryption, VHE can be used to encrypt the pedestrian images efficiently while supporting secure linear transformations. Hence, by designing each step of HOG to a VHE-friendly form, the privacy protection of both raw images and extracted HOG features can be achieved. Moreover, according to the homomorphism of VHE, the HOG and SVM can be performed in the ciphertext domain. Therefore, the operations from HOG extraction to SVM training can be securely and efficiently performed.

III. SYSTEM MODELS AND DESIGN GOALS

In this section, we give the system model and identify the design goals.

A. System Model

As illustrated in Fig. 2, the system model consists of the following three entities.

– **Image Owner:** The image owner has devices, such as cameras or surveillance systems, to collect a large number of pedestrian images $D$, and intends to provide a high-quality pedestrian detection service. Unfortunately, the owner does not have enough computational resources for image processing. Therefore, the owner seeks help by outsourcing the encrypted pedestrian images $D_e$ and the computational tasks to the cloud.

– **Cloud Server:** The cloud server maintains the pedestrian images and performs the tasks of pedestrian detection. Specifically, the cloud server firstly executes the HOG extraction algorithm on the encrypted pedestrian images $D_e$. Then, leveraging the encrypted extracted features, the cloud server calculates the encrypted kernel matrix, which is used to train the SVM classifier. Finally, the cloud publishes the trained model to the service subscribers. Note that the cloud server also pushes the frequently updated model parameters for the service subscribers to fit different driving environments.

– **Service Subscriber:** Service subscribers pull the trained model from the cloud via secure channels (e.g., SSL). They exploit the model to implement online pedestrian detection locally. Particularly, they also download updated parameters to ensure high flexibility in different environments.

Our system model consists of two phases, remote training and local detection. In remote training, the cloud server extracts the HOG features, generates the kernel matrix, and trains the SVM model based on the maintained pedestrian images. In local detection, the service subscribers use the trained model to accomplish quick pedestrian predictions locally.

In the system model, due to the risks of data leakage in the cloud, the image contents should be protected. Also, the potential attackers may reconstruct the images based on the
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extracted image features [42]; thus the privacy of features should be guaranteed. In addition, we assume the security channels have been built between the cloud server and subscribers for the model parameter publication.

B. Design Goals

To build practical pedestrian detection, the following goals should be achieved for our PPPD.

- Security. The confidentiality of image contents and extracted feature descriptors should be achieved. Each step of pedestrian detection should be securely performed, i.e., no data leakage will occur in pedestrian detection.

- Accuracy. The accuracy of pedestrian detection should be guaranteed over different sources of images. Further, the detection accuracy over encrypted pedestrian images will not be dramatically decreased compared with that over the images directly.

- Efficiency. The detection should be efficiently performed on the pedestrian images, even the number of images is large.

IV. PRELIMINARIES

In this section, we review VHE [19], HOG [8] and SVM [43]. The notations are listed in Table I. Here, the lowercase bold and capital bold characters represent vectors and matrices, respectively, e.g., $a$ is a column vector and $A$ is a matrix.

A. Vector Homomorphic Encryption

VHE is composed of the following probabilistic-polynomial-time algorithms [19].

Key Generation (KG): Given a security parameter $\lambda$, this algorithm randomly chooses $l, m, n, p, q, w \in \mathbb{Z}$, a noise distribution $\chi$ on $\mathbb{Z}_q$, in which $m < n$, $q \gg p$, $w(p-1) < q$, and $l = \lfloor \log_2 (q-1) \rfloor$. Then, it generates a matrix $S = [I, T]$, where $I$ is an identity matrix of $m \times m$ and $T$ is a random matrix of $m \times (n - m)$. Finally, the algorithm keeps the key $S$ secretly and publishes the public parameter $Param = (l, m, n, p, q, w, \chi)$.

Encryption (Enc): Given a plaintext vector $x \in \mathbb{Z}_p^m$ and the secret key $S \in \mathbb{Z}^{m\times n}$, this algorithm generates a corresponding ciphertext vector $c \in \mathbb{Z}_q^n$ satisfying the following equation

$$Sc = wx + e,$$

where $e$ is a small error vector.

Decryption (Dec): Given a ciphertext vector $c \in \mathbb{Z}_q^n$ and the secret key $S \in \mathbb{Z}^{m\times n}$, this algorithm recovers a corresponding plaintext vector $x \in \mathbb{Z}_p^m$ satisfying the following equation

$$x = \left[\frac{Sc}{w}\right]_q.$$

Key Switching (KS): By using a key-switching matrix $M$, this algorithm converts an old key/ciphertext pair $(S_{old}, c_{old})$ to a new pair $(S_{new}, c_{new})$ with the same plaintext $x$. We have $c_{new} = Mc_{old}$ and $S_{new}c_{new} = S_{old}c_{old} = wx + e$. VHE.KS can be expressed as

$$(M, S_{new}) \leftarrow VHE.KS(S_{old}).$$

Addition (Add): For plaintexts $x_1, x_2$ and corresponding ciphertexts $c_1, c_2$ that are encrypted with the same secret key $S$, we have

$$S(c_1 + c_2) = w(x_1 + x_2) + (e_1 + e_2).$$

Linear Transformation (LT): Given a plaintext $x$ and its corresponding ciphertext $c$ with the secret key $S$, the linear transformation $Gx$ can be implemented as

$$(GS)c = w(Gx) + Ge,$$

where $G$ is a linear-transforming matrix. Thus, $c$ can be treated as the encryption of $Gx$ with the secret key $GS$. Note that the subsequent HOG algorithm will perform multiple different linear-transforming matrices $G_i$. To continue to do addition operations, e.g., $\sum_i G_i x_i$, these secret keys $G_i S$ are switched to a common secret key, e.g., the original $S$, by using the corresponding key-switching matrix $M_i$.

Inner Product (IP): Suppose $x_1$ and $x_2$ are encrypted into $c_1$ and $c_2$ with the secret keys $S_1$ and $S_2$, respectively. We have $S_i c_i = wx_i + e_i$, $i = 1, 2$. Further, given a weight matrix $H$, the weighted inner product $x_1^T H x_2$ in the encrypted domain can be calculated as

$$vec(S_1^T H S_2)^T - \left[\frac{vec(c_1^T c_2^T)}{w}\right] = w(x_1^T H x_2) + e,$$

where $vec(\cdot)$ is a vectorization function. Note that, $H$ is an identity matrix in PPPD, and thus the inner product can be represented as $VHE.IP(c_1, c_2)$.

B. Histogram of Oriented Gradients

The original HOG was firstly proposed by Dalal and Triggs [8]. The HOG feature descriptor can maintain invariance to both geometric and optical deformation of images, and thus it is suitable for pedestrian detection. Assume that an image $I$ is represented as a matrix $I(x, y)$ with the size of $n \times m$. The extraction of HOG is described in the following steps.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda$</td>
<td>Security parameter</td>
</tr>
<tr>
<td>$l$</td>
<td>Binary representation parameter</td>
</tr>
<tr>
<td>$m$</td>
<td>Scaling parameter</td>
</tr>
<tr>
<td>$w$</td>
<td>Error vector with $</td>
</tr>
<tr>
<td>$a$</td>
<td>Maximum element in $a$</td>
</tr>
<tr>
<td>$vec$</td>
<td>Round each element of $a$ to the nearest integer</td>
</tr>
<tr>
<td>$G, M$</td>
<td>Linear-transforming and key-switching matrices</td>
</tr>
<tr>
<td>$D, D_e$</td>
<td>Plaintext and ciphertext of pedestrian dataset</td>
</tr>
<tr>
<td>$K, K_e$</td>
<td>Plaintext and ciphertext of kernel matrix</td>
</tr>
<tr>
<td>$T(x,y), T_L(x,y)$</td>
<td>Plaintext and ciphertext of $i$-th row of image $I$</td>
</tr>
<tr>
<td>$Diff(x), Diff_e(x)$</td>
<td>Plaintext and ciphertext of gradient difference value along $i$ orientation</td>
</tr>
<tr>
<td>$Or(x), Or_e(x)$</td>
<td>Plaintext and ciphertext of gradient accumulation along $i$ orientation</td>
</tr>
<tr>
<td>$Cell, Cell_e$</td>
<td>Plaintext and ciphertext of cell descriptor</td>
</tr>
<tr>
<td>$Block, Block_e$</td>
<td>Plaintext and ciphertext of block descriptor</td>
</tr>
<tr>
<td>$HOG, HOG_e$</td>
<td>Plaintext and ciphertext of HOG descriptor</td>
</tr>
</tbody>
</table>
Image Preprocessing: For the HOG descriptor in common, the first step is the gamma and color normalization. We skip this step due to the limited performance gain.

Gradient Calculation: The 1-D centered, point discrete derivative mask $[-1, 0, 1]$ in both horizontal and vertical directions is executed for gradient normalization. Specifically, the horizontal and vertical gradients can be calculated as $g_x = I(x + 1, y) - I(x - 1, y)$ and $g_y = I(x, y + 1) - I(x, y - 1)$, respectively. Also, the gradient magnitude and direction can be calculated as $g = \sqrt{g_x^2 + g_y^2}$ and $\theta = \arctan \frac{g_y}{g_x}$, respectively.

Cell Histogram Building: This image is divided into many small connected regions called cells, and a cell histogram is built for each cell based on the values calculated in the previous step of gradient calculation. Concretely, each pixel within the cell contributes a weighted vote for an orientation-based histogram bin, and the votes are added up into orientation bins. Note that the unsigned orientation bins are evenly spaced over $[0°, 180°]$. Especially, a bin is selected based on the direction, and the vote is selected based on the magnitude.

Block Normalization: To further weaken the interference of illumination and shadowing, the gradients need to be locally normalized, which requires grouping the cells together into larger, spatially connected blocks. The widely used method of normalization is to exploring larger, spatially connected blocks. The widely used method of normalization is to explore $L_2-norm$, which is defined as $||v||_2$. Specifically, suppose that $v$ is the unnormalized block descriptor vector, then the normalization procedure of each block descriptor vector with $L_2-norm$ is represented as $\frac{v}{\sqrt{|v||_2}} + \epsilon$, where $\epsilon$ is a small constant.

HOG Descriptor Generation: By concatenating the normalized block descriptors from left to right and from top to bottom for the full image, the final HOG descriptor is generated. Note that these blocks typically overlap, meaning that each cell contributes more than once to the final descriptor.

The HOG descriptor used for pedestrian detection is usually calculated on a $128 \times 64$ patch of an image. An image patch with other sizes should be resized to $128 \times 64$. We set that a cell contains 8 × 8 pixels and a block contains $2 \times 2$ cells, which is a typical setting for HOG.

C. Support Vector Machine

We consider the two-class SVM problem, in which the separation hyperplane can be solved by correctly separating the training data set with the largest geometric interval. Given a training data set with $m$ sample points $A = \{(x_1, y_1), (x_2, y_2), \ldots, (x_m, y_m)\}$, where $x_i \in \mathbb{R}^n$ is the $i$-th feature vector, and $y_i \in \{-1, 1\}$ is the class label corresponding to $x_i$ for $i = 1, 2, \ldots, m$. If the training data set is linearly separable, this SVM problem can be transformed into a convex quadratic programming problem as

$$\min_{w, b, \xi} \frac{1}{2} ||w||^2 + C \sum_{i=1}^{m} \xi_i$$

s.t. $y_i(w \cdot x_i + b) \geq 1 - \xi_i$, $\xi_i \geq 0$, $i = 1, \ldots, m, \quad$ where $w$ is the hyperplane normal vector, $b$ is the offset constant, and $C$ is the penalty coefficient.

Lagrangean Dual: The Lagrangian method is used to transform the original SVM problem into a dual problem and find the optimal solution. The objective function can be transformed into:

$$\min_{\alpha} \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j (x_i \cdot x_j) - \sum_{i=1}^{m} \alpha_i$$

s.t. $\sum_{i=1}^{m} \alpha_i y_i = 0$, $0 \leq \alpha_i \leq C$, $i = 1, \ldots, m,$

where $\alpha_i$ is the Lagrangian operator corresponding to the data sample point $(x_i, y_i)$, for $i = 1, 2, \ldots, m$.

Kernel Technique: As the training data set is not always linearly separable, we convert a non-linear classification problem to a linear problem by using kernel techniques. Specifically, the objective function can be further transformed as

$$\min_{\alpha} \frac{1}{2} \sum_{i=1}^{m} \sum_{j=1}^{m} \alpha_i \alpha_j y_i y_j K(x_i, x_j) - \sum_{i=1}^{m} \alpha_i$$

s.t. $\sum_{i=1}^{m} \alpha_i y_i = 0$, $0 \leq \alpha_i \leq C$, $i = 1, \ldots, m,$

where $K(x_i, x_j)$ is a kernel function, mainly including linear, polynomial, and Gaussian kernels.

Sequential minimal optimization (SMO): SMO is a typical SVM training algorithm [43]. In SMO, all variables satisfy the KKT condition of this optimization problem. SMO consists of two parts, an analytical method that solves the quadratic programming of two variables, and a heuristic method that is used to select variables.

V. PROPOSED PPPD

In this section, we propose the PPPD scheme, which involves three modules.

A. Framework of PPPD

As illustrated in Fig. 3, the image owner first encrypts the pedestrian images before uploading them to the cloud server. Then, the cloud server builds the training model through three modules. Finally, the service subscribers, e.g., the self-driving vehicles, obtain the model parameters via secure channels and perform pedestrian detection. This step executed locally on the service subscribers, is the same as that in the traditional pedestrian detection over plaintexts; thus, we omit the description of this step.

Secure HOG Extractor: Upon receiving the encrypted pedestrian images $D_e$ and the constructed key-switching matrices $M_i$ corresponding to the linear-transforming matrices $G_i$, the cloud server calculates the gradient values and creates the encrypted HOG descriptors $HOG_e$. Note that the meanings of $G_i$ and $M_i$ are given in Table II and the constructions of these matrices will be involved later.
– **Encrypted Product Calculator:** The encrypted kernel matrix $K_e$ is first calculated upon $HOG_e$ by the cloud server through the inner product supported by VHE. Then, $K_e$ is returned to the image owner for decryption to acquire the kernel matrix $K$. Finally, $K$ is uploaded to the cloud for the SMO training.

– **Secure SVM Trainer:** Upon receiving $K$, the SMO algorithm is executed by the cloud server to train the pedestrian detection model. Eventually, the trained model is pushed to subscribers for local detection. Besides, the cloud server publishes updated parameters to the service subscribers for pedestrian detection in different environments.

### B. Secure HOG Extractor

As VHE does not support all operations of the original plaintext HOG algorithm, every step of HOG is required to be carefully re-designed to adapt it into a VHE-friendly form. The building of the secure HOG extractor contains two stages: 1) Re-designing the HOG algorithm in the plaintext domain, and 2) Converting the re-designed algorithm into the ciphertext form.

1) **Re-Designed HOG Over Plaintexts:** VHE processes vectors supporting the homomorphic operations of linear transformation and inner product. The re-designing HOG should be compatible with the merits of VHE. The HOG algorithm over plaintexts is re-designed following the steps below.

   **Step 1. Image Vectorization:** An image $I_{n \times m}$ can be represented as an integer matrix $I(x, y)$ with the size of $n \times m$, and each row of $I$ can be treated as an $m$-dimensional integer vector. Thus, $I$ is divided row-by-row into a group of vectors as \{ $I(x, y), \ldots, I(x, y)$ \}.

   **Step 2. Shift Operations design:** To manipulate effectively rows of $I$, gradient calculations are all carried out over vector horizontal shift and vector vertical shift in the following way.

   – **Vector horizontal shift.** The pixel-wise vector shift operation is the right (left) shift, which moves the pixels of a vector to the right (left) by one pixel, as shown in Fig. 4. The pixel position vacated by shift is proximity-filled, and the pixel shifted off the end is discarded. Then, to adopt the vector shift operations, two transforming matrices $G_L, G_R \in \mathbb{Z}^{m \times m^2}$ are constructed.

     
     \[
     G_L = \begin{bmatrix}
     0 & 1 & \cdots & 0 \\
     0 & 0 & \cdots & 0 \\
     \vdots & \vdots & \ddots & \vdots \\
     0 & 0 & \cdots & 1 \\
     0 & 0 & \cdots & 1
     \end{bmatrix},
     G_R = \begin{bmatrix}
     1 & 0 & \cdots & 0 \\
     0 & 1 & \cdots & 0 \\
     \vdots & \vdots & \ddots & \vdots \\
     0 & 0 & \cdots & 1 \\
     0 & 0 & \cdots & 0
     \end{bmatrix}.
     \]

     Thus, we have the right shift as
     
     \[
     I(x, y) = I(x+1, y) = G_R I(x, y),
     \]

     and the left shift as
     
     \[
     I(x, y) = I(x-1, y) = G_L I(x, y).
     \]

   – **Vector vertical shift:** The vertical shift is a simple transition between two adjacent rows. We have the up shift as

     \[
     I(x, y) = I(x, y-1) = I_i^{-1}(x, y),
     \]

     and the down shift as

     \[
     I(x, y) = I(x, y+1) = I_i^{i+1}(x, y).
     \]
Step 3. Gradient Calculation: In gradient calculation, the technique in [36] is adopted to improve the efficiency of the original HOG algorithm. To be specific, the number of the original orientations is reduced to be four (i.e., $0^\circ, 45^\circ, 90^\circ, 135^\circ$). Then, the oriented gradients are calculated in the operating unit of pixels as

$$
\begin{align*}
\text{Diff} (0^\circ) &= I(x + 1, y) - I(x - 1, y) \\
\text{Diff} (45^\circ) &= I(x - 1, y - 1) - I(x + 1, y + 1) \\
\text{Diff} (90^\circ) &= I(x, y + 1) - I(x, y - 1) \\
\text{Diff} (135^\circ) &= I(x + 1, y - 1) - I(x - 1, y + 1)
\end{align*}
$$

(11)

Further, by using the designed shift operations, these gradients can be calculated in the operating unit of rows as

$$
\begin{align*}
\text{Diff}^i (0^\circ) &= G_L^i I(x, y) - G_R^i I(x, y) \\
\text{Diff}^i (45^\circ) &= G_R^{i-1} (x, y) - G_L^{i+1} (x, y) \\
\text{Diff}^i (90^\circ) &= I^i (x, y) - I^{i-1} (x, y) \\
\text{Diff}^i (135^\circ) &= G_L^{i-1} (x, y) - G_R^{i+1} (x, y)
\end{align*}
$$

(12)

Step 4. Cell Histogram Building: According to the typical setting of HOG, a cell contains $8 \times 8$ pixels. In a cell, four orientations $(0^\circ, 45^\circ, 90^\circ, 135^\circ)$ of the $8 \times 8$ pixels are further accumulated to obtain the cell histogram descriptor. Nevertheless, the image $I_{n \times m}$ is now denoted as $n$ vectors of $m$ dimensions. Therefore, the feature in one cell cannot be separately calculated in the operating unit of pixels, but in the operating unit of rows. Specifically, to obtain the cell descriptor with $8 \times 8$ pixels, two cumulations of gradients for the horizontal pixels and the vertical $8 \times 8$ pixels are performed, respectively.

- **Horizontal cumulation of gradients:** To perform such operation in the unit of rows, a linear-transforming matrix $G_H \in Z_{2 \times 8}^8$ is constructed for the cumulative sum of gradients of adjacent horizontal $8 \times 8$ pixels as

$$
G_H = \begin{bmatrix}
x_0 & x_0 & \cdots & x_0 \\
x_0 & x_1 & \cdots & x_0 \\
\vdots & \ddots & \ddots & \vdots \\
x_0 & x_0 & \cdots & x_1
\end{bmatrix}
$$

where $x_0 = [00 \ 00 \ 000 \ 0000 \ 000000]$ and $x_1 = [11 \ 1111 \ 1111]$.

- **Vertical cumulation of gradients:** To take the cumulation along $\alpha (\alpha = 0^\circ, 45^\circ, 90^\circ, 135^\circ)$ in a cell, by adding 8 consecutive rows, such cumulation can be achieved in the $j$-cell (its first row is the $i$-row of $I$) as

$$
\text{Or}^j (\alpha) = G_H \sum_{k=0}^7 \text{Diff} (\alpha)
$$

(13)

Note that the four direction gradients need to be joined in a cell. That is, the row vectors in four directions are shifted by linear transformation, and then added in series to obtain the cell descriptor. To this end, the following four linear-transforming matrices, $G_0, G_{45}, G_90, G_{135} \in Z_{2 \times 8}^{32}$, are constructed as

$$
G_0 = \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix},
G_{45} = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix}
$$

$$
G_{90} = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
1 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix},
G_{135} = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0 \\
\cdots & \cdots & \cdots & \cdots \\
0 & 0 & \cdots & 0 \\
0 & 0 & \cdots & 0
\end{bmatrix}
$$

Finally, by using the four linear-transforming matrices, the $j$-th cell descriptor can be derived as

$$
\text{Cell}^j = G_0 \text{Or}^j (0^\circ) + G_{45} \text{Or}^j (45^\circ) + G_{90} \text{Or}^j (90^\circ) + G_{135} \text{Or}^j (135^\circ)
$$

(14)

Step 5. Block and HOG Descriptors Generation: In a typical setting, a block contains $2 \times 2$ cells. Thus, a block descriptor can be generated by the linear transformation on two rows of cell descriptors. Two linear-transforming matrices, $G_{up}, G_{down} \in Z_{16 \times 1}^{32}$, are constructed to set relative positions of such $2 \times 2$ cell descriptors in the block descriptor.

$$
G_{up} = \begin{bmatrix}
E_4 & E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_4 & E_0 & \cdots & E_0 & E_0 & E_0 \\
E_0 & E_0 & E_4 & \cdots & E_0 & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 & E_0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 & E_0
\end{bmatrix}
$$

$$
G_{down} = \begin{bmatrix}
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0 \\
E_0 & E_0 & E_0 & \cdots & E_0 & E_0
\end{bmatrix}
$$

where $E_4$ and $E_0$ represent $4 \times 4$ identity and all-zero matrices, respectively. As a result, the $k$-th block descriptor is built as

$$
\text{Block}^k = G_{up} \text{Cell}^j + G_{down} \text{Cell}^{j+1}
$$

(15)

To create the final HOG descriptor of an image $I$, a sliding window with $32 \times 32$ pixels (i.e., the block size) is used to scan $I$.
from top to bottom and from left to right with the step of 8 pixels, as illustrated in Fig. 5. As the scanned blocks overlap, there are \( \left( \frac{n}{8} - 1 \right) \) and \( \left( \frac{n}{8} - 1 \right) \) blocks in the horizontal and vertical directions, respectively. Therefore, for \( L_{n \times m} \), there are \( \left( \frac{n}{8} - 1 \right) \times \left( \frac{n}{8} - 1 \right) \) blocks. Further, since the calculations are executed in units of row, there are totally \( k = \frac{n}{8} - 1 \) rows, and each row contains \( \frac{n}{8} - 1 \) blocks. Consequently, the final HOG descriptor is generated as

\[
\text{HOG} = \{ \text{Block}^1, \text{Block}^2, \ldots, \text{Block}^k \}. \tag{16}
\]

2) Re-Designed HOG Over Ciphertexts: According to the designed HOG over plaintexts, the corresponding HOG over ciphertexts is generated by firstly encrypting each row of an image, and then switching linear-transforming matrices \( G_i \) (e.g., \( G_L \)) in the plaintext domain into key-switching matrices \( M_i \) (e.g., \( M_L \)) in the ciphertext domain. In specific, the re-designed HOG over ciphertexts is obtained in the following steps.

Step 1. System initialization: The system initialization is carried out by the image owner, firstly by invoking \( \text{Param} \leftarrow \text{VHE.KG}(\lambda) \) and \( (M_L, S) \leftarrow \text{VHE.KS}(G_L, S) \), then uploading \( \text{Param} \) and \( M_L \) to the cloud.

Taking the linear transformation operation \( G \mathbf{x} \) as an example, we show how to design the corresponding key switching matrix \( M \) to satisfy the condition that \( c_{\text{new}} = M \mathbf{e}^* \) is the encryption of \( G \mathbf{x} \) under the secret key \( S \). Where \( M \) is the linear transformation matrix, \( \mathbf{x} \) is the plaintext vector, and \( \mathbf{e} \) is the ciphertext of \( \mathbf{x} \) under the secret key \( S \). Note that \( \mathbf{e}^* \) and \( (GS)^* \) are the binary representations of the vector \( \mathbf{e} \) and the matrix \( GS \), respectively. We have \( (GS)^* \mathbf{e}^* = (GS)e \). Also, we have \( Sc = wx + e \), where \( w \) is the scaling parameter, and \( e \) is the small noise vector.

We first generate the new secret key as \( S_{\text{new}} = [I, T'] \), where \( I \) is an identity matrix, and \( T' \) is a random matrix. Then, the corresponding key switching matrix \( M \) of \( G \mathbf{x} \) can be calculated as

\[
M = \begin{bmatrix}
(GS)^* - T'A + E \\
A
\end{bmatrix},
\]

where \( A \) is a random matrix, and \( E \) is a small noise matrix.

In this case, by using \( S_{\text{new}} \) to decrypt \( c_{\text{new}} \), we have

\[
S_{\text{new}}c_{\text{new}} = [I, T'] \begin{bmatrix}
(GS)^* - T'A + E \\
A
\end{bmatrix} \mathbf{e}^* = (GS)^* \mathbf{e}^* + E \mathbf{e}^* = GSc + E \mathbf{e}^*
\]

where \( e_{\text{new}} = Ge + E \mathbf{e}^* \) is a new small noise vector.

Therefore, \( c_{\text{new}} \) is the corresponding ciphertext vector of \( G \mathbf{x} \).

Step 2. Image Encryption: The image \( I_{n \times m} \) is encrypted with a secret key \( S \) row-by-row as

\[
I^I_e(x, y) = \text{VHE.Enc}(I^I_e(x, y), S), \tag{17}
\]

where \( I^I_e(x, y) \) is the encryption of \( I^I_e(x, y) \). Finally, the encrypted image, denoted as \( I^I_e = \{I^I_e(x, y), \ldots, I^I_e(x, y)\} \), is uploaded to the cloud.

Step 3. Secure Gradient Calculation: Utilizing the linear transforming matrices, the gradients can be calculated in the ciphertext domain by the cloud. Since \( I^I_e(x, y) \) is the ciphertext of \( I^I_e(x, y) \) with \( S \), we have \( ST^I_e(x, y) = wI^I_e(x, y) + e \), where \( e \) is a small noise vector. Then, we obtain

\[
\begin{align*}
(G_L S)I^I_e(x, y) &= w(G_L I^I_e(x, y)) + G_L e \\
(G_R S)I^I_e(x, y) &= w(G_R I^I_e(x, y)) + G_R e
\end{align*}
\tag{18}
\]

The ciphertexts of \( G_L I^I_e(x, y) \) and \( G_R I^I_e(x, y) \), in the same \( I^I_e(x, y) \), are generated with the secret keys \( G_L S \) and \( G_R S \), respectively. To perform homomorphic addition, \( G_L S \) and \( G_R S \) need to be switched into the same secret key \( S \). To be specific, key-switching matrices \( M_L \) and \( M_R \) are generated to convert \( G_L S \) and \( G_R S \) to \( S \). Then, the encrypted gradients are obtained as

\[
\begin{align*}
\text{Diff} f^I_e(0^I) &= M_L I^I_e(x, y) - M_R I^I_e(x, y) \\
\text{Diff} f^I_e(45^I) &= M_R I^I_e^{-1}(x, y) - M_L I^I_e^{-1}(x, y) \\
\text{Diff} f^I_e(90^I) &= I^I_e^{-1}(x, y) - I^I_e^{-1}(x, y) \\
\text{Diff} f^I_e(135^I) &= M_L I^I_e^{-1}(x, y) - M_R I^I_e^{-1}(x, y)
\end{align*}
\tag{19}
\]

Step 4. Secure HOG Descriptor Generation: To take the accumulation along the direction of \( \alpha \in \{0^I, 45^I, 90^I \} \) and \( 135^I \) in a cell over ciphertexts, the cloud firstly calculates the new ciphertext \( M_H \text{Diff} f^I_e(\alpha) \) representing the encryption of the sum of every 8-pixel gradients in the \( i \)-th row, where \( (M_H, S) \leftarrow \text{VHE.KS}(G_H S) \). Then, by adding 8 consecutive rows of gradient ciphertexts, the cloud obtains the accumulation along \( \alpha \) in a cell as

\[
\text{Or}^I(\alpha) = M_H \left( \text{Diff} f^I_e(\alpha) + \cdots + \text{Diff} f^I_e(7\alpha) \right). \tag{20}
\]

Similarly, the encrypted gradient vectors of four directions in a cell are required to be joined in sequence, \( G_0, G_45, G_90 \) and \( G_{135} \) are converted into \( M_0, M_{45}, M_{90} \) and \( M_{135} \), respectively. Thus, a row of cell descriptor over ciphertexts is derived as

\[
\begin{align*}
\text{Cell}^I_e &= M_0 \text{Or}^I(0^I)_e + M_{45} \text{Or}^I(45^I)_e \\
&+ M_{90} \text{Or}^I(90^I)_e + M_{135} \text{Or}^I(135^I)_e.
\end{align*}
\tag{21}
\]

Further, the block descriptor is obtained over ciphertexts as

\[
\text{Block}^k_e = M_{\text{up}} \text{Cell}^I_e + M_{\text{down}} \text{Cell}^I_e^{-1} + 1. \tag{22}
\]
Algorithm 1: $K_e$ Calculation.

**Input:** $n$ ciphertext HOG features matrix

\{HOG$^{1}_e$, HOG$^{2}_e$, \ldots, HOG$^{n}_e$\}

**Output:** ciphertext kernel matrix $K_e^{n \times n}$

1: set $K_e[n, n]$ empty
2: for $i=1$ to $n$ do
3:     for $j=1$ to $n$ do
4:         for $q=1$ to $k$ do
5:             calculate inner product: $K_e[i, j] = V H E . I P (HOG^1_e, Block^q_1, HOG^2_e, Block^q_2)$
6:         end for
7:     end for
8: end for
9: return $K_e$

Algorithm 2: Improved $K_e$ Calculation.

**Input:** $n$ ciphertext HOG features matrix

\{HOG$^{1}_e$, HOG$^{2}_e$, \ldots, HOG$^{n}_e$\}

**Output:** ciphertext kernel matrix $K_e^{n \times n}$

1: set $K_e[n, n]$ and $Tmp_e[k]$ empty
2: for $q=1$ to $k$ do
3:     $Tmp_e[q] = V H E . A d d (HOG^q, Block^1, \ldots, HOG^q, Block^k)$
4: end for
5: for $i=1$ to $n$ do
6:     for $j=1$ to $n$ do
7:         $K_e[i, j] = V H E . I P (Tmp^i_e, Tmp^j_e)$
8:     end for
9: end for
10: return $K_e$

Finally, the final HOG descriptor in the encrypted domain is created as

\[ HOG_e = \{Block^1_e, Block^2_e, \ldots, Block^k_e\}. \]  \hspace{1cm} (23)

C. Encrypted Product Calculator

After the HOG descriptors are extracted from ciphertext images, the ciphertext kernel matrix $K_e$ is constructed by calculating inner product in the encrypted domain, and decrypted by the image owner to obtain the kernel matrix $K$.

1) Ciphertext Kernel Matrix Construction: Each of $n$ encrypted HOG descriptors \{HOG$^1_e$, HOG$^2_e$, \ldots, HOG$^n_e$\} consists of $k$ encrypted block descriptors. The ciphertext kernel matrix can be calculated via Algorithm 1 and Algorithm 2.

- In Algorithm 1, inner products are calculated and the results are added up, which consume $n^2 \times k$ homomorphic operations.
- In Algorithm 2, $k$ blocks of each HOG descriptor are added up and then subjected to subsequent inner product operations. Only $n^2$ inner products are calculated.

As a consequence, Algorithm 2 saves an approximately $k$ times of computation and communication consumptions compared with Algorithm 1.

2) Ciphertext Kernel Matrix Decryption: Upon receiving the ciphertext kernel matrix $K_e$, the image owner decrypts $K_e$ to recover $K$, by using Ordinary Decryption or Batch Decryption.

- Ordinary Decryption. $K_e$ is decrypted as $K[i, j] \leftarrow V H E . D e c (K_e[i, j], S)$ element-by-element, where $i = 1, \ldots, n$ and $j = 1, \ldots, n$. Obviously, the time complexity is $O(n^2)$, which brings heavy computational burden to the image owner.

- Batch Decryption. $K_e$ is decrypted in a batch manner based on packaging $S$ as illustrated in Eq. (24).

\[ S_{pack} = \begin{bmatrix} S & 0 & 0 & \cdots & 0 \\ 0 & S & 0 & \cdots & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & 0 & \cdots & S \end{bmatrix} \begin{bmatrix} k_1 \\ k_2 \\ \vdots \\ k_n^2 \end{bmatrix}. \]  \hspace{1cm} (24)

For each element of $K_e$, the corresponding keys are the same, i.e., $S$. Accordingly, all ciphertexts can be packed into one ciphertext, and thus only a single decryption operation is required to recover $K$, which significantly decreases computation costs for the image owner.

The $K[i, j]$ of $K$ is the inner product between $HOG^1$ and $HOG^j$. We denote $HOG^1$ as $H_1$. Hence, the kernel matrix $K$ is as follows:

\[ K = \begin{bmatrix} H_1 \cdot H_1 & \cdots & H_1 \cdot H_n \\ H_2 \cdot H_1 & \cdots & H_2 \cdot H_n \\ \vdots & \vdots & \vdots \\ H_n \cdot H_1 & \cdots & H_n \cdot H_n \end{bmatrix}. \]  \hspace{1cm} (25)

D. Secure SVM Trainer

Secure SVM training model can be constructed from the kernel matrix $K$ as follows.

1) Secure Kernel Functions Calculation: We can securely calculate three kinds of kernel functions, namely, the linear, polynomial, and Gaussian kernels.

Linear Kernel: The linear kernel is calculated as

\[ K_{ij} = H_i^T H_j. \]  \hspace{1cm} (26)

Thus, $K_{ij}$ is only acquired from the element in $K$ according to the index $i$ and $j$.

Polynomial Kernel: The polynomial kernel is calculated as

\[ K_{ij} = (H_i^T H_j + \gamma)^d. \]  \hspace{1cm} (27)

The polynomial kernel can be obtained based on linear kernel by adding a constant $\gamma$ and then doing $d$ power operation.

Gaussian Kernel: The Gaussian kernel is calculated as

\[ K_{ij} = e^{-\frac{||H_i - H_j||^2}{2\sigma^2}}. \]  \hspace{1cm} (28)

As $||H_i - H_j||^2 = H_i^T H_i + H_j^T H_j - 2H_i^T H_j$, we have

\[ K_{ij} = e^{-\frac{K_{ii} + K_{jj} - 2K_{ij}}{2\sigma^2}}. \]  \hspace{1cm} (29)

Since the cloud cannot extract the real HOG descriptor $H_i, i = \{1, 2, \ldots, n\}$ from the above computations, the security of kernel functions can be guaranteed.
Algorithm 3: Secure SMO.

Input: $K$, $y = \{y_1, y_2, \ldots, y_n\}$
Output: $\alpha$, $b$
1: initialize $\alpha$ and $b$
2: choose two samples $(H_i, y_i)$ and $(H_j, y_j)$
3: calculate
   $E_i = \sum_{k=1}^{n} \alpha_k y_k K_{ik}$, $E_j = \sum_{k=1}^{n} \alpha_k y_k K_{jk}$
4: calculate $\alpha_{old}^j = \alpha_{old}^i + \frac{y_j (E_j - E_i)}{K_{ij} - 2K_{ii}}$
5: calculate
   $U = \begin{cases} 
   \max\{0, \alpha_{old}^i - \alpha_{old}^j\}, & y_i y_j = -1 \\
   \max\{0, \alpha_{old}^j + \alpha_{old}^i + C\}, & y_i y_j = 1 
   \end{cases}$
   and
   $V = \begin{cases} 
   \min\{C, \alpha_{old}^i - \alpha_{old}^j + C\}, & y_i y_j = -1 \\
   \min\{0, \alpha_{old}^j + \alpha_{old}^i\}, & y_i y_j = 1 
   \end{cases}$
6: if $\alpha_{new}^i > V$ then
7:   $\alpha_{new}^i = V$
8: else if $\alpha_{new}^i < U$ then
9:   $\alpha_{new}^i = U$
10: end if
11: calculate $\alpha_{new}^j = \alpha_{old}^j + y_j y_i (\alpha_{old}^i - \alpha_{new}^i)$
12: calculate $b_j = -E_j - y_i K_{ij} (\alpha_{new}^i - \alpha_{old}^i) - y_j K_{ij} (\alpha_{new}^j - \alpha_{old}^j + b)$ and $b_j = -E_j - y_i K_{ij} (\alpha_{new}^i - \alpha_{old}^i) - y_j K_{ij} (\alpha_{new}^j - \alpha_{old}^j + b)$
13: if $0 < \alpha_{new}^i < C$ then
14:   $b_{new}^i = b_i$
15: else if $0 < \alpha_{new}^j < C$ then
16:   $b_{new}^j = b_j$
17: else
18:   $b_{new} = \frac{b_i + b_j}{2}$
19: end if
20: if all samples satisfy KKT condition, stop training.

2) Secure SMO Algorithm: Given the kernel matrix $K$ and the corresponding labels $y = \{y_1, y_2, \ldots, y_n\}$, where $y_i \in \{+1, -1\}$, the secure SMO algorithm is designed, which is depicted in Algorithm 3.

E. Correctness of Kernel Function Calculation

In the original SMO algorithm [43], only the training data are used to calculate kernel functions. Here, Alg 3 is roughly the same with the original one except that some operations that are concentrated on computing kernel functions are performed over the ciphertexts for the training data. Hence, as long as the kernel functions can be correctly performed over ciphertexts, Alg 3 can obtain the same training result as the original SMO algorithm does. Furthermore, in Alg 3, the kernel functions are calculated based on the homomorphic operations of inner product. As the homomorphism of VHE can ensure the correctness of kernel function calculations over encrypted training data, the trained SVM model in the ciphertext domain will be correct.

VI. Security Analysis

In this section, we discuss the security of PPPD in two aspects, the security of VHE and the privacy of the kernel matrix.

A. Security of VHE

The security of VHE depends on the learning with error (LWE) problem, that is, given polynomially many samples of $(\alpha_i, b_i) \in \mathbb{Z}_q^n \times \mathbb{Z}_q$ satisfying

$$b_i = v^T \alpha + \epsilon_i,$$  \hspace{1cm} (30)

where the error term $\epsilon \in \mathbb{Z}_q$ is generated from the Gaussian probability distribution $\chi$, no adversary can have a non-negligible advantage to acquire the vector $v \in \mathbb{Z}_q^n$.

Theorem 1: If the LWE problem is hard, the advantage to acquire the vector $v \in \mathbb{Z}_q^n$ is negligible, where $M, S_{old}$ and $E$ are the key-switching, the old secret key and the error matrices respectively, and $(\cdot)^*$ is the binary representation of a matrix.

The proof details are referred to [19]. Simply speaking, if LWE is hard, it is hard to solve $S_{new} M = S_{old} + E$. Hence, it is impossible to retrieve the new secret key $S_{new}$ on the premise of the known $M$. Therefore, no adversary can recover the original images.

B. Privacy of Kernel Matrix

Since the labels $y_i \in \{+1, -1\}$ will not leak the sensitive information, even if they are not encrypted, the data privacy would be reduced to the security of the kernel matrix $K \in \mathbb{Z}_q^{n \times n}$, where $n$ is the number of training samples. That is, even if the cloud obtains $K$, it cannot acquire any elements from the HOG feature matrix $X \in \mathbb{Z}_q^{m \times n}$ containing $n$ HOG feature vectors $x_i \in \mathbb{Z}_q^m$, $i = 1, \ldots, n$. This can be ensured due to the following reasons.

Firstly, a pair of standard orthogonal matrices can be constructed as

$$I = QTQ, Q \in \mathbb{R}^{n \times n},$$

where $I$ is an identity matrix of $n \times n$. The column vector of $Q$ constitutes a set of standard orthogonal bases in $\mathbb{R}^n$. Since there is an infinite number of standard orthogonal bases in $\mathbb{R}^n$, there is an infinite number of matrices $Q$ satisfying $I = QTQ$.

Therefore, given $K = X^T X$, we have

$$K = X^T X = X^T IQX = \langle QX \rangle,$$

Let $A = (QX)$. As there is an infinite number of $Q$, there is an infinite number of $A$. Further, there is an infinite number of $X$ satisfying $X^T X = K$. The cloud, thus, cannot determine $X$ only by the kernel matrix $K$. As a result, the privacy of the kernel matrix $K$ can be guaranteed. Also, since the SMO training algorithm is designed based on $K$, its security can be achieved if $K$ is secure.
TABLE III
CLASSIFICATION PERFORMANCE ON MULTIPLE DATASETS

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Train</th>
<th>Test</th>
<th>Original</th>
<th>Our</th>
<th>Original</th>
<th>Our</th>
<th>Original</th>
<th>Our</th>
</tr>
</thead>
<tbody>
<tr>
<td>RGB-D camera [45]</td>
<td>5000</td>
<td>2200</td>
<td>1</td>
<td>1</td>
<td>0.94</td>
<td>1</td>
<td>0.97</td>
<td></td>
</tr>
<tr>
<td>Daimler Pedestrian Detection [46]</td>
<td>22404</td>
<td>3996</td>
<td>1</td>
<td>1</td>
<td>0.76</td>
<td>0.68</td>
<td>0.88</td>
<td>0.84</td>
</tr>
<tr>
<td>USC Pedestrian Detection [47]</td>
<td>507</td>
<td>200</td>
<td>1</td>
<td>0.99</td>
<td>1</td>
<td>0.98</td>
<td>1</td>
<td>0.98</td>
</tr>
<tr>
<td>Caltech Pedestrian Detection [48]</td>
<td>3525</td>
<td>3683</td>
<td>0.51</td>
<td>0.49</td>
<td>0.63</td>
<td>0.68</td>
<td>0.51</td>
<td>0.48</td>
</tr>
<tr>
<td>PennFudanPed [49]</td>
<td>260</td>
<td>80</td>
<td>1</td>
<td>1</td>
<td>0.93</td>
<td>1</td>
<td>0.96</td>
<td></td>
</tr>
</tbody>
</table>

VII. PERFORMANCE EVALUATION

In this section, the performance of PPPD is evaluated. The experiments are conducted on a server with E5-2430 CPU and 32 GB RAM, running Ubuntu 16.04, and a laptop with i5-4130 CPU and 8 GB RAM, running Windows 10. In addition, our simulations are carried out on multiple pedestrian datasets, including MIT [44] and INRIA [8].

A. Classification Performance

The classification results of three kernel functions are firstly compared to select a proper one to conduct the experiments. Then, the accuracy between the original HOG [8] and PPPD is compared over MIT dataset [44] and INRIA dataset [8], respectively. Besides, in Table III, the experiments for evaluating the performance of PPPD are executed on multiple pedestrian image datasets. Finally, PPPD is compared with SecHOG [36] in terms of classification precision. Three frequently used indicators, including precision, recall, and accuracy, are measured for the classification performance. Note that for the classification performance indicators,

\[ \text{Precision} = \frac{TP}{TP + FP}, \quad \text{Recall} = \frac{TP}{TP + FN}, \quad \text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}, \]

where \( TP \) is True Positive, \( TN \) is True Negative, \( FP \) is False Positive and \( FN \) is False Negative [50].

1) Multiple Kernel Functions: In Fig. 6(a), three kernel functions are compared on the INRIA dataset [8] in terms of three indicators. PPPD performs better with the Gaussian kernel than others. Therefore, the Gaussian kernel would be chosen for subsequent experiments. Note that in Fig. 6(a), the \( \sigma \) represents the polynomial degree in the polynomial kernel function.

2) Comparison With Original HOG: Here, we compare PPPD with the original plaintext algorithm of HOG on MIT dataset [44] and INRIA dataset [8], respectively. Firstly, MIT [44] contains 924 pedestrian images, 80% and 20% of which are used for training and prediction, respectively. Since MIT [44] does not have any negative sample, we select images with the same scenes (no pedestrians) as negative samples. In Fig. 6(b), PPPD and the original HOG have similar classification performance. The difference in detection accuracy is at most 4%. For INRIA [8], the training set has 614 positive samples and 1218 negative samples; the test set has 288 positive samples (including 1126 pedestrians) and 453 negative samples. In Fig. 6(c), PPPD still has the approximate performance to the original HOG, though the INRIA dataset [8] has more complex pedestrian backgrounds. Consequently, PPPD not only achieves the gain of privacy protection but also preserves the good classification performance.

3) Multiple Pedestrian Datasets: To illustrate the wide availability of PPPD in various pedestrian detection scenarios, multiple pedestrian datasets are used, including RGB-D [45], Daimler [46], USC [47], Caltech [48] and PennFudanPed [49], which contain pedestrian images in different poses and scenes. In Table III, over multiple pedestrian image datasets, PPPD and the original scheme have close performance, but PPPD performs on the ciphertexts of images with privacy preservation.

4) Comparison With SecHOG: PPPD is compared with SecHOG [36] over the INRIA dataset. In Fig. 6(d), the classification effects of PPPD approximate that of SecHOG. Specifically, when the recall rate exceeds 70%, PPPD has a slight advantage.
in precision. Due to VHE, PPPD has lower computational and communication costs than SecHOG.

### B. Computation Cost

Time consumption of each phase in PPPD is collected when it processes 500 images simultaneously that are randomly selected in the MIT dataset [44].

1) **Initialization:** In this phase, the image owner generates keys and key-switching matrices corresponding to linear-transforming operations. In the Table IV, the time for matrix generation is no more than 2 seconds. These matrices are calculated once in initialization.

2) **Image Encryption:** Image encryption should be lightweight due to the limited computing capability of image owners. We compare VHE with Paillier HE [38] and SHE [36] in the time of image encryption. As shown in Fig. 7(a), VHE takes much less time than Paillier HE. For example, for the image size of 400 × 400, the encryption time of VHE is less than 3 minutes but that of Paillier HE is up to 27 minutes. Although VHE in PPPD and SHE in SecHOG have close performance in terms of computational cost, due to the usage of VHE in PPPD, the encrypted kernel matrix enables the generation of the secure SVM trainer from the extracted encrypted HOG features. It is not necessary to decrypt and re-encrypt the HOG features for the image owners. Therefore, compared with SecHOG, PPPD can achieve high accuracy of pedestrian detection with lower computational overhead.

3) **Secure HOG Extraction:** After the image owner uploads encrypted images, the cloud sequentially calculates secure HOG feature extraction. In Fig. 7(b), the extraction time of HOG features increases linearly with the number of images. When the number reaches 500, the time to extract features from 500 images is considerable, i.e., 220 minutes. However, the time cost can be significantly reduced by using parallel computing; that is, only 20 minutes are needed for feature extraction of 500 images.

4) **Ciphertext Kernel Matrix Calculation:** After extracting encrypted HOG features, inner products of features are calculated in the ciphertext domain, and the kernel matrix is constructed. For \( n \) encrypted HOG features with \( k \) block descriptors, the time complexities of ciphertext kernel matrix calculation are \( \mathcal{O}(n^2 k) \) in Algorithm 1 and \( \mathcal{O}(n^2) \) in Algorithm 2, respectively. In Fig. 7(c), although the Algorithm 2 saves much time with the increasing number of images, the time cost for the cloud server is high, e.g., 100 images would cost 180 minutes. To
reduce the time cost of $K_e$ generation, the multi-process parallel computing mode can be utilized. In Fig. 7(c), it takes 28 minutes to complete the same tasks. As the number of images increases, the computing time would be reduced to a larger extent.

5) Ciphertext Kernel Matrix Decryption: In this phase, $K_e$ is returned to the image owner for decryption. In Fig. 7(d), the time complexity of the method of ordinary decryption is $O(n^2)$, and for $K_e$ containing 500 images, the decryption time is up to 2500 seconds. However, for batch decryption, decrypting the same $K_e$ only costs 112 seconds.

6) Secure SVM Trainer: The cloud performs secure SVM training after obtaining $K$. In Fig. 7(e), because inner products can be calculated in advance, it takes only about 6 seconds to complete the training of 500 images.

C. Communication Overhead

We discuss the communication overhead between the image owner and the cloud.

1) Encrypted Images: We compare VHE with Paillier HE [38] and SHE [36] in the size of encrypted images. As shown in Fig. 8(a), VHE and SHE have close performance in terms of communication cost, consuming much less bandwidth than Paillier HE. For example, for the image size of $400 \times 400$, the communication cost of VHE is less than 5 MB but that of Paillier HE is up to 40 MB.

2) Ciphertext Kernel Matrix: A comparison of communication overhead for transmitting $K_e$ is presented. For $n$ HOG features with $k$ block descriptors, space complexities are $O(n^2k)$ and $O(n^2)$ according to Algorithm 1 and Algorithm 2, respectively. As shown in Fig. 8(b), the improved Alg. 2 greatly reduces communication cost. For example, for $K_e$ containing 500 images, it consumes the bandwidth of 562 MB, while the communication cost of the original Algorithm 1 is up to 7568 MB.

3) Overall Communication Cost: For the whole process of feature extraction and training, the image owner needs to interact with the cloud to upload encrypted images, download $K_e$, and upload $K$. In Fig. 8(c), communication costs of uploading $D_e$ and $K$ are quite low, and that of downloading $K_e$ is practically acceptable.

D. Comparison of Communication Costs

We compare PPPD with the straightforward approach by simply combining the secure HOG [36] and the secure SVM [40] in terms of the communication cost, which is called SCPD. In SCPD, the PEGASOS and FSCL algorithms [40] are used in SVM and the secure HOG is under single-server model [36]. we use 500 images with the size of $128 \times 64$ from MIT database [44], and the corresponding HOG features are the vectors with 1680 dimensions. The encryption schemes, including BCP [41], VHE [19] and SHE [39], are involved in the comparison of communication costs. We firstly set the security level $k = 80$ and specify the ciphertext size-related parameters for BCP [41], VHE [19] and SHE [39]. In BCP, $\log N = 1024$ and the ciphertext size is 512 Bytes with the modulus $N^2$. In VHE, $l = 100, q \approx 2^{50}, w = 2^{20}$, and the ciphertext size is 400 Bytes for a 64 dimensional vector. In SHE, $p = 2$ for the plaintext space of $F_p[x] = \Phi_n(x)/(f(x))$, and $\Phi_n(x)$ is factored modulo 2 into multiple irreducible factors to support the single instruction multiple data (SIMD). According to the test results in [51], the fresh ciphertext size is about 204 KB for a 64 dimensional vector, and the evaluated ciphertext size is at least 46.8 MB for a 1680 dimensional vector.

Table V demonstrates the comparisons about the communication costs between PPPD and SCPD. The communication costs for 500 encrypted images are 24.41 MB and 12 750 MB in PPPD and SCPD, since the ciphertext size of each row (i.e., a 64 dimensional vector) in one image are 400 Bytes and 204 KB in VHE and SHE, respectively. To download encrypted kernel matrix and upload decrypted kernel matrix for 500 images, PPPD consumes the bandwidths of 565 MB and 1.67 MB, respectively, as illustrated in Fig. 8(c). However, in SCPD, the communication costs for 500 images are 23 400 MB and

<table>
<thead>
<tr>
<th>Communication Cost (MB)</th>
<th>PPPD</th>
<th>SCPD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Encrypted original images</td>
<td>24.41</td>
<td>12750</td>
</tr>
<tr>
<td>Encrypted kernel or encrypted features</td>
<td>562</td>
<td>23400</td>
</tr>
<tr>
<td>Plaintext kernel or re-encrypted features</td>
<td>1.67</td>
<td>410.15</td>
</tr>
<tr>
<td>Total</td>
<td>588.08</td>
<td>36560.15</td>
</tr>
</tbody>
</table>
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410.15 MB, as one 1680 dimensional HOG feature encrypted by SHE [39] and BCP [41] has the ciphertext sizes of 46.8 MB and 512 Bytes, respectively. Therefore, PPPD is more efficient than SCPD in terms of the communication cost. In PPPD, by taking advantages of VHE [19], the image can be batch encrypted in row-by-row, rather than pixel-by-pixel like BCP [41]. Although SHE [39] can leverage SIMD to pack multiple pixels into one vector for batched encryption, the ciphertext size dramatically increases with the vector dimensions (e.g., 204 KB with 64 dimensions but 46.8 MB with 1680 dimensions). Besides, in PPPD, the encrypted kernel matrix enables the generation of the secure SVM trainer from the extracted encrypted HOG features. It is not necessary to decrypt and re-encrypt the HOG features for the image owners compared with SCPD.

E. Comparison of Existing Schemes

We have summarized and compared the detailed features of the existing schemes and our proposed PPPD, which are shown in TABLE VI. The symbols of “√” represents that the scheme achieves that property, and “×” represents that the scheme does not achieve that property. The original HOG scheme [8] has low communication cost, but it does not adopt any security techniques, thus it cannot provide any privacy protection. Although PPHOG [35] and SecHOG [36] can guarantee the privacy of raw images and HOG features, they cannot preserve the privacy for SVM training. Besides, due to the multi-server technique, SecHOG brings high communication overheads. Secure SVM [40] can preserve the privacy of SVM training. Nevertheless, no privacy protection mechanism is designed for extracted HOG features. SCPD can protect the privacy for raw images, extracted HOG features, and SVM training. But it does not preserve the privacy of exacted HOG features. SCPD can protect the privacy for raw images, extracted HOG features, and SVM training, but the transmission of encrypted HOG features between the cloud server and the image owner would cause large communication costs. Our PPPD achieves the privacy protection of raw images, HOG features and SVM training with low communication costs.

VIII. Conclusion

In this paper, we have proposed an accurate image-based pedestrian detection scheme (PPPD) over the encrypted pedestrian images with privacy preservation. The private linear-transforming matrices are designed to generate the SVM trainer from the secure HOG extractors to avoid the retrieval of the encrypted extractors for image owners in model training, such that the communication overhead can be dramatically reduced. The construction of linear-transforming matrices has the independence of value, potentially being applied to many other privacy-preserving image classification algorithms. PPPD achieves high classification accuracy over multiple pedestrian datasets with low computational and communication costs, exhibiting its applicability in autonomous driving. For the future work, we will investigate the privacy-preserving face identification over surveillance videos that provides high accuracy and efficiency guarantees.
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