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Analysis of aggregated hospital infection data for accountability
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Analysis and reporting of among-institution aggregated hospital-acquired infection data are
necessary for transparency and accountability. Different analytical methods are required for
ensuring transparency and accountability for within-institution sequential analysis. In addi-
tion, unbiased summary information is needed for planning and informing the public. We
believe that implementation of systems based on evidence is the key to improving institutional
performance and safety. This must be accompanied by compliance, outcome audit and
sequential analysis of outcome data, e.g. using statistical process control methods. Checklists
can be a valuable aid for ensuring implementation of evidence-based systems. Aggregated
outcome data analysis for transparency and accountability should concentrate primarily on
accurately presenting the outcomes together with their precision. We describe tabulations,
funnel plots and random-effects (shrinkage) analysis and avoid comparisons using league
tables, star ratings and confidence intervals.

� 2010 The Hospital Infection Society. Published by Elsevier Ltd. All rights reserved.
Introduction

Safe practice is based on the premise that hospitals achieve
optimum outcomes by implementing systems based on evidence.
Many evidence-based systems to combat hospital-acquired infec-
tions (HAIs) are referred to as ‘bundles’.1 Checklists are a valuable
adjunct to their implementation and maintenance but must be
complemented by regular sequential monitoring and analysis of
process and outcome data.2,3

It is becoming increasingly necessary for hospitals to supply HAI
data to central authorities for accountability, after which these data
frequently undergo aggregation. Other purposes of aggregation are
to provide unbiased summary information to the public and for
planning. Aggregation at each of these levels is valid but motivated
by different objectives.

Data can be aggregated and analysed at different levels. Staph-
ylococcus aureus bacteraemias, surgical site infections (SSIs),
infections with antibiotic-resistant organisms and antibiotic usage
are of particular interest, with many subject to centrally set targets
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that are seen by central authorities as being necessary formanaging
projects aimed at reducing adverse events (AEs).

Nationally aggregated data tend to be published infrequently.
Hence, regardless of their quality, theyare of limited value for timely
local improvement. This requires within-institution sequential
analysis to detect unforeseen changes in a timely manner.

This paper focuses on the aggregation of outcome data and their
analysis to ensure transparency and accountability. Most of the
examples we present involve multiple hospitals, but the methods
can easily be adapted to local level investigations, e.g. for surgical
units within a hospital that perform similar procedures such as
cardiac surgery.
Methods

We describe three methods: tabulations, funnel plots and
random-effects (shrinkage) analysis. These methods are illustrated
with risk-adjusted SSI data from the Queensland Health Centre for
Health Related Infection, Surveillance and Prevention (CHRISP).4

The National Nosocomial Infections Surveillance system (NNIS)
risk index was employed for risk adjustment (A. Morton, K. Men-
gersen, M. Waterhouse et al., submitted data).5 It has been shown
that risk adjustment permits comparison of an institution with the
evier Ltd. All rights reserved.
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Table II
Observed and expected SSIs by quarters

Year Quarter SSIs Expected SMR Z Procedures

2005 1 16 17.09 0.94 �0.26 415
2 23 21.33 1.08 0.36 512
3 23 22.21 1.04 0.17 527
4 24 21.41 1.12 0.56 513

2006 1 16 17.32 0.92 �0.32 416
2 13 22.93 0.57 �2.07 539
3 24 25.58 0.94 �0.31 599
4 17 22.11 0.77 �1.09 532

Total 156 169.98 0.92 �1.07 4053

SSIs, surgical site infections; SMR, standardised mortality ratio.
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among-institution average, not comparisons between institutions
that may have differing risk profiles.6

The methods can be applied, with minor adjustment, to count
data AEs such as bacteraemias. However, risk adjustment is more
difficult. It involves stratifying hospitals by their complexity and the
services they provide, e.g. hospitals with large haematology/
oncology services can expect more frequent bacteraemias than
hospitals with large maternity services.7

Simple tabulations

It can be useful to have a table showing the institutions, their
observed (O) and expected (E) outcomes, standardised ratios
(SMRs) and approximate standardised residuals, e.g. Z¼ (Oe E)/OE,
where Z� 2 suggests a possible difference from expected and Z� 3
a definite difference. A second table dividing the time period, for
example by quarters, provides a summary of the work done and
may indicate clusters of AEs. Contiguous time periods are impor-
tant as clusters can span divisions. For institutions of special
interest, a third table cross-classifying by institutions and quarters
can also be useful although care is needed to avoid cluttering.

Tabulations can be performed using a spreadsheet or a statistical
analysis program such as R version 2.5.1.8 Table I shows two years
(2005e2006) of elective risk-adjusted orthopaedic SSI data for the ten
hospitals with the largest orthopaedic departments from the CHRISP
database.4 Table II shows the data by quarters. The data for 2006were
also tabulated by selected hospitals and quarters (table not shown).

Funnel plots

Funnel plots are similar to Shewhart charts except that the
number of procedures is on the horizontal axis. Variation in binary
data funnel plots is derived from the overall mean and the square
root of each institution’s sample size.9e11

When there is no risk adjustment the funnel plot calculations
are similar to those for a standard Shewhart chart.10 With risk
adjustment, the data may be plotted as risk-adjusted rates (RARs)
(Appendix 1).11 Funnel plots can be performed in a spreadsheet,
making them useful for preliminary data screening. The data dis-
played in Table I are illustrated in Figure 1. Values outside the 2 SD
equivalent limits are often referred to as possible outliers and those
outside the 3 SD limits as definite outliers.

Cook et al. have described a funnel plot analysis using SMRs.12

Shrinkage-adjusted estimates and shrinkage plots13

Data are subject to variation that can be largely random and
unavoidable, and the precision of the estimated SMRs and RARs
Table I
Observed and expected SSIs by hospital

Hospital SSIs Expected SMR Z Procedures

A 20 10.43 1.92 2.96 235
B 13 15.97 0.81 �0.74 367
C 6 10.43 0.58 �1.37 267
D 8 12.16 0.66 �1.19 276
G 33 39.19 0.84 �0.99 989
I 21 11.92 1.76 2.63 248
J 15 12.40 1.21 0.74 303
K 12 10.50 1.14 0.46 241
Q 23 38.34 0.60 �2.48 923
R 5 8.66 0.58 �1.24 204

Total 156 169.98 0.92 �1.07 4053

SSIs, surgical site infections; SMR, standardised mortality ratio.
must be addressed, e.g. by adjusting, or ‘shrinking’ the hospital
estimates towards a mean value, with the degree of shrinkage
depending on the precision of the estimates. Thus estimates that
are imprecise, typically due to small numbers, are more strongly
adjusted to minimise the risk of them appearing, possibly incor-
rectly, as outliers. Estimates that are based on large sample sizes
remain relatively untouched (Appendix 2). Figure 2 is the shrinkage
plot for the Table I data.
Results

Table I shows that hospitals A and Imay have hadmore SSIs than
predicted whereas hospital Q had less. Table II indicates that there
were fewer SSIs than predicted in the second quarter of 2006. In
2006 there was no hospital by quarter clustering (table not shown).

Figure 1 confirms that hospitals A and I were possible high
outliers with hospital Q a borderline low outlier. Hospitals G and Q
performed the largest number of procedures.

Figure 2 shows that when hospital A is considered a member of
this group of hospitals, it is a possible outlier and hospital I is
borderline. The shrunken value for each is nearer the average for
the institutions than its value without shrinkage.
Discussion

Safe practice is crucially dependent on transparency, and public
reporting appears to impose a necessary discipline on hospitals.14

Moreover, when information is withheld, there is always suspi-
cion that something undesirable may be occurring. To achieve
transparency, public reporting should also include information
about implementation of the evidence-based systems necessary to
ensure safe practice.15

Reasons given for central reporting and analysis of outcome data
include institutional comparisons, to make better decisions and
improve performance, for benchmarking and meeting targets and
to enable potential patients to make more informed choices.
However, evidence that public reporting improves performance is
controversial.16 Comparisons tend of necessity to be before and
after quasi-experiments confounded by learning curves. Moreover,
people may simply want their local hospital to treat them correctly,
expeditiously, safely and courteously.

Analysis of large central data sets could be important for
obtaining better evidence to further improve systems, and data
could be collected with this objective in mind. Bayesian Networks
may be valuable to better understand problems such as the trans-
mission of in-hospital multiple antibiotic-resistant organisms.17

Tabulations act as an initial data display. One should look
particularly at contiguous time periods as clusters can occur across
divisions. Funnel plots are probably best reserved for preliminary
analysis. Smaller institutions can be labelled as outliers on dubious
evidence due to sample size and unavoidable variation effects
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Figure 1. Orthopaedic surgical site infections funnel plot; midline is weighted average of risk-adjusted rates. The control limits are at the percentiles equivalent to 2 SD (dashed
curve) and 3 SD (solid curve) from the centre line.
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related to regression to the mean. Shrinkage plots are employed if
funnel plots show outliers. Without this analysis, hospitals such as
hospital I with relatively small numbers of procedures could be
considered, possibly incorrectly, as outliers. In a judgemental
environment, this might result in a disadvantage when any differ-
ence may have been due to unavoidable variation.

When there is an apparent outlier, there should be evidence of
a system analysis with documentation, reporting, corrective action
and follow-up. An approach such as that described by Mohammed
et al.18 should be followed: the data are first checked for error; the
statistical methods are assessed; systems are evaluated; and finally
the role of providers is considered.

It is logical for central authorities to insist that safe systems are
in place, that anomalous results are investigated and that any
problems identified are dealt with. However, it should be recog-
nised that most institutions take great pride in the quality of their
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Figure 2. Orthopaedic surgical site infections shrinkage plot using lmer. The shrinkage plot
ratio is a hollow circle and the shrinkage value a black circle. The percentile equivalent of 3 SD
SD equivalent values as short horizontal markers. These are not symmetrical because the ba
equivalent markers are joined by a vertical line. If the lower 2 SD equivalent line is above the
above it, then a definite ‘outlier’ is thought to be present.
work and this ownership is a powerful force for sustaining quality
and safety.

The limitations of risk adjustment need to be considered, eg
procedure numbers in our data were dominated by two institu-
tions. This could affect risk adjustment and SMR variation, e.g. the
procedure times used to calculate the NNIS risk index would have
been dominated by these two institutions.19 Furthermore, some of
the more complex surgery, for example replacement of previously
inserted knee and hip prostheses, may have been referred to these
centres.

Despite the need for risk adjustment, the results can be influ-
enced by the accuracy of the expected values, and possible variation
in expected values based on small datasets is typically ignored.10,19

Imperfect risk adjustment can lead to damaging comparison of
institutions, e.g. a hospital may appear to be performing poorly
because it tackles difficult, inadequately risk-adjusted cases.
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has a centre line for an observed/expected (O/E) odds ratio of one. The observed odds
on either side of the shrinkage value is displayed as wide horizontal markers and the 2
sic measurement is in logarithms requiring exponentiation. The upper and lower 3 SD
centre line there is said to be a possible ‘outlier’ and if the lower 3 SD equivalent line is
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Centrally performed analysis can have a number of disadvan-
tages. There is necessarily delay with reporting of aggregated data;
the possibility of data error may be increased by additional data
handling; staff may be tempted to show their work in a good light
by failing to reportminor AEs or by gaming; central analysis may be
less easy to understand; and local ownership may be lost.20 The
worst-appearing hospital may be the one that tries hardest to find
every complication.

Rates of serious AEs are usually low and differences when care is
or is not optimal can be small relative to unavoidable variation.
Except in large institutions, it may be impossible for statistical
analysis to detect real differences in a practicable time frame.21

Implementation of an evidence-based system, e.g. by employing
‘bundles’ and checklists, is the key to reducing an AE rate to
a statistically predictable minimum.2,22 If a systems defect exists, its
detection, perhaps by employing systems analysis, followed by
correction would similarly reduce the AE rate.15 Local audit and
monitoring, e.g. using morbidity and mortality (M&M) meetings,
timely independent audit, and statistical process control (SPC),
would detect unforeseen changes in AE rates.10,23,24

Frequently, aggregated data show excessive variability. We
believe that this should be displayed and its source understood.
Together with suitable risk adjustment, shrinkage plots perform
the required adjustment by considering each institution as
a sample from a homogeneous group of institutions having
a common distribution.10,13 This random-effects approach makes
use of the data from the whole group of institutions to improve the
precision of the predictions for the individual institutions.
However, marked outliers may increase between-institution vari-
ation and interfere with the analysis of the remaining data, i.e. their
data would not belong to the distribution of remaining institu-
tions.10 They should be removed for systems analysis and the
statistical analysis repeated. In addition, the random-effects
approach may occasionally fail to detect a small institution that is
a genuine outlier, so small institution definite outliers identified
by funnel plots but not by random-effects analysis should
be treatedwith suspicion.25 It is also important to inspect the SMRs,
e.g. a small institution may have one or two bacteraemias when
only 1/20 or so is expected, giving an improbable SMR of 20 or 40.
These should be removed from the analysis and subjected to
individual audit.

Although confidence intervals, star ratings and league tables
have commonly been used to compare hospital estimates, it is now
recognised that using these approaches can be unwise.10,26 It is
important that accurate data are employed. Periodic assessment of
data validity and rater agreement should therefore occur.27
Appendix 1

Suppose that institution ‘i’ performs Ni procedures, of which Oi
result in AEs. Then the SMR for the ith institution is SMRi¼Oi/Ei,
where Ei is the expected number of AEs. This ratio is then multi-
plied by a reference rate (Ebar), to produce the risk-adjusted rate for
institution i, RARi¼ Ebar� SMRi. The chart displays RARs for each
institution, a weighted average centre line (CL ¼ P

NiRARi=
P

Ni)
and control limits.

Control limit calculation is controversial since the expected
number may be subject to sampling error.19 For binary data, Hart
et al.11 employ the normal approximation, e.g. for the upper 2 SD
control limit:

U2 ¼ CL þ 2 �OðCL � ð1� CLÞ=NiÞ
In cases where the plot displays excess heterogeneity (over-
dispersion), e.g. due to inadequate risk adjustment, Spiegelhalter
has suggestedwinsorising outlier values.28 However, it is important
to understand excessive heterogeneity. With count data such as
bacteraemias, false discovery rate calculation using the
BenjaminieHochberg procedure has been recommended when
there are numerous institutions.29 An alternative involves strati-
fying institutions by the services they provide.7

As the distributions of risk-adjusted rates are skewed when Ni
values are small, we employ the beta and gamma distributions to
calculate accurate control limits.8 For the binary data upper 2 SD
equivalent limit, one finds X such that, in S notation,

1� pbetaðCL; Xþ 1; Ni� XÞ ¼ 0:02275

When count (e.g. MRSA) data are risk-adjusted by hospital
service, 7 indirectly standardized rates can be influenced by sample
sizes and the methods described above for binary data may give
unreliable results. It may be preferable to proceed directly to
a random-effects (shrinkage) analysis (Appendix 2).

Appendix 2

The shrinkage value for institution ‘i’, denoted Si, is approxi-
mately (Oiþ 1/V)/(Eiþ 1/V), where V is the variation in true inci-
dence rates among institutions.13 We illustrate this calculation for
two of the hospitals shown in Table I. The Poisson family among-
hospital variance was 0.117. The largest hospital (G) had observed
OG¼ 33 and expected EG¼ 39.19, whereas a smaller hospital (A)
had OI¼ 20 and EI¼ 10.43. The unadjusted SMRs were then
SMRG¼ 0.84 and SMRI¼ 1.93, with corresponding shrinkage values
of SMRG¼ 0.87 and SMRI¼ 1.5. The change observed for the smaller
institution A was greater than that for G. Thus when samples are
small and variation among them is not large, the predicted estimate
is drawn towards the average value.

We have employed the lmer function in the lme4/arm libraries
in R to create shrinkage plots.8 For binary data such as SSIs or
cardiac surgical outcomes, lmer requires individual observations to
be entered and the logit of each risk adjustment score is entered as
an offset. Since the Es are entered as an offset, they are regarded as
fixed.19 Output is then the observed/expected odds ratio (Figure 2).

Occasionally, when there is very little variation among the
institutions, lmer will fail as 1/V becomes very large. If a funnel plot
is used for preliminary screening, it will indicate the absence of
outliers making lmer use unnecessary. If desired, a random-effects
analysis can still be performed using OpenBugs but specialised
software and expertise are required.30
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