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Binary measurement systems that classify parts as pass or fail are widely used in industry, especially
for systematic inspection in high-volume processes. In this context, we are likely to have available a large
number of previously measured passed and failed parts. To support production and quality improvement, it
is important to assess the misclassification rates, e.g., the probability of failing a conforming part or passing
a nonconforming part. We may also want to estimate the unknown conforming rate. Here we focus on the
assessment of a binary measurement system when no gold-standard measurement system is available. The
standard assessment plan is to repeatedly measure a sample of parts and use a latent class model. We
demonstrate the substantial benefit of supplementing the standard plan with the available data from the
previously measured parts. We propose new sampling plans and compare them with the standard plan with
respect to the precision of the estimators of the misclassification rates. We also give recommendations for
planning an assessment study when we can sample from a population of previously measured parts.
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Inspection.

N A MANUFACTURING environment, critical deci-
:[[ sions about process and product quality depend
on the quality of the measurement systems. As a
result, periodic assessment of measurement-system
performance is required within many quality sys-
tems. When the characteristic of interest is contin-
uous, Gauge R&R (ATAG (2002)) is the standard
plan used to assess precision or measurement varia-
tion. This paper, on the other hand, focuses on the
situation where the characteristic of interest is binary
and parts are evaluated in a pass/fail inspection. We
suppose that the binary measurement system (BMS)
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is automated so there are no operator effects and that
there is high volume of parts so that a large number
of measurements are made. In many cases, such a
BMS is used for 100% inspection to help to protect
customers from receiving nonconforming parts.

Examples of BMSs include on-line vision systems
for optical inspection of integrated circuits (Boyles
(2001)) and automated visual systems for checking
manufactured parts from an injection molding pro-
cess (van Wieringen and de Mast (2008)) or blank
credit cards (Danila et al. (2008)). Note that these
three examples describe measurement systems where
the final binary classification is a summary based on
one or more underlying continuous characteristics.
The existence of an underlying continuous charac-
teristic impacts the reasonableness of the part inter-
changeability assumption discussed later in this sec-
tion. Examples that are arguably closer to purely bi-
nary measurement systems include testing function-
ality of an electronic device and, in a medical context,
a pregnancy test.

A BMS classifies parts as either pass or fail. We
denote the resulting classification by

1
Y=o

if the part passes the inspection
if the part fails the inspection.
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We denote the pass rate as mp = Pr(pass) =
Pr(Y = 1) and assume that measurements on dif-
ferent parts are independent. We also assume that
each part has a true quality state denoted by

v 1 if the part is conforming
~ 1 0 if the part is nonconforming

and the conforming rate is 7o = Pr(conforming) =
Pr(X =1). Note that 7 is a function of the manu-
facturing process and not the measurement system.

In practice, a BMS is not error free and hence
the need to assess its performance. A BMS can make
two types of errors or misclassifications. It may pass
a nonconforming part or fail a conforming part. The
main goal of an assessment study is to estimate the
probabilities associated with these two errors:

a = Pr(pass | nonconforming) =Pr(Y =1 | X =0)
B = Pr(fail | conforming) =Pr(Y =0 | X =1).

This notation for o and 3 is consistent with Wal-
ter and Hui (1980), Walter and Irwin (1988), and
Danila et al. (2008), though usually the definitions
of a and 3 are reversed in the acceptance-sampling
literature (Schilling (1982)). In most industrial ap-
plications, the consumer’s risk, «, is of greater con-
cern than is the producer’s risk, 3, because it quan-
tifies the chance of a nonconforming item reaching
the customer. In the definitions of o and (3, we have
implicitly assumed that, given the true state (con-
forming or nonconforming), all parts have the same
probability of passing a single inspection. That is, the
chance of passing any conforming (nonconforming)
part is the same. This assumption that all conform-
ing (and nonconforming) parts are interchangeable is
questionable in cases where the measured character-
istic y is based on an underlying continuous charac-
teristic. In that case, parts close to the cut-off value
on the continuous scale that distinguishes between
conforming and nonconforming parts will be more
difficult to correctly classify than other parts. Assess-
ing the impact of a violation of the interchangeability
assumption is beyond the scope of this paper.

Notice also that the pass rate mp depends on both
the performance of the BMS and the quality of the
production process because

mp=Pr(Y =1|X=1)Pr(X=1)
+Pr(Y=1|X=0)Pr(X =0)
= (1= B)mc +a(l —7c). (1)

The statistical properties of a BMS can be as-
sessed by measuring a sample of parts using the BMS
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and a gold-standard measurement system so that
the true state of each part is determined. See Far-
num (1994) and Danila et al. (2008), among others.
However, a gold-standard system may not exist or be
too time consuming or expensive. An alternative is
to repeatedly measure a sample of parts using only
the BMS and then use a latent class model in the
analysis. Intuitively, this analysis can estimate the
misclassification probabilities because, with a reason-
able number of repeated measurements on each part,
and critically assuming that « and [ are small, we
can classify each part as either conforming or non-
conforming based on how often it passes inspection.
That is, we conclude that parts that usually pass are
conforming and parts that usually fail are noncon-
forming. Once we have a conforming/nonconforming
classification for each part, it is straightforward to
estimate a and (.

For latent class analysis, we assume the repeated
measurements do not change the true state of the
part, i.e., the measurement system is not destruc-
tive. Second, we assume that, conditional on the true
quality state x, repeated measurements on each part
are independent. Suppose we measure the ith part,
1=1,2,...,n,rtimes, and let y;;, = 1,...,7 be the
classification for the jth measurement. Then the con-
ditional independence assumption can be expressed
mathematically for each part i as

Pr(Yiy,Yio, ..., Yir | X =) = [[ Pr(Vij | X = ).
j=1

With these additional assumptions, we can use a
latent class model to assess a BMS based on repeated
measurements on a number of parts. Latent class
models (Lazarsfeld and Henry (1968)) have been ap-
plied in many areas of research, such as psychology,
sociology, and in assessment studies for medical tests
(Hui and Walter (1980), Walter and Irwing (1988),
Qu et al. (1996)). In the industrial context, Boyles
(2001), Van Wieringen and Van den Heuvel (2005),
and Van Wieringen and de Mast (2008) use latent
class models in the assessment of a BMS.

Boyles (2001) proposes selecting a random sample
of n parts from the population of parts and mea-
suring each part r times with the BMS. We call
this the standard plan (SP). The results are summa-
rized by the total number of passes s; = Z;Zl Yij
i =1,...,n, for each part. The conditional distribu-
tion of S;, given the part is conforming or noncon-
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forming, is
S; | X; =1 ~ Binomial(r,1 — /)

or
S; | X; = 0 ~ Binomial(r, ).

The marginal distribution of S; is a mixture of these
two binomial distributions and the likelihood func-
tion for the standard plan is

n

[Tt =) 67 *mc + 0% (1 —a) (1 —mc)l. (2)

=1

For the parameters to be identifiable, we require
1— 8 > « and at least three measurements per part,
ie., r > 3 (Boyles (2001), Van Weiringen and Van
den Heuvel (2005), and Van Weiringen and de Mast
(2008)). The assumption that 1—( > « is reasonable
because, for a useful BMS, the probability of passing
a conforming part should be (much) larger than the
probability of passing a nonconforming part. In fact,
for most measurement systems currently in use for
100% inspection, we expect both « and (3 to be rela-
tively small. Later in the paper, we compare various
assessment plans in the region 0 < «, § < 0.1.

To find the maximum-likelihood estimates for «,
0, and m¢, Boyles (2001) uses the EM algorithm
(Dempster et al. (1977)). He recommends using the
profile likelihood ratio, treating m¢ as a nuisance pa-
rameter, to derive approximate confidence regions for
(a, B). For sample-size calculation during the plan-
ning stage, Boyles uses the asymptotic variance—
covariance matrix for the maximum-likelihood esti-
mates assuming the complete data likelihood, i.e.,
the likelihood when the true state of the parts can
be determined. Boyles (2001, p. 223) also notes that,
if the sample is selected from previously inspected
parts, then “the results of these inspections should
be included in the study data”. He does not pursue
this point further.

Van Wieringen and de Mast (2008) use the latent
class model in a similar context but suggest randomly
selecting two samples of parts, one from the pop-
ulation of previously failed parts and one from the
previously passed parts. They define the likelihood
function in terms of the two misclassification proba-
bilities, @ and 3, and the probability that a sampled
part is conforming, i.e., 7g = Pr(X = 1 in the sam-
ple). They do not include the results of the initial
inspections in their likelihood. With this approach,
for any sampling plan, the likelihood is given by (2)
with the population-based conforming rate m¢ re-
placed by mg. With the standard plan, 7g¢ = ¢ and
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the two likelihoods are identical. If the two samples
are selected at random from the populations of pre-
viously passed and failed parts, mg is related to the
population-based parameters by

S (1—-p)me
ST 1=B)me +a(l — e
fre -5 ®

o+ (=)l —m0)

where we define ny and ng as the number of passed
and failed parts selected, respectively, and f = n;/
(n1 4+ ng) is the proportion of previously passed
parts in the sample. Van Weiringen and de Mast
(2008) suggest and compare two estimation meth-
ods, maximum likelihood using the EM algorithm
and the method of moments. For planning purposes,
they recommend selecting parts so that there are
roughly equal numbers of conforming and noncon-
forming parts in the sample. Although not consid-
ered by Van Weiringen and de Mast, it is possible
to estimate the population conforming rate m¢ by
solving Equation (3) for ¢, where «, 8, and 7g are
replaced by their corresponding estimates.

Both Boyles (2001) and Van Weiringen and de
Mast (2008) recommend selecting parts for remea-
surement to balance the number of conforming and
nonconforming parts in the study. They present ex-
amples where the parts used for the assessment study
were selected from populations of previously passed
and rejected parts. In our experience with BMSs used
for 100% inspection in high-volume processes, these
two populations are usually available, especially the
failed parts, which are not immediately shipped. Fur-
thermore, the inspection system typically tracks the
number of parts passed and failed; that is, we of-
ten have baseline data about the current pass rate
mp separate from the assessment study. Recall from
Equation (1) that the pass rate is directly related to
the parameters of interest and hence we can com-
bine the baseline data with those collected in the
assessment study to improve the overall estimation
procedure. The goal of this article is to demonstrate
the value of using these “free” data and to examine
how its availability affects recommendations on the
design of the assessment study.

Combining available baseline data with those from
a standard assessment study was considered by
Danila et al. (2008) for a BMS when a gold stan-
dard is available and by Browne et al. (2009) for a
continuous measurement system.
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The outline of this article is as follows. In the next
section, we quantify the value of the baseline infor-
mation for the following two classes of plans using
the standard plan as a basis for comparison:

Random sampling (RS): n parts are selected at ran-
dom from the population of previously inspected
parts and each sampled part is remeasured r times.

Conditional Sampling (CS): ng parts are selected at
random from the population of previously failed
parts, n; parts are selected at random from the
population of previously passed parts (ng+ni = n)
and each sampled part is remeasured r times.

Next, we compare similar CS and RS plans, showing
that, when we have a large baseline sample, the CS
plan is uniformly better than the RS plan. For CS
plans, we then look at the effect of changing f, the
fraction of previously passed parts in the sample. In
the subsequent section, we discuss planning a BMS
assessment with the preferred CS plan. The discus-
sion addresses choosing the number of parts n and
the number of repeated measurements r per part as
well as the choice of the baseline sample. We con-
clude with some additional issues and a summary of
our recommendations.

Effect of Using Baseline Data

Suppose we have a baseline population of parts
each measured once for inspection purposes and we
plan to repeatedly measure a sample of these parts
r times each. That is, we have m parts measured
once and n parts measured r + 1 times. For high-
volume processes, m is typically large. We reasonably
suppose that these baseline parts have been identified
as pass or fail. For the m parts measured once only,
the likelihood is

Ly(mp) x mp(1 —mp)™ 7, (4)

where z is the number of passed parts in this group.
Note that Ly(mp) can be rewritten in terms of «,
0 and 7o using the constraint (1), though it is not
possible to separately estimate «, 0, and m¢ using
this likelihood alone. There are two limiting cases.
With m very large, we can assume 7p is known. With
m = 0, we have the standard assessment plan with
r + 1 measurements per part. In what follows, we
consider the intermediate case with m = 10,000 and
the limiting case when 7wp is known.

In an RS plan, suppose that, out of the n sampled
parts, we have ng that failed the initial inspection
and n, that passed. If we repeatedly measure these
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parts r times, then the overall likelihood is propor-
tional to

Lofmr) x [0 = By me
i=1
+ asl'(l _ O[)T+1*Si(1 o 770)]
x H[(l — )%t BT i
i=1

+ asi-‘rl(l o a)r—si(l _ WC)]v (5)

where s; is the number of times part 7 passed in-
spection in the r repeated measurements. Note that
the likelihood [Equation (5)] includes the informa-
tion about all the baseline parts, and, relative to an
SP, includes one extra measurement of the parts that
are repeatedly measured because that additional re-
sult is available from the earlier inspection. In a CS
plan, we randomly select a sample of ngy parts from
the population of previously failed parts, ni parts
from the population of previously passed parts and
remeasure each r times. In writing the likelihood for
these data, we condition on the fact that the parts
initially failed or passed. The overall likelihood is

Ly(mp) % ﬁ[(l — B)% T i
T a1 —

X ﬁ[(l = B) BT
- + a1 — )% (1 — ne)]/7p.  (6)

Note that, for an RS plan, ng and n; are variable,
while, for a CS plan, they are fixed.

—7mo)l/(1 = mp)

To assess the value of the baseline information
and to compare the sampling plans, we calculate the
asymptotic standard deviation of the MLEs using the
Fisher (expected) information matrix corresponding
to the likelihoods of Equations (2), (5), and (6) with
mp replaced by the constraint (1). We omit the de-
tails of the calculations and the unappealing formulae
but note the following:

e In an SP, using Equation (2), each part con-
tributes equally to the information so that the
overall information is nI(r), where I(r) is the
information from repeatedly measuring a single
randomly selected part r times.

e In an RS plan, using Equation (5), each of the
once measured parts contributes equally to the
information, as does each of the parts repeat-
edly measured, so the overall information has
the form mI(1) + nI(r + 1).
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FIGURE 1. Contour Plots of sd(SP)/sd(RS, m = 10,000) for &, B and ¢ when mp = 0.9 and r = 10.

e In a CS plan, using Equation (6), the ini-
tially failed and passed parts contribute differ-
ently to the information, which has the form
mI(1) + nolo(r) + niIi(r) = mI(1) + n[(1 —
HIo(r) + fIi(r)]. We calculate the contribu-
tions Io(r) and I;(r) using the conditional dis-
tribution of S; given the initially measured
value.

In the limiting case with m — oo, we drop the
first factor (4) of the likelihood (5) or (6) and
treat mp as known. For any of the plans we con-
sider in this case, the information is a multiple
of n.

We first consider RS plans. Figures 1 and 2 show
contour plots of the ratios of the asymptotic standard
deviations for the SP to the standard deviations for
the RS plan with m = 10,000 and m = oo (i.e. p
known). We give results for mp = 0.9, n = 1,000, and
r = 10, but the conclusions are valid for other val-
ues of mp, n, and r. In particular, we checked with
smaller values of r closer to the identifiability con-
dition boundary r = 3 and larger values of wp. The
asymptotic approximations (and all estimation pro-
cedures) break down unless we select n large enough
to ensure that there are some nonconforming parts
in the sample. Note that the comparisons do not de-
pend on the sample size n as m — oc.

From Figures 1 and 2, we see that, for the RS
plan, using the baseline data improves the precision
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of all estimators, with substantial reductions in the
standard deviations for estimating w¢ and 3, but lit-
tle improvement for «.. Also we see, as expected, that
the gain in precision increases with m, the number of
once-measured parts. The ratio of the standard de-
viations for the estimators of 3 gets larger when
increases, whereas, for the estimator of w¢, the ratio
decreases with larger values of (.

Next, we conduct a similar comparison for CS
plans where we sample equally (f = 0.5) from the
two populations of previously inspected parts. Fig-
ures 3 and 4 compare CS plans with m = 10,000 and
m = 0o to the corresponding SP. The conclusions are
quite different than for RS plans. Incorporating the
baseline data and using conditional sampling greatly
improves the estimation of 7o and «, and, to a lesser
degree, improves the estimation of 3. We expect this
result because the conditional sampling increases the
number of nonconforming parts in the sample and
the baseline information helps to improve the esti-
mation of all parameters. We see similar results for
other values of 7p, n, and r.

Comparing Random and
Conditional Selection Plans

Here we compare RS and CS plans when we have
baseline information. First consider the risk of having
no nonconforming parts in those that are repeatedly
measured. No analysis method will be able to esti-
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FIGURE 2. Contour Plots of sd(SP)/sd(RS, m = o0) for &, {3 and 7¢ when 7p = 0.9 and r = 10.

mate both a and ( unless the sample of repeatedly
measured parts contains both conforming and non-
conforming parts. In particular, when there are no

nonconforming parts, a is not identifiable. When the
conforming rate 7o is close to one, which is typical
for existing high-performance processes, an RS plan
with n small can produce samples with no or only
a few nonconforming parts. The probabilities of no

nonconforming parts in a RS and CS plan are

Pr(no nonconforming parts in RS) = n¢

Pr(no nonconforming parts in CS)

ratio of se(8)

(1-B)rc

n

Tp

~

+

Brc (

1—7Tp

1-1)

For example, when 8 = 0.1, a = 0.05, 7¢ = 0.95,
and n = 50, the probability of having no noncon-
forming parts is 0.08 for the RS plan, 0.0001 for CS
with f = 0.5 and 1.56e=% for CS with f = 0. In
general, for reasonable n, the probability of having

no nonconforming parts in a CS plan is negligible.

We also compare the RS and CS plans in terms of
precision of the estimators. When we omit the fac-
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FIGURE 3. Contour Plots of sd(SP)/sd(CS, m = 10,000) for &, 3 and 7¢ when mp = 0.9, f= 0.5, and r = 10.
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tor Ly(mp) from the likelihoods in Equations (5) and Ers(Ng/n) =1—7¢
(6), i.e., set m = 0, the ratio of the standard devi- a(l - 7¢)
: L . . c
ations for the RS and CS plans is given in Figure Ecs(Ne/n) = f
: : (1= B)mc +a(l —mc)
5. These ratios do not depend on the sample size n.
. . . . . . (1-a)(1—m¢)
In this comparison, we are ignoring any information 1—f). (7

provided by the once-measured parts. The results for
the precision of a and 3 are as expected; we can es-
timate 3 better with the RS plan and « better with
the CS plan. This makes sense because the expected
proportion of nonconforming parts Ng/n given by
RS and CS plans, respectively, are

Bre+ (1 —a)(l —n¢e)

For example, with o = 3 = 0.05, 7p = 0.9, and f =
0.5, Egs(Ng/n) = 0.055 while Ecg(Ng/n) = 0.265.
Because « is the probability of passing a nonconform-
ing part, it will be better estimated in plans that, on
average, contain more nonconforming parts and vice
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FIGURE 5. Contour Plots of sd(RS, m = 0)/sd(CS, m = 0) for &, {3 and 7¢ when p = 0.9, f= 0.5, and r = 10.
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FIGURE 6. Contour Plots of sd(RS, m = 10,000)/sd(CS, m = 10,000) for &, 3 and #¢ when 7p = 0.9, f = 0.5, and
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versa for (3. For fixed n, there is a tradeoff because RS plan and the CS plan with f = 0.5 when the
more nonconforming parts means fewer conforming baseline has m = 10,000 parts and when 7p is known
parts. The CS plan in this comparison formalizes the (m = oc0).

recommendations of Boyles (2001) and Van Wieri-
gen and de Mast (2008) to increase the number of

nonconforming parts in the sample.

Figures 6 and 7 show that, when there is baseline
information, the CS plan with f = 0.5 provides sub-
stantially better estimators for all parameters than

When we incorporate the data from the once- does the RS plan. Also (not shown here), we see that,
measured parts, the comparison of the RS and CS as r increases, the relative advantage of CS over RS
plans yields a different conclusion. Figures 6 and 7 plans increases for the estimator of a and decreases
compare the asymptotic standard derivations of the for the estimators of 5 and m¢. We also compared
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FIGURE 7. Contour Plots of sd(RS, m =
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00)/sd(CS, m = o0) for &, ﬂA and 7¢ when mp = 0.9, f= 0.5, and r = 10.
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FIGURE 8. Contour Plots of sd(CS, m = 10,000, f= 0.5)/sd(CS, m = 10,000, f= 0) for &, 3, and 7 ¢ when Tp = 0.9

and r = 10.

the precision of the estimators for higher values of
the pass rate (e.g., m7p = 0.95) and concluded that
the CS plan becomes even more efficient than the
corresponding RS plan when the pass rate increases
with r fixed.

Comparing Conditional Sampling
Plans as f Changes

In a CS plan, we can choose the proportion of
initially passed parts f and hence change the ex-
pected number of nonconforming parts in the sam-
ple of parts that are to be remeasured. For an SP,
Van Wieringen and de Mast (2008) recommend se-
lecting the sample so that mg = 0.5, i.e., the sample
is expected to have equal numbers of conforming and
nonconforming parts. Choosing f = 0.5 does not in
general achieve this goal. For example, from Equa-
tion (7), when a = 0.05, 8 = 0.1, 7¢ = 0.95, and
f = 0.5, the expected proportion of nonconforming
parts in the sample is 0.17. With f = 0.5, the ex-
pected proportion in Equation (7) is always less than
0.5 for the assumed range of values for a, 3, and 7¢.
Achieving roughly equal numbers of conforming and
nonconforming parts requires f values less than 0.5
and is not possible for some values of «, 3, and 7¢.

When we incorporate the baseline information,
the intuition that suggests « () will be better es-
timated by a plan with more nonconforming (con-
forming) parts no longer holds. To address the ques-
tion of which conditional sampling plan is the best,
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in Figures 8 and 9, we compare the precision of each
estimator for CS plans with f = 0.5 and f = 0.

Figures 8 and 9 suggest that, when 7p is known,
f = 0 is uniformly more efficient than a CS plan
with f = 0.5, especially when ( is large. We also
compared the precision of the estimators for smaller
values of r (e.g., r = 5) and concluded that the gain
in precision when f = 0 is higher for the estimator
of a and lower for the estimators of 3 and 7¢, when
compared with f = 0.5. Also, for larger values of
the pass rate (mp > 0.9), the ratios of the standard
deviations are larger for all parameters so that a CS
plan with f = 0 is even more efficient in that case.

In conclusion, in cases when there is baseline in-
formation, « and 8 are small and 7o (and thus 7p)
is close to one, we recommend a Conditional Selec-
tion plan with f = 0, i.e., all parts are sampled from
the population of previously failed parts. For plau-
sible sample sizes, with this plan, there is a negligi-
ble chance of having no nonconforming parts in the
sample. The plan is substantially more efficient in
estimating the parameters a, (3, and ¢ compared
with the other plans we have investigated. In Figure
10, we demonstrate the substantial gain provided by
the recommended CS plan compared with the SP
that uses random selection and ignores any available
baseline information.

We see similar large gains for other values of wp
and 7. The choice f = 0 may not be optimal for some
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values of «, 3, and wp, but it is always a good choice
that is easy to implement.

Planning the BMS Assessment Study
Using Conditional Selection
with f=0

Next, we address the design of the recommended
CS plan. Because we are assuming that the baseline
data are freely available, we suggest that the number
of parts in the baseline be as large as possible. One

caveat is that we have assumed that «, §, and 7o
are constant over the sampling period, i.e., the pro-
cess is stable. Note that we need only to know the
total number of parts inspected and the proportion
passing. As well, because the recommended plan has
f = 0, we need to save a sample of the parts that
fail the initial inspection. Failed parts are typically
set aside in any case to be repaired or scrapped.

We choose n and r using an algorithm coded in
R (2005) that provides feasible combinations that
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FIGURE 10. Contour Plots of sd(SP)/sd(CS, m = oo, f= 0) for &, B and ¢ when mp = 0.9 and r = 10.
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TABLE 1. Sample-Size Determination Using the Fisher Information when
a =0.01, 5 =0.02, 7p = 0.9, f= 0, sd(&) = 0.005, and sd(3) = 0.005

Sample Repeated Total

size measurements measurements
n r nxr sd(&) sd(B) sd(¢)

170 3 510 0.0050 0.0031 0.0031

125 4 500 0.0050 0.0036 0.0035
98 ) 490 0.0050 0.0040 0.0039
81 6 486 0.0050 0.0044 0.0042
70 7 490 0.0050 0.0047 0.0045
61 8 488 0.0050 0.0050 0.0048
60 9 540 0.0047 0.0050 0.0048
59 10 590 0.0045 0.0050 0.0048

achieve prespecified precision for the estimators of «
and /3. See www.bisrg.uwaterloo.ca/ for the code. We
focus on the precision of the estimates of o and (3,
rather than w¢, because the misclassification rates
are the main parameters of interest. We determine
sample-size requirements based on the asymptotic
standard deviations for o and (3 based on the ex-
pected information using the likelihood of Equation
(6). Boyles (2001) uses an approximation to these
standard deviations based on the information if we
knew the true status of each part. This leads to sim-
ple formulae for choosing n and r. We found the
Boyles’ approximation inappropriate for our recom-
mended plan. Note that, for reasonable precision re-
quirements, the suggested number of parts and re-
peated measurements should be large enough for the
asymptotic results to be reasonable.

As in most sample-size calculations, we must pro-
vide some conjectured values for the unknown pa-
rameters o and 3 as well as the required precision
(asymptotic standard deviations) for the estimators
of a and 8. We also specify the available number of
baseline measurements and the proportion of previ-
ously passed parts f (f = 0 is recommended) in the
sample. The output of the algorithm provides a ta-
ble of combinations of the total number of parts n
and the number of repeated measurements r. The
output also includes the asymptotic standard devia-
tions for the estimators of «, 3, and 7¢, along with
the probability of having no nonconforming parts in
the sample.

To find feasible values for n and r, the algorithm
uses a simple search strategy. It starts with the min-
imum number of repeated measurements r = 3 and
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the minimum of parts n = 2 and then increments n
until the required precision for the estimators of «
and 3 is achieved. Next, r is increased in one-unit
increments and for each r value the corresponding
minimum 7 is determined. The following example il-
lustrates the use of the algorithm. Suppose we know
the pass rate 7p = 0.9 (i.e., we assume m = o)
and select f = 0. We also assume that the true (un-
known) parameter values are o = 0.01 and § = 0.02.
Using Equation (1), solving for ¢ gives 0.92. Sup-
pose also the desired precision for the estimators of
o and 3 are sd(&) = 0.005 and sd(3) = 0.005. The
corresponding sample size n, the number of repeated
measurements r, the total number of measurements
n X r, and the resulting asymptotic standard de-
viations as provided by the algorithm are given in
Table 1.

To choose the best combination of n and r, we can
select the combination that results in the fewest to-
tal number of measurements, in this case n = 81 and
r = 6, or some other combination that takes into ac-
count the relative costs of measuring and sampling a
part. Note that, in Table 1, the plans with r between
5 and 8 all have roughly the same total number of
measurements.

Discussion and Conclusions

We have not discussed the analysis of the data
from the recommended CS plan. Following Boyles
(2001), we recommend using maximum-likelihood es-
timation and profile likelihoods to generate confi-
dence intervals for the parameters of interest. With
a and [ small, confidence intervals using the es-
timated asymptotic standard deviations are likely
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to be inaccurate. We found maximizing the like-
lihood of Equation (6) was straightforward using
the EM algorithm (Van Weiringen and de Mast
(2008)) or even easier direct optimization algorithms,
such as Broyden—Fletcher—Goldfarb—Shanno (Broy-
den (1970)) or Nelder-Mead (Nelder and Mead
(1965)).

Many authors in both industrial (van Wierigen
and de Mast (2008)) and medical (Pepe (2003), Qu
et al. (1996), Vacek (1983), Torrance-Rynard and
Walter (1997)) contexts have questioned the condi-
tional independence and interchangeability assump-
tions, key requirements in the use of the LC model.
In our context with an automated gauge and no op-
erator effects, the independence assumption is not at
issue if the BMS has no memory. The second assump-
tion of interchangeability, i.e., all (non)conforming
parts have the same chance of failing an inspection,
is hard to justify when the binary measurement is
based on one or many underlying characteristics. For
our results to be reasonable, we should ensure that
there are many conforming and nonconforming parts
repeatedly measured so that the estimated a and (3
are at least estimates of the average misclassifica-
tion rates across the range of conforming and non-
conforming parts. Our proposed sampling scheme is
designed to increase the number of presumably rare
nonconforming parts.

Van Wierigen and de Mast (2008) recommend us-
ing a goodness-of-fit test after the parameter estima-
tion. The proposed method can be adapted to a CS
plan, but a simpler less formal approach is to classify
each of the remeasured parts as conforming or non-
conforming. Assuming the classifications are correct,
the number of times each conforming (or noncon-
forming) part passes the inspection is binomial. It is
then easy to build a likelihood-ratio test to look at
the hypothesis that there is a common success rate
among the conforming and nonconforming parts.

It is common practice in many 100% inspection
schemes to remeasure failed parts a second time and
ship these parts if they pass the second inspection.
Only double failures are set aside to be reworked or
scrapped. If we sample parts to be remeasured from
only the population of twice-failed parts, we can eas-
ily modify the likelihood of Equation (6). We have
not investigated the advantages and disadvantages
of this plan.

We based all of our comparisons on ratios of
asymptotic standard deviations so the actual num-
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bers should not be taken too seriously. We expect
that the asymptotic results will break down for the
small values of @ and 3 and large values of o we
considered, when n is small. However, the gains in
information using the recommended CS plan incor-
porating the baseline data rather than the SP are
huge and we expect any estimation procedure based
on the likelihood of Equation (6) to do much better
than that from the corresponding SP. The recom-
mended CS plan can be executed with little or no
extra work or cost.

In summary, we have provided a new method for
assessing the statistical properties of a BMS when
there is no gold-standard method available. The
method makes effective use of data that are routinely
available from 100% inspection operations. We rec-
ommend selecting parts to be remeasured from the
parts that initially failed the inspection. Combining
the conditional sampling scheme with the available
data leads to large improvements in the estimation
of the unknown parameters relative to the standard
plan for a BMS assessment. We also provide an algo-
rithm for planning a BMS assessment with the rec-
ommended CS plan that produces several combina-
tions of the sample size n and number of repeated
measurements 7 for a specified precision of the esti-
mates of the unknown parameters.
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