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Abstract—This paper explores a Bayesian theoretic approach to constructing multi-scale complex phase order representations. We formulate the construction of complex phase order representations at different structural scales based on scale space theory. Linear and nonlinear deterministic approaches are explored, and a Bayesian theoretic approach is introduced for constructing representations in such a way that strong structure localization and noise resilience is achieved. Experiments illustrate its potential for constructing robust multi-scale complex phase order representations with well-localized structures across all scales under high noise situations. Illustrative examples of applications of the proposed approach is presented in the form of multimodal image registration and feature extraction.
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I. INTRODUCTION

A powerful approach for structural analysis of visual data that has garnered attention in the research community is the concept of local phase, which has been shown to provide important structural information about a scene [1], [2], [3]. A particularly interesting tool based on the concept of local phase for extracting structural information from visual data is the idea of complex phase order [1], [2], [4], whose motivation stems from the theory that the degree of order amongst local phase across multiple complex scales has a strong correspondence to perceptual structural significance within visual data. This theory is reinforced by physiological evidence showing that the human vision system show strong response to visual data with high complex phase order [2]. Besides the biological ties to the human vision system, complex phase order allows for the capturing of structural characteristics of visual data largely independent of intensity, making it well suited for constructing illumination invariant structural representations of the visual data. Given these benefits, complex phase order has become used in a number of different image processing and computer vision applications such as image focus assessment [5], [6], face recognition [7], [8], segmentation [9], [10], [11], and registration [12].

In particular, the problem of multimodal image registration is an important problem to tackle using complex phase order, as it has been shown to be a valuable tool in medical image processing given the variety of medical applications ranging from computer-assisted surgery [13] to clinical disease analysis [14], [15]. Multimodal image registration has become particularly important in the medical community given the rise in multimodal disease analysis, where imaging data acquired using different medical imaging modalities (e.g., magnetic resonance (MRI), computed tomography (CT), and ultrasound) provide different anatomical and functional information about the human body that can, when combined, significantly improve the detection of various diseases such as cancer [15], [16]. Some of the main challenges when dealing with multimodal image registration include intensity mapping differences due to differing image modalities, illumination and contrast inhomogeneities, and the presence of noise. Many of these issues remain important challenges in the development of multimodal image registration methods, particularly the issue of noise.

Despite the usefulness of complex phase order as a powerful tool in computer vision applications, there are some inherent limitations that calls for further study and exploration on the topic. First, complex phase order represents all structural information within the visual data together as a single entity, making the separation and analysis of differently scaled structural characteristics difficult to achieve. For example, in the application of skin lesion segmentation, it is very useful to separate unwanted fine scale structures such as body hair from the large scale structures such as lesions to improve lesion segmentation accuracy. Second, despite advances made to reduce noise sensitivity [4], [12], the computation of complex phase order continues to suffer significant degradation under high noise scenarios.

In this study we propose a novel multi-scale approach to constructing complex phase order representations. We formulate the construction of complex phase order representations at different structural scales using scale space theory. We then introduce a novel approach for obtaining representations using a Bayesian theoretic framework that provide strong structure localization and noise resilience. Such a multi-scale extension of complex phase order representations is of great interest given the potential for facilitating robustness in a variety of computer vision tasks.

The paper is organized as follows. An overview on complex phase order is described in Section II. The concept of multi-scale complex phase order representations is described in Section III. A Bayesian theoretic approach to constructing multi-scale complex phase order representations is described in Section V. Experimental results comparing the different multi-scale complex phase order representations is presented in Section VI. An illustrative example of the Bayesian theoretic approach being applied to multimodal image registration is presented in Section VII. Finally, an illustrative example of the Bayesian theoretic approach being applied to feature extraction is presented in Section VIII.
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II. COMPLEX PHASE ORDER

Let $f = f(x)$ denote the visual data. For each pixel in $f$, we wish to compute the complex phase $\phi_{s,\theta} (x)$ at each scale $s$ and orientation $\theta$. To achieve this, we first construct a multi-scale complex wavelet representation of $f$, denoted as $F$, using a complex wavelet transform such as the dual-tree complex wavelet transform [17] and Log-Gabor complex wavelet transform [18], consisting of $\alpha$ scales and $\beta$ orientations. In our implementation, the over-complete, un-decimated Log-Gabor complex wavelet transform proposed by Fischer et al. [18] was performed on $f$ over $\beta = 6$ orientations ($0^\circ$, $30^\circ$, $60^\circ$, $90^\circ$, $120^\circ$, and $150^\circ$) and $\alpha = 4$ scales (wavelengths of 3, 9, 27, and 81 pixels were used to maintain a two octave bandwidth), although the dual-tree complex wavelet transform may also be used.

After the complex wavelet transform, each point $x$ in $F$ is represented by a set of $\alpha\beta$ complex wavelet responses $T_{s,\theta}(x)$, which can be expressed by

$$
Y_{s,\theta}(x) = A_{s,\theta}(x) \exp [j \phi_{s,\theta}(x)],
$$

where $A_{s,\theta}(x)$ and $\phi_{s,\theta}(x)$ are the complex amplitude and phase, respectively, and can be expressed by

$$
A_{s,\theta}(x) = \sqrt{\left(f(x) * J_{s,\theta}^c \right)^2 + \left(f(x) * J_{s,\theta}^o \right)^2},
$$

and,

$$
\phi_{s,\theta}(x) = \tan^{-1} \left( \frac{f(x) * J_{s,\theta}^c}{f(x) * J_{s,\theta}^o} \right),
$$

where $J_{s,\theta}^c$ and $J_{s,\theta}^o$ are the even- and odd-symmetric Log-Gabor quadrature pairs.

Given the complex phase $\phi_{s,\theta}(x)$, the complex phase order $R(x)$ can now be computed at each pixel to quantify the degree of complex phase alignment across all scales. In the original formulation by Morrone and Owens [1], the complex phase order $R(x)$ was quantified based on the normalized weighted summation of cosine-weighted complex phase deviations from the mean complex phase $\bar{\phi}_0(x)$ across all scales,

$$
R(x) = \frac{\sum_{\theta=1}^{\beta} \sum_{s=1}^{\alpha} A_{s,\theta}(x) \Lambda(x)}{\sum_{s=1}^{\alpha} \sum_{\theta=1}^{\beta} A_{s,\theta}(x)},
$$

where,

$$
\Lambda(x) = \cos \left( \phi_{s,\theta}(x) - \bar{\phi}_0(x) \right).
$$

This approach to computing complex phase order has been further extended by Kovese [4] to improve response sensitivity as well as robustness to noise using a hard thresholding approach, and subsequently improved using a bilateral soft-thresholding approach by Wong et al. [12] to maintain a continuous measure for complex phase order. Given that it improves upon previous measures, we will employ the complex phase order measure proposed by Wong et al. [12] as defined by

$$
R(x) = \frac{\sum_{\theta=1}^{\beta} \sum_{s=1}^{\alpha} W_{\theta}(x) A_{s,\theta}(x) \Lambda(x)}{\sum_{s=1}^{\alpha} \sum_{\theta=1}^{\beta} A_{s,\theta}(x)},
$$

where $W_{\theta}(x)$ is the bilateral weighting function for orientation $\theta$. The bilateral weighting function can be expressed as a product of a weighting function $W_\nu(x)$ related to non-zero summations in uniform regions and a weighting function $W_\tau(x)$ related to the distribution of amplitude across scales,

$$
W_\theta(x) = W_\nu(x) W_\tau(x),
$$

where $W_\nu(x)$ controls noise penalization in uniform regions based on the median of the summations of phase deviations over the visual data $x$,

$$
W_\nu(x) = \frac{1}{1 + \exp \left( \zeta \left( x - \bar{x}(x) \right) \right)},
$$

where $\zeta$ is the $W_\nu$ gain factor, $\bar{x}(x) = \frac{1}{\sum_{\theta=1}^{\beta} \sum_{s=1}^{\alpha} W_{\theta}(x) A_{s,\theta}(x)}$, and $W_\tau(x)$ controls penalization based on an estimate of how evenly distributed complex amplitude is across scales [4],

$$
W_\tau(x) = \frac{1}{1 + \exp \left( \epsilon \left( c - 1 + A_{max,\theta}(x) / \sum_{s=1}^{\alpha} A_{s,\theta}(x) \right) \right)},
$$

where $c$ is the frequency where $W_\tau = 0.5$, $\epsilon$ is the $W_\tau$ gain factor, and $A_{max}$ is the maximum amplitude across the scales. The parameters $c = 0.4$ and $\epsilon = \zeta = 10$ are used as described in [12], as they were found empirically to provide strong results across a variety of image types. A MR volume and its corresponding complex phase order representation is shown in Fig. 1. The structural characteristics of the MR volume are well captured in the complex phase order representation, making it useful as the underlying representation or energy functional for computer vision tasks such as segmentation and registration.

Unfortunately, current formulations of complex phase order representation suffer from two major limitations, as shown in Fig. 2. First, noticeable structural degradation is exhibited in the complex phase order representations at high levels of noise, with representations constructed above $\sigma = 16\%$ largely unusable for many computer vision tasks due to significant structural degradation. This is due to the fact that under high levels of noise it is difficult to distinguish noise from visual detail using the thresholding scheme, hence resulting in important structural characteristics being removed as well. Second, the large-scale and fine-scale structural characteristics are integrated as a single entity, making it difficult to separate and analyze differently-scaled structural characteristics in the visual data. These two limitations motivate us to explore multi-scale approaches to producing complex phase order representations for robust computer vision applications.
III. MULTI-SCALE COMPLEX PHASE ORDER REPRESENTATIONS

One approach to addressing the two main limitations associated with the complex phase order representation described in Section II is to extend it into a multi-scale representation through the use of scale space theory. Scale space theory is a widely-used, powerful framework for handling the inherent multi-scale nature of visual data by representing visual data across multiple scales, with an increasing amount of fine-scale structures removed at each successive scale. One of the motivations for scale-space theory stems from the idea that, given no prior information about the scale of structures in the visual data, the only reasonable course of action is to represent the visual data at multiple pre-determined scales [19]. In scale space theory as first formalized by Witkin [20] and Koenderink and van Doorn [21], visual data $f(x)$ is represented as a single-parameter family of derived visual data $L_t(x)$, where $t$ is a scaling parameter that defines the scale of details being represented. At each scale $t$, all structures in the visual data smaller than a particular spatial size as governed by $t$ are suppressed at the corresponding scale-space level. As such, scale space theory allows for the separation of structural characteristics at different scales, including noise, thus addressing the limitations.

Inspired by this, one can define a multi-scale complex phase order representation, denoted as $R_t(x)$, as

$$R_t(x) = \sum_{s=1}^{S} \sum_{\theta=1}^{\Theta} \sum_{t=1}^{T} W_{s,\theta,t}(x) A_{s,\theta,t}(x) \Lambda_t(x),$$

where,

$$A_{s,\theta,t}(x) = \sqrt{\left(L_t(x) \ast J_{s,\theta}^c(x)\right)^2 + \left(L_t(x) \ast J_{s,\theta}^o(x)\right)^2},$$

and,

$$\phi_{s,\theta,t}(x) = \tan^{-1} \left(\frac{L_t(x) \ast J_{s,\theta}^c(x)}{L_t(x) \ast J_{s,\theta}^o(x)}\right).$$

IV. DETERMINISTIC APPROACHES

Given the formulation of the multi-scale complex phase order representation in Section III, we will now explore the representation construction problem from a deterministic perspective. Deterministic multi-scale strategies for constructing multi-scale representations based on scale space theory generally fall into one of two categories: i) linear approach, and ii) nonlinear approach.

A. Linear approach

In the linear approach to multi-scale representations based on scale space theory, visual data is decomposed into a family of derived visual data based on a linear scale space operator. The most common linear approach is the Gaussian scale space approach first formalized by Witkin [20] and Koenderink and van Doorn [21]. Given visual data $f(x)$, the linear scale space representation $L_t(x)$ is defined as the convolution of $L_0(x) = f(x)$ and an isotropic Gaussian weighting function $H_t$,

$$L_t(x) = \int H_t(a) f(x - a) da, \quad t > 0,$$

$$H_t(a) = \prod_{i=1}^{n} \frac{1}{\sqrt{2\pi t}} \exp \left[-\frac{a_i^2}{2t}\right].$$
The main advantage of the linear approach is its computational and theoretical simplicity. Furthermore, the properties and characteristics of linear scale space theory have been well-studied [22], [23], [24].

The multi-scale complex phase order representation using the linear approach (Eq. (13)) of a slice from a MR volume are shown in Fig. 3. There are two observations that can be made that illustrate the fundamental limitation of multi-scale complex phase order representations constructed using the linear approach. First, the large-scale structures at coarse scales are poorly localized when compared to their true locations in the original visual data. Second, much of the corner information exhibited in the original visual data is lost at coarse scales. This makes extracting meaningful structural information at coarse scales for computer vision tasks very challenging. The significant structural degradation exhibited in the representation constructed using a linear approach is largely due to the fact that the linear scale space operator diffuses information in an isotropic fashion, regardless of the underlying characteristics of the visual data. As such, information from different structures are combined together, thus resulting in the poor structure localization and corner destruction.

Fig. 3. Multi-scale complex phase order representation using a linear approach (Eq. (13)) of a slice from a MR volume at different scales. The large-scale structures at coarse scales are poorly localized when compared to their true locations in the original visual data.

B. Nonlinear approach

To address the limitations of the linear approach in Section IV-A, a new class of nonlinear approaches was introduced [25], [26], [27], [28], [29]. In the nonlinear approach to computing multi-scale representations using scale space theory, visual data is decomposed into a family of derived visual data based on a nonlinear scale space operator. Given that the limitations of the linear approach stem largely from the structure delocalizing and distorting nature of isotropic diffusion, a majority of existing nonlinear approaches extend from the isotropic diffusion in a non-linear fashion to better localize meaningful structural information at coarse scales. Given a non-linear diffusion coefficient $c_l(x)$, the generalized diffusion equation can be expressed as,

$$\frac{\partial L}{\partial t} = c_l(x)\nabla^2 L + \nabla c_l(x) \cdot \nabla L,$$  \hspace{1cm} (15)

where $\nabla$ is the gradient.

One of the most popular nonlinear approaches is that proposed by Perona and Malik [25], which proposed the use of a non-negative conduction coefficient in Eq. (15) that is a function of the gradient,

$$c_l(x) = \exp \left[ -\left( \frac{\nabla L(x)}{\kappa} \right)^2 \right],$$  \hspace{1cm} (16)

where $\kappa$ is the diffusion constant. This conduction coefficient possesses two important behavioral characteristics. First, the conduction coefficient preserves structures by limiting diffusion when the gradient is large, thus improving structural localization. Second, the conduction coefficient promotes intraregion smoothing by allowing for greater diffusion along the direction(s) perpendicular to image gradient, thus promotes structural separation between adjacent scales.

The multi-scale complex phase order representations based on the nonlinear approach for a slice from a MR volume are shown in Fig. 4. The structures are noticeably better localized when compared to the linear approach at coarse scales. Unfortunately, the structures at the coarser scales starts to become delocalized and the corner information becomes lost as with the case of the linear approach. This structural degradation at coarser scales is largely due to the fact that the nonlinear approach relies entirely on information within a local neighborhood, which is insufficient for maintaining structural detail at the coarser scales.

Given that the major limitations of the deterministic approaches are associated with the limitations of using just information within a local neighborhood, one is motivated to explore alternative multi-scale approaches that is able to utilize information throughout the entire visual data to provide better structural localization at coarse scales and greater resilience to noise.

V. BAYESIAN THEORETIC APPROACH

To explore alternative approaches for constructing multi-scale complex phase order representations, let us study the construction of multi-scale representations within a Bayesian theoretic framework. One can view the relationship between a scale representation $L_t(x)$ and the visual data $f(x)$ as an additive relationship, which can be expressed by

$$f(x) = L_t(x) + N_t(x),$$  \hspace{1cm} (17)

where $N_t(x)$ is the scale residual, and $L_0(x) = f(x)$. As the scaling parameter $t$ increases, the energy associated with the scale residual $N_t$ increases while the energy associated with the scale representation $L_t$ decreases. Based on Eq. (17), the problem of constructing multi-scale representations can
be viewed as a series of inverse source separation problems, where each problem involves separating a scale representation \( L_t(x) \) from the scale residual \( N_t(x) \) given the visual data \( f(x) \).

One possible strategy of solving this series of inverse source separation problems is to estimate \( L_t(x) \) at each scale using a Bayesian theoretic framework.

Let \( X \) be a set of sites into a discrete lattice \( \mathcal{L} \) and \( x \in X \) be a site in \( \mathcal{L} \). Let \( L_t = \left\{ L_t(x) | x \in X \right\}, f = \{ f(x) | x \in X \}, \) and \( N_t = \{ N_t(x) | x \in X \} \) be random fields on \( X \), with \( L_t(x), f(x), \) and \( N_t(x) \) taking on values representing the state at site \( x \) and scale \( t \), observation at site \( x \), and residual at site \( x \) and scale \( t \), respectively. Based on the relationship expressed in Eq. (17), we model the source separation problem at scale \( t \) as a Bayesian least squares problem [30].

\[
\hat{L}_t(x) = \arg \min_{L_t(x)} \left\{ E \left[ \left( L_t(x) - \hat{L}_t(x) \right)^2 | f(x) \right] \right\}. \tag{18}
\]

Within this Bayesian least squares problem formulation, the optimal estimate of the representation \( L_t(x) \) can be computed as the conditional expected value of \( L_t(x) \) given \( f(x) \), denoted as \( E(L_t(x)|f(x)) \) [30].

\[
\hat{L}_t(x) = E(L_t(x)|f(x)) = \int L_t(x)p(L_t(x)|f(x))dL_t(x), \tag{19}
\]

where \( L_0(x) = f(x) \), and can be solved in practice via numerical integration [31]. The main challenge to computing the conditional expected value \( E(L_t(x)|f(x)) \) as formulated in Eq. (19) is the computation of the posterior distribution \( p(L_t(x)|f(x)) \). In practice, one approach to computing an empirical approximation of the posterior distribution is to utilize all samples from \( f \) within a small local neighborhood around site \( x \). However, this can lead to a poor approximation of \( p(L_t(x)|f(x)) \) due to two main limitations:

1) High sample proximity bias: Given that the samples used are obtained from a small local neighborhood around \( x \), the approximation of \( p(L_t(x)|f(x)) \) becomes overly biased towards samples within very close proximity to \( x \). This can lead to poor structural localization in the constructed multi-scale complex phase order representations as the information within a local neighborhood is insufficient for maintaining structural detail at the coarser scales.

2) High noise sensitivity: Given that the number of samples used to approximate \( p(L_t(x)|f(x)) \) is very small given that only information within a local neighborhood is used, the approximation of \( p(L_t(x)|f(x)) \) is highly sensitive to the presence of noise, which can result in poor noise resilience in the constructed multi-scale complex phase order representations.

Given that both issues associated with the existing deterministic approaches are due to the limitations of using only information within a local neighborhood, one is motivated to extend the approximation of \( p(L_t(x)|f(x)) \) to utilize information from the entire \( f \). However, using the entire \( f \) can be very computationally demanding. Here, we instead compute a Bayesian approximation of \( p(L_t(x)|f(x)) \) using a rejection sampling approach, where random samples are drawn from \( f \) and used to approximate the approximation. The main advantage of such an approach is that it allows for computationally efficient approximation of \( p(L_t(x)|f(x)) \) while still attaining similar benefits of using information from throughout the entire visual data.

### A. Rejection Sampling

The proposed rejection sampling strategy for approximating \( p(L_t(x)|f(x)) \) can be described as follows. First, we draw a random pixel position \( \xi \) from an instrumental distribution, \( q(\xi|x) \), given as

\[
q(\xi|x) = \frac{\exp \left[ -|\xi - \xi| \left( \sigma^2(\xi) - \sigma^2(x) \right) \right]}{\sum_{\xi} \exp \left[ -|\xi - \xi| \left( \sigma^2(\xi) - \sigma^2(x) \right) \right]}, \tag{20}
\]

where \( \sigma^2(\cdot) \) is the variance of the local neighborhood around \( x \) and \( | \cdot | \) is the Euclidean distance. The distribution \( q(\xi|x) \) takes care of the proximity to position \( x \) and the statistical similarity between the two positions measured by the difference of corresponding \( \sigma^2(\cdot) \). The instrumental distribution \( q(\xi|x) \) promotes the drawing of samples that are within closer spatial proximity and have higher statistical similarity, which are more likely to share useful information related to \( x \).

While the instrumental distribution \( q \) promotes samples with higher statistical similarity and closer spatial proximity to \( x \), there is no guarantee that the samples have high data similarity. To further improve the likelihood of high data similarity, the data similarity between the sample \( \xi \) drawn from the instrumental distribution \( q \) and \( x \) is then evaluated based on the cumulative Gaussian-weighted squared gradient between the local neighborhoods \( N_x^L \) and \( N_x^L \).
\[ \nabla_N(\xi | z) = \sum_N H(N) \cdot \left( f(N_x) - f(N_z) \right)^2, \]  
\[ \text{where } H \text{ is the Gaussian kernel, and high values of } \nabla_N \text{ indicate low data similarity. Based on Eq. (21), the sample } \xi \text{ is employed for the approximation of } p(L_t(z) | f(z)) \text{ if} \]
\[ \nabla_N(\xi | z) < \tau, \]  
\[ \text{where } \tau \text{ is the rejection constant. The rejection sampling process is repeated until an upper bound for sampling } q \text{ has been reached, resulting in the final set of } m \text{ samples } \xi_1, \ldots, \xi_m \text{ for approximating } p(L_t(z) | f(z)). \]

### B. Importance weighted posterior approximation

After the \( m \) samples \( \xi_1, \ldots, \xi_m \) are drawn during the rejection sampling process, \( p(L_t(z) | f(z)) \) can be approximated based on an importance weighted approximation approach, where the approximation of \( p(L_t(z) | f(z)) \) can be formulated as the following weighted histogram,

\[ p(L_t(z) | f(z)) = \frac{\sum_{i=1}^m w_t(\xi_i | z) \delta(f(x) - f(\xi_i))}{\sum_{i=1}^m w_t(\xi_i | z)}, \]  
\[ \text{where } \delta \text{ is the Dirac delta and } w_t(\xi_i | z) \text{ is a importance weighting function indicating the contribution of } \xi \text{ on the approximation process. The importance weighting function } w_t(\xi_i | z) \text{ should achieve three important goals. First, the weighting function should maintain structural localization and avoid structural degradation at coarse scales. Second, the weighting function should provide good effective noise resilience such that the resulting multi-scale complex phase order representation is minimally influenced by the presence of noise at all scales. Third, the weighting function should remove structural information from the image in a monotonic fashion as the scale increases. As such, the importance weighting function used in approximating } p(L_t(z) | f(z)) \text{ for the construction of the multi-scale complex phase order representation needs to be designed to achieve all three goals.} \]

Recall that to maintain structural localization and avoid structural degradation at coarse scales while suppressing noise at fine scales, a nonnegative exponential conduction coefficient (Eq. (16)) was introduced in the nonlinear approach proposed by Perona and Malik [25]. Interpreting the conduction coefficient as an importance weighting function, the contribution of a sample \( \xi \) to the approximation of \( p(L_t(z) | f(z)) \) is proportional to the gradient. Inspired by this conduction coefficient while motivated to further improve structural localization and noise resilience, an importance weighting function \( w_t(\xi_i | z) \) is employed based on the concept of squared neighborhood gradient \( \nabla_N \)

\[ w_t(\xi_i | z) = \exp \left( -\frac{\nabla_N(\xi_i | z)}{\varphi_t} \right), \]  
\[ \text{where the neighborhood squared gradient } \nabla_N \text{ is defined as the cumulative Gaussian-weighted squared gradient between the local neighborhoods } N_x^t \text{ and } N_x^t \text{ as defined in Eq. (21), and } \varphi \text{ is the diffusion multiplier constant.} \]

Based on the \( m \) samples \( \xi_1, \ldots, \xi_m \) drawn and the importance weighting function \( w_t(\xi_i | z) \) from Eq. (24), an approximation of \( p(L_t(z) | f(z)) \) is computed according to Eq. (23), which is then used to compute \( L_t(z) \) according to Eq. (19). Finally, \( R_t(z) \) is computed according to Eq. (10). The pseudo-code for the proposed Bayesian theoretic approach to constructing multi-scale complex phase representations is presented in Algorithm 1.

#### Algorithm 1 Proposed approach

**Require:** Given \( f(z), t = 0 \)
1. \( L_0(z) = f(z) \),
2. Compute \( R_0(z) \) according to (10).
3. **repeat**
   4. \( t = t + 1 \).
   5. \( k = 0 \).
   6. **repeat**
      7. \( k = k + 1 \).
      8. Draw a random sample \( \xi \) based on \( q(\xi | z) \) (20).
      9. Reject sample if (22) is not met. Otherwise accept into set of samples.
   10. **until** \( k = k_{\text{max}} \)
   11. Based on the accepted samples, estimate \( p(L_t(z) | f(z)) \) according to (23).
   12. Compute \( L_t(z) \) according to (19).
   13. Compute \( R_t(z) \) according to (10).
   14. **until** \( t = t_{\text{max}} \)
15. **return** \( R(z) \).

The multi-scale complex phase order representations based on the Bayesian theoretic approach for a slice from a MR volume are shown in Fig. 5, with the upper bound for sampling \( k_{\text{max}} \) set to a maximum of 100 iterations. The structures are significantly better localized using the Bayesian theoretic approach when compared to the linear and nonlinear deterministic approaches at coarse scales. This improved structural localization at coarser scales is largely due to the fact that the Bayesian theoretic approach takes advantage of the global information within the visual data to better maintain structural detail at the coarser scales.

### VI. EXPERIMENTAL RESULTS

The goal of this section is to investigate the effectiveness of the proposed Bayesian theoretic approach to constructing multi-scale complex phase order representations with strong structural localization and noise resilience. To achieve this goal, a number of experiments using visual data volumes acquired from the NLM Visible Human Project, with example slices from each test volume shown in Fig. 6. For comparison purposes, multi-scale complex phase order representations were also constructed using the linear deterministic approach described in Section IV-A and the nonlinear deterministic approach described in Section IV-B, with all parameters set based on their respective literature. Furthermore, for the Bayesian theoretic approach, the upper bound for sampling \( k_{\text{max}} \) was set to a maximum of 100 iterations, \( \varphi = 0.02 \), and \( \tau \) was set based on the median local variance \( \tau = \frac{2}{\sigma_{\text{med}}^2} \) as it was shown to produce strong multi-scale representations during testing. Finally, the local neighborhoods used are \( 9 \times 9 \) rectangular neighborhoods.
Fig. 5. Representation constructed using Bayesian theoretic approach (Eq. (19)) of a slice from a MR volume at different scales. The structures in the representations constructed using the Bayesian theoretic approach are significantly better localized at coarse scales when compared to that constructed using the linear and nonlinear deterministic approaches.

Fig. 6. Sample slices from the test volumes.

A. Structural Localization

Since one of the main goals for the design of the multi-scale complex phase order representation is to maintain strong structural localization, it is important to study the localization of structures at different scales. Given the multi-scale complex phase order representations constructed using the three tested methods, it is necessary to design a measure of structural localization in order to perform a quantitative analysis between the different methods. To achieve strong structural localization, the locations of structures at any given scale should also coincide with their locations in the lowest scale. Therefore, intuitively, all structural information at a particular scale that does not exist at the lowest scale is considered a result of structural delocalization. Motivated by this, an effective measure of structural delocalization, $\epsilon$, for a multi-scale complex phase order representation at a particular scale $t$ can be defined as the cumulative structural significance of structures that do not coincide with existing structures at the lowest scale, normalized by the quantity of total structures at the lowest scale,

$$\epsilon(t) = \frac{\sum_{x,R(x) = 0} R_t(x)}{\sum_{x} \{R_0(x) > 0\}}.$$  \hspace{1cm} (25)

This can be interpreted as the proportion of structural information in scale space that do not have a correspondence in the original image. The structural delocalization $\epsilon$ of the multi-scale complex phase order representations for the test sets at different scales $t$ are shown in Fig. 7. The structural delocalization of the multi-scale complex phase order representations constructed using the linear and nonlinear deterministic approaches increases significantly as scale increases. On the other hand, the structural delocalization of the representations constructed using the Bayesian theoretic approach remains relatively low and constant at all scales for all test sets. What this means is that the Bayesian theoretic approach provides multi-scale complex phase order representations with improved structural localization at all scales when compared to the other two approaches.

The multi-scale complex phase order representations of the PMR test set at different scales are shown in Fig. 8 respectively. The structural characteristics are significantly better localized in the multi-scale complex phase order representations produced using the Bayesian theoretic approach at coarse scales when compared to that produced using the linear and nonlinear deterministic approaches. This improved structural localization at coarser scales is largely due to the fact that the Bayesian theoretic approach takes advantage of the global information within the visual data to better preserve the true location of structures at the coarser scales.

B. Noise Sensitivity

To study the effects of noise on the multi-scale complex phase order representations, additive Gaussian noise was applied with standard deviations of $\sigma = \{8\%, 16\%, 22\%, 25\%\}$ to the test sets. To provide a quantitative assessment of the noise sensitivity of the multi-scale complex phase order representations at fine scales, the peak signal-to-noise ratio (PSNR) and the mean Structural Similarity (MSSIM) [32] were measured between the complex phase order representations at scale $t = 1$ with and without noise. The noise sensitivity analysis was performed at scale $t = 1$ for two main reasons. First, the influence of noise on representations are most prominent at fine scales, thus making it representative of the noise resilience of a multi-scale complex phase order representation. Second, the structural localization at that scale remains similar across all approaches, thus allowing for a fair comparison of noise sensitivity between the different multi-scale complex phase order representations. The PSNR and MSSIM results for the complex phase order representation described in Section III is shown as a baseline reference.

The PSNR and MSSIM results for the test sets are shown in Fig. 9. The PSNR and MSSIM is noticeably higher for
the multi-scale representations for all noise scenarios than the baseline reference complex phase order representation, thus illustrating the gain in noise resilience when multi-scale representations are used. Furthermore, the PSNR and MSSIM of the Bayesian theoretic approach is noticeably higher than the linear and nonlinear deterministic approaches, hence demonstrating improved noise resilience over the other approaches. The multi-scale complex phase order representations of the BMR image under the tested noise scenarios using linear and nonlinear deterministic approaches, and the Bayesian theoretic approach are shown in Fig. 10. While increasing structural degradation is exhibited in all of the tested multi-scale complex phase order representations as the level of noise increases, the Bayesian theoretic approach is able to better preserve structural detail at high noise levels when compared to the other tested approaches.

**VII. ILLUSTRATIVE APPLICATION: MULTIMODAL REGISTRATION**

Given that the proposed Bayesian theoretic approach to constructing multi-scale complex phase order representation allows for the capturing of structural characteristics of visual data largely independent of intensity, a computer vision application that it is very well suited for is multimodal image registration, where the goal is to align images acquired under different conditions (e.g., different perspectives, lighting conditions, imaging technologies, etc.) The multimodal registration problem can be formulated as a maximization problem,

\[ T_{\text{opt}} = \arg \max_T [\Psi(g(x), f(T(x)))], \]

(26)

where \( T_{\text{opt}} \) is the optimal transformation that aligns \( f \) and \( g \), and \( \Psi(\cdot) \) is the objective function. To incorporate the multi-scale complex phase order representation described in Section V into Eq. (26), we introduce the following multi-scale complex phase representation (MCPR) objective function based on the Geman-McClure statistics [33] between the multi-scale complex phase order representations between \( f \) and \( g \),

\[ \Psi(g(x), f(T(x))) = \exp \left[ -\frac{1}{\lambda^2} \sum_{t=1}^{2} \frac{(R_{g,t}(x) - R_{f,t}(T(x)))^2}{\chi^2 + (R_{g,t}(x) - R_{f,t}(T(x)))^2} \right]. \]

(27)

To study the performance of the proposed MCPR objective function under more complex scenarios, volumetric registration using 9 real patient MR-CT brain volume data sets from the Whole Brain Atlas [34] (WBA) was performed under different scenarios. The MR volumes are \( 256 \times 256 \times 23 \) voxels, with a slice thickness of 5mm. The CT volumes are downsampled to the same voxel dimensions. A summary of each test data set is given below.

1) **Test 1**: MR/PD-CT, 63 year-old male.
2) **Test 2**: MR/T2-CT, 63 year-old female.
3) **Test 3**: MR/T2-CT, 45 year-old female.
4) **Test 4**: MR/T2-CT, 23 year-old female.
5) **Test 5**: MR/PD-CT, 42 year-old female.
6) **Test 6**: MR/PD-CT, 75 year-old male.
7) **Test 7**: MR/T2-CT, 22 year-old male.
8) **Test 8**: MR/T2-CT, 55 year-old male.
9) **Test 9**: MR/T2-CT, 71 year-old female.

For testing the objective functions, the following volumetric registration algorithm was used. Given the optimization problem for multimodal image registration described in Eq. (26), a sequential quadratic programming approach [35] is then
Fig. 9. Plots of the PSNR for the test sets under different noise scenarios. The PSNR and MSSIM are noticeably higher for the multi-scale representations for all noise scenarios than the baseline reference complex phase order representation, thus illustrating the gain in noise resilience. Furthermore, the PSNR and MSSIM of the Bayesian theoretic approach are noticeably higher than the linear and nonlinear deterministic approaches.
Fig. 10. The multi-scale complex phase order representations of the BMR image under the tested noise scenarios. When compared to the complex phase order representations shown in Fig. 2, it can be observed that the Bayesian theoretic approach provides significantly better noise robustness at high noise levels while maintaining strong structural detail preservation.

employed to solve the problem, where the estimated transformation \( \hat{T} \) at iteration \( k \) can be defined as

\[
\hat{T}_k = \hat{T}_{k-1} + \gamma_{k-1} d_{k-1},
\]

where \( \gamma \) is a non-negative step size and \( d \) is the step direction calculated by solving a quadratic subprogram involving \( \Psi \) [35]. The pseudo-code for registering two volumes \( f \) and \( g \) is presented in Algorithm 2.

**Algorithm 2** Volumetric Registration

**Require**: Given \( T_0 = I \), \( k = 0 \)
1: \text{repeat}
2: \quad Compute \( \Psi(g(z), f(T_k(z))) \) (27).
3: \quad \( k = k + 1 \).
4: \quad Estimate \( \hat{T}_k \) (28).
5: \quad until \( \triangle \Psi < \epsilon_{\text{convergence}} \)
6: \quad return \( \hat{T}_k \).

For evaluation purposes, the normalized mutual information (NMI) [36], the complex phase order likelihood (CPOL) [12], and MCPR objective functions were tested. NMI was implemented using smoothed histograms computed with 100 intensity bins as specified by Mellor and Brady [37]. Trilinear interpolation was used in all experiments. All tests were performed on an Intel Core 2 Duo 1.67 GHz PC with 2 GB of RAM and implemented using MATLAB, with the registration time of MCPR was approximately 4 minutes.

### A. Registration under Noise-free Conditions

The first set of tests studies the registration accuracy using NMI, CPOL, and MCPR under geometric distortion scenarios. Each test data set was distorted using 30 randomly generated affine transformations, based on the random perturbation of translation coefficients up to \( \pm 30 \text{mm} \) and all other coefficients up to \( \pm 0.1 \), resulting in a total of 270 test cases. Since the test image sets used were previously aligned, the gold-standard transformations are known for all 270 test cases. Registration accuracy for all methods is evaluated quantitatively based on the fiducial registration error (FRE), which in our case can be defined by the root-mean-square error of 60 fiducial points within the region of interest. Furthermore, since the test image sets used were previously aligned and thus corresponding locations on the images are known, the fiducial points were
Fig. 8. The multi-scale complex phase order representations of the PMR test set at different scales. The structural characteristics are significantly better localized in the multi-scale complex phase order representations produced using the Bayesian theoretic approach at coarse scales when compared to that produced using the linear and nonlinear deterministic approaches.

chosen randomly using a computerized random point generation algorithm within the regions of interest in the test images as not to bias the tests towards any of the tested similarity measures.

The registration results for all nine test data sets, totalling 270 test cases, are summarized in Table I. Both CPOL and MCPR were capable of achieving noticeably lower FRE when compared to NMI for all test cases. One contributing factor to this difference in registration error when compared to NMI is that the intensity relationships between the tested MR and CT volume data sets are highly complex and nonlinear, making NMI highly non-convex and difficult to optimize. On the other hand, the structural relationships between the volume data sets is significantly more straightforward, making CPOL and MCPR more straightforward to optimize. Furthermore, MCPR produced lower FRE when compared to CPOL for all test cases. Sample registration results using MCPR for Test 1 shown in Fig. 11. Visually, MCPR was capable of providing accurate registration results. These experimental results demonstrate the effectiveness of the MCPR objective function for performing non-rigid multimodal image registration on CT and MR images.

<table>
<thead>
<tr>
<th>Test Set</th>
<th>FRE (mm)</th>
<th>NMI</th>
<th>CPOL</th>
<th>MCPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test 1</td>
<td>3.74±0.56</td>
<td>2.30±0.32</td>
<td>2.81±0.39</td>
<td>2.21±0.29</td>
</tr>
<tr>
<td>Test 2</td>
<td>3.91±0.50</td>
<td>2.24±0.37</td>
<td>2.69±0.34</td>
<td>2.09±0.34</td>
</tr>
<tr>
<td>Test 3</td>
<td>2.36±0.63</td>
<td>2.46±0.42</td>
<td>2.31±0.43</td>
<td>2.08±0.43</td>
</tr>
<tr>
<td>Test 4</td>
<td>3.64±0.49</td>
<td>2.19±0.35</td>
<td>2.31±0.35</td>
<td>2.08±0.35</td>
</tr>
<tr>
<td>Test 5</td>
<td>3.81±0.30</td>
<td>2.46±0.19</td>
<td>2.31±0.22</td>
<td>2.08±0.22</td>
</tr>
<tr>
<td>Test 6</td>
<td>3.71±0.47</td>
<td>2.59±0.27</td>
<td>2.31±0.28</td>
<td>2.08±0.28</td>
</tr>
<tr>
<td>Test 7</td>
<td>2.90±0.53</td>
<td>2.70±0.25</td>
<td>2.57±0.20</td>
<td>2.08±0.20</td>
</tr>
<tr>
<td>Test 8</td>
<td>3.35±0.55</td>
<td>2.48±0.29</td>
<td>2.39±0.23</td>
<td>2.08±0.23</td>
</tr>
<tr>
<td>Test 9</td>
<td>3.97±0.61</td>
<td>2.30±0.37</td>
<td>2.12±0.35</td>
<td>2.08±0.35</td>
</tr>
</tbody>
</table>

B. Registration under Noise

An important consideration in the design of an objective function for image registration is that the objective function should be robust to noise artifacts that can affect registration accuracy. To study the effect of noise on the similarity measures, the set of tests conducted in Section VII-A for Test 1 were performed with the MR volumes contaminated by 5%, 10%, 15%, and 20% simulated Rician noise, resulting in a total of 120 tests.

The registration results for the Test 1 under the various noise levels, totalling 120 test cases, are summarized in Table II. The FRE achieved using MCPR remained largely consistent at all noise levels. On the other hand, the FRE achieved using NMI rose significantly as noise levels increased, while the FRE achieved using CPOL were noticeably higher than that achieved using MCPR, particularly for high noise levels. This difference in FRE can be primarily contributed to the noise robust nature of the complex phase order representations used in MCPR when compared to that used in CPOL, which suffers
Before Registration | MCPR
---|---
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Fig. 11. Sample registration result from Test 1 using MCPR. For visualization, slices from the volumes are shown. Contours extracted from the CT volume are overlayed on the MR volume to visualize the quality of registration. Visually, the MR volumes warped based on MCPR appear well aligned with the CT volume.

significant degradation under high noise scenarios. Sample registration results using NMI and MCPR for 20% simulated Rician noise are shown in Fig. 12. Visually, MCPR is capable of providing accurate registration results. These experimental results demonstrate the robustness of MCPR to the presence of noise artifacts.

VIII. ILLUSTRATIVE APPLICATION: ULTRASOUND FEATURE EXTRACTION

Given that the proposed Bayesian theoretic approach to constructing multi-scale complex phase order representation allows for the capturing of structural characteristics under high noise levels, another potential application is the extraction of features from ultrasound imagery [38], [11], which is highly contaminated by the presence of speckle noise. To illustrate the potential of the proposed Bayesian theoretic approach for extracting features from ultrasound imagery, Fig. 13 shows the average multi-scale complex phase order representation produced using the Bayesian theoretic approach across all scales for a real-world ultrasound image of the prostate, which exhibits heavy speckle noise contamination. It can be observed that the structural characteristics of the prostate gland are
well captured using the proposed approach despite the high speckle noise level, thus illustrating the noise robustness of the proposed approach.

IX. CONCLUSIONS

In this work, a Bayesian theoretic approach to multi-scale complex phase order representations was explored. Experimental results illustrate the approach’s potential for constructing multi-scale complex phase order representations that exhibit strong structural localization and noise resilience, as well as the effectiveness of the constructed multi-scale representations for computer vision tasks such as multimodal image registration. Future work involves investigating the proposed approach for other image processing tasks such image reconstruction and restoration, as well as other computer vision tasks such as salient feature detection.
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