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Abstract

Image registration is an essential and difficult task where dealing with remotely
sensed images. There exist different registration techniques that work with different
data. However, no algorithm is known that can accurately register different type
sensor’s images consistently. This thesis addresses this problem by investigating the
development of a fully automatic registration system for synthetic aperture radar
(SAR) and optical remotely sensed images. This novel automatic image registration
method is based on the extraction and matching of common features that are
visible in the image pairs. The algorithm involves the following five steps: noise
removal, edge extraction, edge linking, object extraction, and object matching.
The application of the proposed automatic image registration model to SAR and
visible-band image pairs shows that accurate ground control points (GCPs) can be

identified automatically.
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Table 1: TERMS and ABBREVIATION

Term Definition

Accuracy Accuracy access the relationship between

a set of features and a well defined reference set
and is represented by the RMS error of

derived set of points.

AIM Affine Invariant Moments

ARTSO Automatic Registration Technique for
SAR and Optical images

ARVS Automatic Registration of Visible
band and SAR / InSAR images

Centroid Centroid is the graphical mean of
X and Y coordinates

ETM Enhanced Thematic Mapper

ENL Equivalent Number of Looks

Feature Feature, in this thesis, is any two-dimension

‘ region that represents an object

FFT Fast Fourier Transform

Ground control point (GCP) | A well-defined ground coordinate of

a point is called ground control point (GCP)
which can be used to correct the geometric
distortion of an image to a reference

image that has these GCPs

LoG Laplacian of Gaussian

MHN Most Homogeneous Neighbour

MUM Merging Using Moments

Pixel size Distance which can represent each pixel in

an image in X and Y coordinates.
This distance can be expressed as a ground
distance or a distance on scanned image

RGCE Region Growing Controlled by Edge Map
RMSE Root Mean Square Error

SAR Synthetic Aperture Radar

SLAR Side Looking Aperture Radar

SNR Signal to Noise Ratio

SPOT (Systeme Pour I’'Observation de la Terre)
™ Thematic Mapper

xXvii




Chapter 1

Introduction

1.1 Digital Image Registration

Image registration is a technique using to correct the geometric difference between
two or more images, one of them is the reference image and the others are the input
images of the same scene. The image registration process generally consists of four
main steps. The first step is the selection of corresponding features from both refer-
ence and input images. Example of such feature are gray-level intensities, contours,
edges, line intersections, and statistical features such as centroids [18]. Secondly,
feature matching is obtained between the image pair to evaluate the degree of the
match between the input image and the reference image. Techniques used for this
purpose include in general: the cross correlation, the sum of absolute differences
between the pixels, or other statistical measures. Thirdly, applying the appropriate
transformation function to obtain the transformation coefficients. Such transfor-

mations are rigid (rotation, translation, and scaling); affine transformation, more
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general than the rigid transformation and tolerant of complex distortion (shear and
stretching); and polynomial transformation which is used when objects in the input
image are curved. The last step of image registration is using the transformation
coefficients to resampling the input image to the reference image grid to obtain the
registered image.

In general, image registration can be defined as follows: given a pair of images
M; and M, and need to ﬁnd a similarity measure S(M;y, M>) to determine the
optimal transformation T, such that S(T(My, M3)) is maximized.

In case the reference image and the input image are acquired from the same
sensor type, then the appropriate image registration approach is using the gray level
intensities of the image pair as the features and the cross-correlation as a similarity
measure. An example of this image registration approach is the registration of
optical remotely sensed images of the same spectral band.

Images from different acquiring systems such as from microwaves and visible-
band have different characteristics, because the image pairs come from different
platforms, different sensors, different angles and different noise models. Some ob-
jects exist in one image but not in the other image and the same object appears
differently in each image. This is due to the acquiring systems using different bands
of the electro-magnetic spectrum. Different gray-level intensities is an image reg-
istration challenge in multi-acquisition systems in remote sensing. In dealing with
this problem, point features will not be considered in registration of microwaves and
visible-band images [35]. To handle image registration of microwave systems espe-
cially synthetic aperture radar (SAR) images and visible-band images, structural

features should be considered.
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1.2 Motivation

Image registration can be performed manually or automatically. In manual image
registration the tie points between the image pair are collected using visually clear
features in both images such as road intersections and corners. This tie points
should be well distributed across the entire image. The manual image registration
depends mainly on the accuracy of the operator and accurate registration is time
consuming. In some cases, these techniques are subject to the lack of available
reference data for locating the tie pints. Therefore, there is a crucial need to
develop an automated technique to register multi-sensor images that deals with
different-sensor remotely sensed images. Automatic image registration has been
under investigation in research for a number of years [50].

The efficiency of any image registration system can be measured by the time
and accuracy. This can be achieved by either reducing the number of features to
be compared, or developing a more efficient registration strategy, or combining the
two approaches.

While reducing the number of features is one of the important tasks that need
to be solved to reduce the computational cost of the similarity measure, this is not
the only main goal of our registration system. The main goal is selecting accurate
corresponding points automatically to registered the image pair.

The accuracy of the registration relies on selecting accurate corresponding points
and transformation function. To decide which transformation to apply on given
data to produce reasonable results is very important. Different transformations

and degree of these transformations exist, and need to choose between them to
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obtain the suitable one to the given data.

One motivation of this research is the broad areas that use multi-sensor remotely
sensed data. These applications include: data fusion (or multi-modal registration),
which enables the integration of complementary information from different sensdrs;
change detection [51][140] (or temporal registration) which is performed to monitor
and measure geological, agricultural, or land cover features extracted from data
obtained from one or several sensors over a certain period of time, landmark navi-
gation which is a viewihg angles registration, and a content identification [29], that
search for the correspondence between two or more images. All of these examples
indicate that image registration in remote sensing is an important and essential

process and need to handle automatically due the large volume of data.

1.3 Thesis Objectives

The main goal of this thesis is to design and develop fast and accurate tech-
niques for the automatic registration of microwave-based (synthetic aperture radar,
(SAR) and interferometric SAR), and visible-band remotely sensed images. This is
achieved by the automatic selection of the corresponding control points. To achieve

this goal some other objectives were considered.

e Investigate noise removing filters to enhance the feature extraction process

for the given data.

o Edge extraction algorithms is considered to obtain accurate edge map for the

given data.
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e Object extraction techniques is essential to develop an accurate registration

to be used with different data.

1.4 'Thesis Organization

The organization of the remaining chapters of this thesis is as follows. Chapter 2
presents the background for this research and various image registration approaches.
The Chapter addresses the shortcomings of the existing automatic image registra-
tion systems and defines the developed methodology for the automatic registration
of different sensor types images. Data properties, different preprocessing methods,
and the selected data are discussed in Chapter 3. Chapter 4 exhibits different
techniques of feature extraction that are applied to the data, and proposes a new
technique for feature extraction. Feature matching by using evaluation functions
is illustrated in Chapter 5. Chapter 6 introduces a new method for the automatic
registration of high resolution aerial images and interferometric SAR data and its
applications. In Chapter 7, thesis conclusions, findings and contributions are pro-

vided.



Chapter 2

Background and Proposed Work

2.1 Two-Dimensional Image Registration

Algorithms for image registration can be classified into two categories: feature-
based and area-based algorithms. The feature-based approach extracts common
features such as areas, curves, lines or patches from each image and uses them to
perform an accurate registration. Such an approach has proved to be more suitable
for problems of multi-sensor image registration [18] since most of those features do
not depend on the gray-level characteristics.

The area-based registration approach uses é. statistical measures to judge if one
area in the input image has a correspondence in the reference image and vice-versa.
The image pair is divided into small equal areas which are compared pairwise,
depending on the gray level intensities of these areas [18]. The areas which have
similarity are considered to be matched and from these matched areas control points

can be extracted.
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The determination of the corresponding control points in the images is a difficult
process. At the same time it is the main step that can determine the accuracy of
the registration process. Therefore, most researchers have focused on determining
methods to locate control points in the images with the highest possible accuracy,
as well as finding the correspondence between these control points [18]. The au-

tomation of image registration will be discussed in the next two sections.

2.2 Manual Image Registration

Manual image registration is characterized by the manual selection of the corre-
sponding control points. In the field of remote sensing these control points are
called ground control points (GCPs). The processing chain of such a registration is
summarized by the following four steps: visually selecting the corresponding GCPs
from each image, selecting the transformation function, determining the parameters
of the transformation function by using the GCPs, and using the different resam-
pling approaches to resample the input image to the reference image by employing

the transformation coefficients.

2.2.1 Transformation Functions

Rotation, translation, and scaling represent the rigid-body transformations which
are used for rigid-body registration. These transformations can be represented as

follows:
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X and Y axis translation Rotation Scaling

———————— - -y

Figure 2.1: Example of image registration that finds transformations (rotation r, x
and y translation) between input and reference images

Us t cost —sinf u
=| " |+s ' (2.1)
Vg te sinfl  cost vy

where (us,v2) are the newly transformed coordinates of (uy,v1), ¢, and t, are the u-
axis and the v-axis translations, respectively, and sisa écale factor. Translation and
rotation transforms are usually caused by the different orientation of the sensor.
The scaling transform is also affected by a change in the altitude of the sensor.
Stretching and shearing can be the result of the sensor distortion or the viewing
angle | 18];

According to some a priori knowledge about the given data such as the objects
in the input images used in this research are unchanged, but the images are dis-

torted by some combination of translation, rotation, scaling and shearing. Affine
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transformation is the most suitable one to apply in this case. An affine transforma-
tion is a linear coordinate transformation that consists of the elementary operations
as demonstrated in Figure 2.1. These elementary operator transformations are re-
quired for registration. The general two-dimensional affine transformation can be
expressed as shown in the following way:

Uz ty a11 012 U1

= + (2.2)
Vg ty Q21 Q22 (51

. a1 Q12 .
The matrix can represent rotation, scale, or shear. The scale and shear

ao G2
for both u and v axis can be expressed as

Su
(2.3)
Sy

and

1 a 1 0
Shear, = Shear, = ; (2.4)

01 b 1

The control points are used to identify the transformation coefficients that rep-
resent the geometric differences values between the input image and the reference
image. The reference image is assumed to be geometrically correct [109] to relate

the GCPs in the input image to the grid in the reference image.
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2.2.2 Resampling

Finally, to obtain the registered image, a resampling operation should be performed;
the input image is resampled to the reference image. A number of different resam-
pling schemes can be used to determine the pixel value of the input image in the
reference grid. These include: the nearest neighbour, bilinear interpolation and
cubic convolution.

Nearest Neighbour: This method works by selecting the pixel whose centre is
the nearest point located in the image. This pixel is then transferred to the corre-
sponding grid location. This method is preferred if the new image is to be classified
since the original pixel brightness values are retained, but, simply rearranged in a
position to give the correct image geometry. The disadvantage of using the nearest
neighbour method is that it produces a visually “choppy” effect. Although some
values are duplicated by using the nearest neighbour scheme, others may be lost.
This may lead to the output image having a rougher appearance than that of the
unregistered inpuf image.

Bilinear Interpolation: This approach represents the output pixel as the weighted
average of the nearest four pixels. This reduces the choppy effect caused by the
nearest neighbour approach. However, this method reduces the contrast and the
frequency components of the image by averaging the neighbouring values.

Cubic Convolution This technique calculates the output pixel value by calculat-
ing the weighted average of the closest 16 input pixels. Cubic convolution usually

gives the smoothest result, but is the most computationally expensive method.
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2.3 Automatic Image Registration

Very few automatic image registration algorithms have been developed by re-
searchers in remote sensing. An optimal solution to multi-modal automatic image
registration has not been designed. This is due to the difficulties in determining
the best way for generating accurate GCPs automatically.

To perform image registration automatically, it is necessary to divide the first
step of manual image registration into two steps during the registration process:

feature extraction and feature matching.

2.3.1 Feature Extraction

The quality of the extracted features is the key to a successful feature-based im-
age registration technique. Therefore, the feature extraction step is pivotal to all
registration systems. However, for the feature extraction process, not every single
feature, which in this thesis represent a two dimension objects, needs to be ex-
tracted from each of the images. Similar objects have to be extracted from each
image but it is not necessary that all extracted objects match. A high number of
extracted objects is not necessary for feature-based image registration. However, to
ensure the quality of the registration, the extracting of as many objects as possible

is preferred and these objects should be well distributed in the image.

2.3.2 Feature Matching

The matching process takes the objects that have been extracted from the images

and generates a set of GCPs. There has to be a one-to-one correspondence between
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the GCPs, so that each point in the reference image can be matched with only
one point in the input image, and vice-versa. The objects are matched according
to some or all of their parameters, such as size, shape or radiometry. When two
corresponding objects are matched, they can generate one pair of GCPs.

When the transformation function has been selected, the parameters are de-
termined by employing the GCPs extracted from the images. The final steps of
the automatic registration procedure (image transformation, and resampling) are
performed automatically using standard methods.

The next section is a review of the literature of the related work.

2.4 Related Automatic Registration Work

Image registration can be divided into two classes: same-sensor types and different-
sensor types. In the first class, the images differ in their relative orientation, ac-
quiring date and/or viewing angle. In the second class, the images could also have
all the differences identified in the first class beside the differences in the gray-level
characteristics, such as Landsat and RADARSAT which are optical and microwave
bands, and the registration of images with maps or vector data. The related image
registration schemes will be discussed in this section to determine the shortcomings
and drawbacks of these methods. The related method will be introduced according

to the time of development.

Goshtasby et al.(1988) [56] developed a registration algorithm to register Land-

sat stereo images (Landsat MSS (multispectral scanner) and Landsat TM (thematic
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mapper)). This technique depends on extraction of patches from each image using
image segmentation. The matching process uses a clustering technique to obtain
the correspondence between the patches. There is a refinement operation following
the approximate matching which uses the edges of approximate matched patches.
The centroid of matched patches are considered to be the GCPs. A polynomial
transformation is applied to obtain the geometric difference between the input im-

age and the reference image.

An algorithm for image registration using extracted structures (ellipticity, in-
clination and thinness) from input image and reference images was proposed by
Rampini et al. (1990) [131]. The proposed algorithm was developed to register
Landsat TM and SPOT (systeme pour I'observation de la terre) satellite images.
This method begins by extracting possible objects from each image using a seg-
mentation technique. The matching process uses a fuzzy logic algorithm to obtain
the similarities between extracted objects. A 2.5 pixels root mean square error was

established for the test data.

An algorithm for registering Landsat TM and SPOT images acquired at dif-
ferent years was proposed by Flusser and Suk (1994)[48]. The extracted features
were polygons. There was a limitation or a threshold value on the polygon size,
such that the too small insignificant size of the polygons were not counted in the
matching process. The algorithm uses affine invariant moments (AIMs) to match
these polygons. Among the matched polygons, the best three matches are used

for generating the control points. The affine transformation is applied using the
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generated control points to obtain the transformation coefficients. The input image

is resampled using these transformation coefficients to obtain the registered image.

To register two visible-band SPOT images, Abbasi-Dezfouli and Freeman (1994)
[1] utilized polygons as matching features. The matched polygons were approxi-
mately having the same gray levels. The control points were collected from the
significant points on matched polygon contours. The accuracy of collected control
points were low due to the difference in the contours shape of the same polygon in
the image pair. The matching method was the correlation between the polygons

gray level intensities.

Manjunath and Mitra (1995) [86] proposed an algorithm for registering visible-
band images (Landsat and SPOT images) as well as registering SAR and visible-
band images (Seasat SAR and Landsat). In the first case the extracted features to
be matched were the boundaries of the polygonal objects and curves. For closed
boundaries, the matching process used invariant moments and chain coding, while
for curves, significant points such as corners were used for the matching. The
control points were generalized from the centroid of closed polygons and curves’s
significant points. The affine transformation is applied to obtain the registered
image. In the second case, due to the difficulty they found in detecting contours
or edges from the SAR images, manual selected control points and assistance from
the corresponding optical data are used. The matching and registration followed

the same procedure as before.
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Li and Zhou [81] developed a feature based technique for registering visual/IR
sensor image. The developed technique extracts the image contours using wavelet.
For each contour, an interest score is computed for all points on the contour. The
contour points with high interest scores are selected. The matching process is car-
ried onto two parts:initial matching and refined matching. The matching process
mainly depends on point matching using normalized correlation function. While
this approach is efficient with the given data, it has some limitations such as large
rotation with significant scaling is a problem and the rotation should be compen-
sated first. Also, there several adjustable parameters which reduce tﬁe degree of

automation. The reported matching root mean square error was 1.12 pixels.

Morgado and Dowman (1997) [92] developed a technique to register aerial pho-
tographs to a map using polygons. From the map and the optical image, polygonal
objects are extracted. The geometric attributes of each polygon are determined.
The registration process is carried out in two steps referred to as coarse and refine
registration. The coarse registration was performed by polygon attributes compar-
ison and the refine process used edge points comparison using dynamic program-
ming. The affine transformation is used to obtain the transformation coefficient
The final stage of registration which is the resampling was carried to obtain the

registered image .

Dai and Khorram (1999) [33] proposed an approach for registering two visible-
band images (Landsat TM). The algorithm depends on extracting and matching

the common features from both input and reference images. The algorithm is most
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likely as the one developed in [48]. Closed boundaries were extracted using a seg-
mentation technique based on LoG (Laplacian of Gaussian) [53] edge detector. The
false and true closed contours are extracted using the LoG operator for segmenta-
tion. An edge refinement stage was added to detect contours. The matching process
was carried out in two steps. The first step was applying the Hu invariant moments
(IMs) [68] for establishing the first matching by comparing the IMs values of ex-
tracted contours. Next, chain code is applied on the matched boundaries from the
first step to obtain the best match. The centroid of the three most robust matches
are considered the GCPs. Applying the affine transformation, the registered image

was obtained.

A registration technique for SAR and SPOT image pair was introduced by Paul
Dare et al. [34] [35]. The registration operation can be summarized as follows.
First, the two images should be approximately registered by selecting manual con-
trol points. The registration technique depends on extracting and matching the
common patches in both images. The patches were extracted by using a com-
bination of segmentation techniques of an existing software package called N. A.
software [21]. A modified cost function was proposed for patch matching. The
centroids of matched patches were considered as the ground control points. A
refinement step is used to enhance the matching accuracy. This refinement step
matches the edge points of the matched patches contours to increase the number of
ground control points. Also to increase the number of correct matching, multiple
of feature extraction techniques were used.

This developed technique is deeply considered the problem of registering SAR
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and optical remotely sensed images. However, there are some comments such as
the patch extraction process is performed in two stages First, set the segmentation
parameters manually by trial and error until geting the best extracted patch result.
Second, for each used segmentation technique a range of segmentation parameters
distributed around the values which were set to produce the best batch extraction
results were selected. Different combinations of parameter values of different patch
extraction algorithms were performed to measure the maximum number of corrected
matches. From these different parameters combinations, the one that produce
maximum number of corrected matching are obtained automatically. This method
proved that it is time consuming and can be applicable if the applied segmentation
algorithm has only one parameter to be selected. For the given data a 1.5 pixels
root mean square error has been achieved.

From this review, a comparison between these various registration methods can

be obtained based on the following information:
e Images under registration were from the same sensor or from different sensors.
e Type of sensors used for experiments.
o Restrictions assumed between the image pair.

Type of feature extracted from the image pair.

L]

Matching technique used.

e Transformation function used to determine the geometric difference between

the image pair.
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Table 2.1: Comparison Between Related Image registration Algorithms (a)

et al.(1994)

Reference Extracted feature | Transformation Matching function
function

Rampini Patch Polynomial Structural matching

et al.(1990)

Flusser and Suk | Closed boundary | Affine Cost function based

(1994) on shape similarity

Abbasi-Dezfouli Polygon Cross-correlation | Shape similarities

et al. (2000)

Manjunath and -Closed boundary | Affine -Chain code correlation
Mitra (1995) -Salient contours -Shape similarity

Li and Zhou Points on contour | Affine/polynomial | Normalized correlation
(1996)

Morgado and Polygon Affine Cost function based
Dowman (1997) : ’ on shape similarities
Dai and Khorram | Closed boundary | Affine Affine invariant

(1999) moments comparison
Paul Dare Patch Affine Cost function based

on shape similarities

e Shortcomings observed from the registration method.

Tables 2.1 and 2.2 demonstrate a comparison between the reviewed registration

methods based on the previous points. It can be recognized that from this review

that much more work is done on image registration of the same type of sensor

images such as LANDSAT and SPOT, than on the different sensor images such as

visible-band and SAR.

The following shortcomings could be found in the reviewed algorithms:

e The research area of automatic registration of microwave and visible-band
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Table 2.2: Comparison Between Related Image registration Algorithms (b)

Reference Image-pair Major shortcoming(s)
Goshtasby ) Two Landsat (TM) Only images with very

et al. (1988 well defined patches are used
Rampini Landsat (TM) and SPOT | Mainly depend on

et al. (1990)

expert’s intervention

Flusser and
Suk (1994)

Landsat(TM) and SPOT

Only images with very
well defined patches are used

Abbasi-Dezfouli
et al.(1994)

Two SPOT

Mainly depends on
gray level comparison

Manjunath and Mitra
(1995)

-Landsat (TM) and SPOT
-SAR and Landsat

Works only if the
extracted objects have very
well defined closed contours

Li and Zhou (1996)

SPOT and IR

-Large rotation limitation
-Tested only on visual/IR data
-Refinement step needed
-Several adjustable parameters

Morgado and
Dowman (1997)

Aerial photo and map

-Complex to understand
-Approximate alignment is
needed first(not more 5 pixels)
-Too slow

Dai and Khorram

Two Landsat (TM)

Can be used only with visible

(1999) band images
Paul Dare et al. SAR and SPOT -Approximate alignment first
(2000) using manual GCPs

-Patch extraction process
has two stages
-Refinement step is necessary
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images is not addressed very well, since most of existing algorithms deal with

the registration of visible-band images.

e Some algorithms use manual selection of GCPs for first approximate align-

ment.

e Noise reduction is not considered in most of the reviewed method since the

images come from visible-band which have low noise compared to SAR images.

e The feature extraction procedure mainly using segmentation techniques based
on the gray level intensities to extract the objects from the image pairs. This
cannot be applied to SAR and visible-band images registration due to the

difference in the gray level characteristics of the image pairs.

o Some algorithms use segmentation techniques that are based on homogeneous
regions which can not be applied to SAR images due to the noise which makes

extraction of accurate boundaries very difficult and not accurate.

From this discussion, it is not clear that any of these registration methods can
produce reliable results when applied to images acquired from RADARSAT SAR
and Landsat.

The principle of image registration with regard to remote sensing have been re-
viewed. Also, the classification of different image registration techniques has been
introduced. The problems associated with the automatic registration of different
types of sensors have been investigated, and demonstrate the need for automatic
registration systems that can tackle these problems. The reviewing of related regis-

tration work has indicated that only a few researchers have addressed the problem
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of the automatic registration of SAR and visible-band remotely sensed images.

2.5 Problem Statement and Proposed Techniques

The techniques for automated multi-sensor image registration are still in their in-
fancy. The SAR and visible-band images of the same scene appear to be quite
different. These differences may occur because of the characteristics of the sensors
(stretching and shearing) or their positions (the translation, rotation, and scaling
of the scenes).

As mentioned in Section 2.4, few researchers have addressed the automatic image
registration of visible-band and SAR images, but cannot attain full automation.
In this thesis, two automatic image registration systems are proposed for visible-
band and SAR images to overcome some of the drawbacks of existing models. The
domains of the images under consideration are visible-band images and SAR images
obtained from either satellite or aerial platforms; however, the proposed technique
" is also suitable for other types of images.

The new methods are based on the extraction and matching of common features
that are visible in both images. The first technique is an automatic registration
technique for SAR and optical remotely sensed images (ARTSO) that depends on
the extraction of common polyvgons from both images, which are ofteh found in
the remotely sensed images. The second technique is the automatic registration of
high resolution interferometric SAR (InSAR) or SAR images and high resolution
visible-band aerial images (ARVS) by using affine invariant moments (AIMs) . This

ARVS technique is developed to promote the ARTSO technique for covering most



CHAPTER 2. BACKGROUND AND PROPOSED WORK 22

(a) RADARSAT image (b)Landsat image

Figure 2.2: SAR and optical images of the same scene appear quite different
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real cases.

2.6 New Automatic Registration Technique for
SAR and Optical Remote Sensing Images (ARTSO)

The newly developed automatic registration for SAR and visible-band remotely
sensed images (ARTSO) has several steps. Each step of the ARTSO technique needs
to be thoroughly examined. Figure 2.3 illustrates the proposed ARTSO model.
Developing the ARTSO algorithm involves investigating the following processing

steps:

e Noise removal: The main objective of this step is to reduce noise character-
istics without significantly modifying the pertinent features. For a number
of reasons, noise removal in SAR imagery is different from that of optical
imagery, motivating different approaches for each. A number of existing stan-

dard algorithms and three modifications are compared.

e Edge extraction: A number of different edge extraction schemes are con-
sidered. The edge detector should provide consistent identification of high
contrast boundaries. A modified Canny edge detector is considered to be

suitable.

e Edge linking: Due to the incomplete contours within the edge map, edge

linking is performed.

e Region growing: Region growing is performed to create the necessary ob-
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jects. Region growing is a method proposed to accomplish accurate region
boundaries. This method requires the following steps: the elimination of in-
significant objects, obtaining the minimum homogeneous region within the
closed contours, and finally, growing the region within the closed contours.

This method is called region growing controlled by edge map (RGCE).

e Object matching: This is achieved by using the differences in the attributes
of the objects in SAR and visible-band images to determine an evaluation
function which is minimized to give the best match. The evaluation function
is used for comparing an object in one image to all the objects in the other
image to find the best match. This function is also used to remove multiple

matches.

The centroids (centre of gravity) of the matched objects are considered to be the
GCPs. The centroid of polygon as GCP can achieve sub-pixel accuracy. However,‘if
two images suffering from locally significant geometric distortion, then the centroid
of corresponding polygons may not correspond to each other and in this case they
can not selected as control points. An affine transformation, by using the automated

selected GCPs and resampling, is applied to obtain the registered image.

2.7 Discussion

The image registration challenges, especially if automated, have been introduced
as a motivation for this research. This main objective of the research is to develop
an automatic image registration technique that can be applied to SAR and visible-

band remotely senses images. To satisfy this objective, many aspects such as feature
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Image preprocessing

+

Edge extraction

+

Edge linking

+

Segmentation using RGCE

+

Object extraction

+

Object attribute calculation

!

Object matching

v

Automatic collection of GCPs

<

Apply affine transformation

+

Resampling and registration

Figure 2.3: Automatic registration technique for SAR and optical remote sensing
images ARTSO algorithm
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extraction and feature matching should be examined. The proposed model ARTSO
objectives have been presented. Then next chapter will introduce SAR and visible-

band data acquisition systems and their preprocessing.



Chapter 3

Acquired Data and Preprocessing

3.1 Introduction

Knowing how the images are generated is important for accurate processing. Image
formation, for example, is essential to understand the geometric properties of the
image and, accordingly, apply geometric correction algorithms. Also, details of the
imaging system are necessary to determine the radiometric properties of an image.
Without knowing the imaging system information, it becomes more difficult to
understand the exact geometric and radiometric properties of an image such as the
objects boundaries and the different noise models.

This chapter describes the systems that are used to acquire the data used
throughout this study. These systems include: the SAR sensor onboard the RADARSAT
satellite as well as thematic mapper (TM) and enhanced thematic mapper (ETM)
on board the Landsat platform. Also, the pre-processing approaches for noise re-

moval and enhancement are presented along with examples and applications [91].
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3.2 SAR Data Properties

3.2.1 Basic Concepts and Principles of SAR

Microwave sensors are either active or passive. An active radar system transmits a
microwave beam and receives the wave reflected by the objects, while the passive
sensors just measure the microwave radiation emitted by objects. The SAR is
an active sensor that is not dependent on natural illumination and is capable of
penetrating cloud cover. This gives SAR a unique all weather, day and night
capability which has definite advantages over other sensors [66]. The SAR system
can be mounted on aircraft or satellite. examples of civilian SAR are Seasat and
one mounted on the RADARSAT platform. |

The SAR is a valuable source of data. However, it has a very important phe-
nomenon that makes its image signal to noise ratio low, namely, speckle noise. This
speckle makes the objects harder to resolve in SAR images than in visible-band im-
ages [75]. A comprehensive description of the theory of radar imaging is beyond
the scope of this thesis, however a brief description of how radar imaging works
follows.

As shown in Figure 3.1, the platform is carrying a SAR sensor above the ground
and perpendicular to the ground in a point called the "nadir”. SAR transmits a
beam of microwaves towards a certain area in the ground. The width of this area is
called the "range”. A narrow range cause fine resolution and vice-versa. The time
elapsed between the transmitted beam and received echoes is used for measuring
the distance between the platform and the objects. The azimuth range also is

one of the important factors in a SAR imaging system. The azimuth dimension is
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Figure 3.1: Radar imaging geometry

perpendicular to the range and parallel to the flight direction.

3.2.2 SAR Resolution

The SAR system is a kind of side looking airborne radar (SLAR). To better un-
derstand the resolution concept in the SAR imaging system, it is helpful to begin
with the SLAR system. For SLAR the individual backscattered pulse of radia-
tion consists of a number of echoes that are reflected from different objects to the
antenna. Three different resolutions are determined from SLAR: slant range reso-
lution, ground resolution, and azimuth resolution [66] .

Slant range resolution

The ability to distinguish between objects in the cross-track direction is known as
the range resolution. T'wo objects can be resolved if the pulse of radiation backscat-

tered from each object is received at the antenna separately. This is called slant
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Figure 3.2: Slant resolution

resolution, If there are two objects A and B, (Figure 3.2), the slant range resolution
can be determined as follows. The round trip time to object A is T' = 2R/c, and
the round trip time to object B is T+ At = 2(R + Ar)/c. The time difference is
At = 2/Ar/e, such that At must be greater than the pulse duration 7 for resolution

or 7 < 2Ar/c. Then the slant range resolution is defined as:

CcT
Ar = "“2-' (31)

where c¢ is the speed of the light.
Ground resolution

In terms of ground range, the ground range resolution is dependent on the look
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angle of the sensor 6. The ground range resolution A\g, can be expressed as:

Azimuth resolution

The azimuth resolution of the SLAR sensor depends on the beam-width of the
antenna and the ground range, (Figure 3.3). Two objects A and B can be resolved
if their separation is greater than the beam-width 5. Thus, azimuth resolution can
be expressed as:

Az = Rf (3.3)
where R is the slant range. The beam-width is proportional to the wavelength of
the radiation A and inversely proportional to the antenna length .

(3.4)
Then:

Az =2 (3.5)

Therefore, high azimuth resolution can be achieved with a large antenna. While
a large physical antenna is not realistic, a solution can be achieved with a synthe-

sized length of the antenna. SAR system synthesizes the size of antenna, such that
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Figure 3.3: Azimuth resolution
SAR azimuth resolution only depends on its length as [130]:

l
AZSAR = 5 (36)

Very small resolution cells can be achieved with the azimuth resolution because it
is directly proportional to the length of the actual antenna [130]. However, it is

very difficult to get sufficient power from very small antenna.

3.3 Interferometric SAR

An interferometric SAR (InSAR) image is a combination of two SAR images for the
same scene acquired by two different antennas separated in the range dimension by

a small distance [88]. These two antennas can be mounted on the same platform
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or the data can be acquired by the same sensor with two different passes. The
phase difference between the two backscattered returns is used for calculating the
path length. The information of the antennas position with respect to the ground
helps for determining the location of the resolution cell and its elevation. The
phase difference between the adjacent cells is in the form of an interferogram. The
interferogram contours represent the elevation variations. This contour information
can be used for three-dimensional reconstructions of terrain. Each InSAR pixel is
a combination of two components: amplitude and phase [88]. The amplitude is the
product of the two SAR amplitudes. Figure 3.4 shows the geometry of the InSAR
system. The InSAR amplitude component is distorted by speckle multiplicative
noise, while the phase component is distorted by additive noise [79]. From the
complex InSAR signal, the real A and imaginary J contain information about the
amplitude D and the phase 6. These real and imaginary parts can be expressed as
follows:
0= arctan%
D=+ A

Three main techniques are used for acquiring data for InSAR. These tech-
niques are across-track, along-track and repeat-pass interferometry. Across-track
and along-track use two physical antennas for acquiring the data, while the repeat-
track technique uses one antenna with two passes. InSAR has different important
applications, such as topographic mapping, digital elevation models and monitor-

ing, for example, ocean currents.
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Figure 3.4: Interferometric SAR imaging geometry
3.4 Sources of Geometric Distortions

SAR imagery displays different geometric distortions. The three main geometric
distortions are layover, foreshortening, and shadow,(Figure 3.5). Layover occurs
when high geographic target such as mountains have steep faces and captured with
different slant ranges. As a result, the SAR pulse reaches the top of the target
before the base. Then the backscatter from the top returns to the antenna prior to
that from the base of the feature. As a consequence the feature will appear in the
image leaning towards the position of the sensor.

Foreshortening occurs when slopes of the steep faces of the high geometric target
are long and gradual, the pulse reaches the base ab of the target prior to the top
¢ and the distance between two points is mapped shorter in the image and the

affected area on the image appears brighter.



CHAPTER 3. ACQUIRED DATA AND PREPROCESSING 35

Table 3.1: RADARSAT SAR Characteristics

Frequency 5.3 GHz C-band

RF Band Width 11.6, 17.3 or 30.0 MHz
Wavelength 56 mm

Incidence Angle 10 - 59 deg

Ground Resolution 10 - 100 metres

Swath Width 50 - 500 km

Shadow in radar means no backscattered information is received. The shadow areas
appear as black regions on the image. The length of the shadow depends on its
position in range direction. Shadow occurs where a target blocks the emitted pulse,
resulting in the loss of information behind that target . Therefore, the shadow in

far range is longer than in the near range.

3.5 The RADARSAT Satellite

RADARSAT is an advanced Earth observation satellite. It is used to observe
Earth and the planet’s natural resources. RADARSAT uses SAR as an active mi-
crowave sensor as described in Section 3.2. The SAR sensor operates with a 5.6 cm
wavelength (C-band) with an HH polarization (horizontal transmit and horizontal
receive). The RADARSAT uses different viewing angles that allow a wide range
of applications. RADARSAT imaging has several modes include Standard,Wide,
Fine, ScanSAR (narrow and wide), and Extended Beam (high and low incidence
angles). The RADARSAT SAR characteristics are summarized in Table 3.1; the
RADARSAT beam modes are illustrated in Figure 3.6.
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(¢) Shadowing
Figure 3.5: SAR geometric distortions [70]
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Figure 3.6: The RADARSAT beam modes [22]

3.6 Acquisition of Landsat Data

Since 1972, the United States of America has launched six Landsat missions. The
main objective was to provide high resolution multispectral images of the earth’s
surface. Over nearly a 30 years, Landsat satellites have provided a huge amount of
information that has been used in a wide variety of applications.

Landsat 7, was launched in April 1999. Landsat 7 is placed in a near-polar orbit
at altitude of around 700km. It has a revisit period of 16 days. What makes this
particular satellite interesting is its Enhanced Thematic Mapper Plus (ETM+) in-
strument. The ETM+ instrument has a high resolution thermal band of 60 metres.
Bands 1 to 5 and band 7 have 30 metre resolution. It has also a panchromatic band
with 15 meter resolution.

The ETM+ instrument has a set of sensors that detect earth scene radiation
in three specific bands; Visible and Near Infrared (bands 1, 2, 3, 4, and 8), Short
Wavelength Infrared (bands 5 and 7), and Thermal Long Wavelength Infrared (band
6). The spectral ranges for each band can be found in Table 3.2 [96]. Figure 3.7
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Figure 3.7: The diagram of Landsat7 satellite [96]

shows a diagram of the Landsat 7 satellite.

The Landsat 7 Enhanced Thematic Mapper (ETM) provides information on
the Earth’s surface in the visible, near, middle, and thermal infrared regions of the
electromagnetic spectrum.

The geometric correction for the Landsat images is done using parametric mod-
els not polynomial method since the later method does not correct distortions that
are introduced during image acquisition. The polynomial method also does not take |
into account distortions caused by terrain relief . The polynomial method requires
several ground control points (GCPs), and only corrects locally around these GCPs

[96].
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Table 3.2: Landsat TM and ETM Bands

Channel | Wavelength Range ( um) | Resolution | Application

™1 0.45 - 0.52 (blue) 30m soil, vegetation and urban

TM2 0.52 - 0.60 (green 30m green vegetation mapping

TM3 0.63 - 0.69 (red) 30m vegetated vs. non-vegetated

T™4 0.76 - 0.90 (near IR) 30m identification of plant/vegetation types

TM5 | 1.55 - 1.75 (short wave IR) 30m sensitive to moisture in soil
and vegetation

TM6 10.4 - 12.5 (thermal IR) 60m vegetation stress and soil moisture
discrimination

TM7 2.08 - 2.35 (Middle IR) 30m Thermal mapping

TMS8 0.52 - 0.90 (Green, Visible 15m Urban change studies.

red, Near IR) Panchromatic

3.7 Study Area

This research uses different types of images: RADARSAT, Landsat, aerial InSAR,

and aerial photo images.

There are two study areas that have been chosen for this research. The first area is

Kitimeot, Nunavut, Canada, and the second study area is Hilands Ranch, Colorado,

USA.

3.7.1 Landsat Data

The visible-band satellite data used in this thesis was acquired by Landsat 7

panchromatic band and the acquisition date was August 2001. The Landsat image

has 15 metre resolution panchromatic band. The set of images covers the areas of

Kitimeot, Nunavut, Canada. The complete information about the full scene data is
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Table 3.3: Landsat Full Scene Image

Geographical area Kitimeot, Nunavut, Canada
Scene acquired time August 04 2001

Number of image lines | 10201

Number of image pixels | 9521

Pixel spacing 15.500 m

Earth model UTM 12

Upper left 43777.000 E  739628.000 N
Lower right 692797.000 E 7154603.00 N

given in Table 3.3. An example of one of the Landsat 7 panchromatic band images

used in this study, reduced in size, is given in Figure 3.8.

3.7.2 SAR Data

The SAR data that is used was acquired by RADARSAT standard mode and the
acquisition date Was August 2000. The images resolution is 12.5 metre. The set
of images covers the same area as Landsat. The full image has 8502 x 8991 pixels.
Four full resolution SAR images cover Kitimeot, Nunavut, Canada area and an
example of one of these images, reduced in size, is shown in Figure 3.9 and the

complete data information is given in Table 3.4.

3.7.3 Aerial InSAR and Visible-Band Data

The aerial and InSAR images used for this research are provided by Intermap
Technologies Corp. using STAR-3i airborne (InSAR) system mounted in a LearJet
36A aircraft . The set of images covers the areas of Highlands Ranch. The aerial

photo image is a one metre resolution with full size of 3772 x 3010 pixels. The aerial
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Figure 3.8: Landsat full scene image high resolution with reduced size
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Figure 3.9: RADARSAT image high resolution with reduced size
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Table 3.4: RADARSAT Image Full Scene

Scene 1D M0296663

Geographical area Kitimeot, Nunavut, Canada
Scene start time July 31 2000

Scene stop time July 31 2000

Orbit 24739 Descending

Number of image lines | 8502
Number of image pixels | 8991

Pixel spacing 12.500 m
Scene centre 66°03' N 108°43
Corner coordinates 66°37'11.12"N  66°24°09.95"W

109°42'25.02" N 107°14'23.91"W

65°41'12.99" N 65°28'28.30" W
110°10'03.25" N 107°47'15.95"W

InSAR image is 2.5 metre resolution with full size of 2900 x 2480 pixels. Figure 3.10

(a) and (b) shows a full scene of the aerial photo and InSAR images, respectively.

3.7.4 Selected Test Images

A number of small sub-images with full resolution regions have been cut from the
RADARSAT, Landsat, aerial photo and InSAR images to be used as test sites
for investigat<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>