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ABSTRACT

Background modelling is a key task in tracking applications.
Our interest in this paper is the accurate estimation of static
backgrounds in scientific imaging, such as those in automated
stem cell tracking. In this paper, an effective background esti-
mation method is proposed. First, the segmentation results are
used to remove the foreground objects, then the background is
robustly estimated over the resultant 3-Dimensional residual
image sequence. We do spatio-temporal background estima-
tion over a local neighbourhood with a robust trimmed mean.
The experimental results generated by the proposed method
are quite promising.

Index Terms— Background Estimation, Spatio-Temporal
Analysis, Statistical Detection, Tracking, Biomedical Imag-
ing.

1. INTRODUCTION

In most video analysis applications, the goal is tracking one
or multiple moving objects over the data stream such as hu-
man tracking, traffic control, and medical imaging. Although
most of the televised videos involve frequent scene cuts and
camera motion, a great deal of imaging such as medical and
biological imaging are based on a fixed camera which yields
a static background and a dynamic foreground. Moreover,
in most tracking problems the dynamic foreground is of in-
terest, hence an accurate removal of the background is de-
sired. Removing the estimated background leaves us with
foreground on a plain background. The estimated background
might be composed of random temporal noise, temporal illu-
mination variations, spatial distortions caused by CCD cam-
era pixel non-uniformities, and stationary or quasi-stationary
clutter and background structures.
There are different methods for background estimation us-

ing different image features at each pixel location. In most of
them spectral features of each pixel representing gray level
intensity or colour information of the pixel have been used to
model the background [1, 2]. Some of them have used spa-
tial features to model the local structures of the background
image [3, 4]. Methods which employ spatial and spectral
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Fig. 1. Different stem cell phenotypes: (Phenotype 1) Bright
boundary and dark interior. (Phenotype 2) Uniformly bright.
(Phenotype 3) Poor contrast.

features have a good performance when the background im-
age consists of stationary objects with static pixels but they
demonstrate a poor performance when the background im-
age consists of non-stationary objects with dynamic pixels. A
robust vision system can accurately model the non-stationary
elements of the background if it could effectively use the tem-
poral features [1, 5, 6]. Among the methods which use tem-
poral features, Gaussian mixture model has been widely used
and performed well to estimate non-stationary temporal back-
ground pixel distributions [5]. Different extensions of Gaus-
sian mixture models have been introduced to improve its per-
formance and reduce the running time [7, 8].

2. PROPOSED METHOD

Most tracking problems have an implicit, nonparametric
model of the background; by developing a model for the back-
ground it is possible to find a classifier that labels each image
pixel as background/not background. That is, the foreground
is identified as that which is not background. In contrast,
our cell tracking problem admits an explicit model of the
foreground. We have developed a cell localizing model [9],
however because of the low SNR of our problem, it is desired
to remove all deterministic non-cell variations in the image
(i.e. the background) before localizing the cells. Although
cell localization appears to be a foreground/background clas-
sifier, there is a difference; we do not need to actually segment
the image, only to identify the cell locations. Therefore we
do not need to reliably classify each pixel definitively as fore-
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Fig. 2. (a) Original HSC image. (b) Application of a circular mean square template. (c) Classification of circular mean square to
cell and background classes by minimizing the inter-class variance. (d) Euclidean distance of cell pixels from the background.
(e) Product of Circular mean square and Euclidean distance. (f) Cell center locations after thresholding the maxima of (e).

ground or background, with unavoidable error around the cell
margins. Rather to accurately estimate the background we
only need to identify most background pixels, most of the
time.

3. CELL LOCALIZATION

Let I = (I1, I2, · · · , IK) be a set of K images, each frame
having N × L pixels. As the foreground cells are essentially
outliers relative to the background statistics, to estimate the
background we need to identify and remove the foreground,
thus we remove the pixels which are associated to the located
cells in each frame, specifically all pixels inside a rectangular
box with side length 2rm

k , centred at (xm
k , ym

k ). The image
after removing the objects for a typical frame is depicted in
Figs. 3(c).
Except for Phenotype 1, the other HSC phenotypes cannot

be modelled as an object with dark interior and bright bound-
ary, therefore the proposed method in [9] performs poorly to
detect HSCs of Phenotype 2 and Phenotype 3. To design a
general method that could be applicable for detecting differ-
ent HSC phenotypes investigated in this research, some com-
mon features among different HSC phenotypes must be ex-
tracted. All HSC phenotypes in this work can be character-
ized as an approximately circular object. Cell pixels have also
high intensity variations against a uniform background.
HSCs are modelled as a circular anomaly which is repre-

sented by a set of pixels with significant intensity variations
against the uniform background. Assuming (x, y) and r as
center coordinates and radius of a cell respectively, we con-
struct the set G(zm

k , Ik), which returns the inside cell pixels

G(z, I) = {Iij | (x− i)2 + (y − j)2 ≤ (r)2 } (1)

from which we extract the sample mean of square intensities

Ḡ =

∑
g∈G g2

|G|
(2)

To recognize cells from the uniform background, first (2) is
applied to the cell image and Ḡ is computed. The variance of
the pixels {g| g ∈ G} located inside a ring with radius r is

σ2 =

∑
g∈G(g − μ)2

|G|
=

∑
g∈G g2 −

∑
[1,|G|] μ

2

|G|
(3)

after simplification we have

Ḡ =

∑
g∈G g2

|G|
= σ2 + μ2 (4)

Thus for G located in the uniform background we find
Ḡbkg = σ2

bkg whereas for G located inside a cell we have
Ḡcell = σ2

cell + μ2
cell For all of the different cell phenotypes

one or both of the σ2
cell, μ2

cell are significantly higher than
those of the background, therefore Ḡbkg << Ḡcell and as
a result Ḡ can be used to detect HSCs in the uniform back-
ground by classifying to two classes, cell and background, by
minimizing the inter-class variance

σ2(T ) = lcell(T ) · (Ḡcell(T )+μ2
cell(T ))+ lbkg(T ) · Ḡ2

bkg(T )
(5)

where lbkg(T ) and lcell(T ) are the number of pixels in the
background and the cell classes, σ2

bkg(T ), σ2
cell(T ), and

σ2(T ) are variance of background, variance of cell class and
inter-class variance considering the threshold (T ).
Considering the HSC as a circular anomaly in the pro-

posed method it can be concluded that the cell center has
the maximum distance to the cell boundary in comparison
with any other pixel in the cell area. Thus to fit a circu-
lar shape to the classified anomalous regions, we compute
D(cellp, bkgp), the Euclidean distance of each anomalous
pixel cellp = (xcell, ycell) from its closest background pixel
bkgp = (xbkg, ybkg)

D(cellp, bkgp) =
√

(xcell − xbkg)2 + (ycell − ybkg)2 (6)

where
bkgp = arg

{
min
bkgp

D(cellp, bkgp)

}
(7)
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Fig. 3. (a) Original blood stem cell sequence. (b) Cell centre
locations obtained by applying the cell model [9]. (c) Original
frame after removing the foreground cells in which imperfect
segmentation causes slight cell removal failure

We then compute the product of the Euclidean distance
map and the circular mean square

Pcell = Dcell · Ḡ (8)

Therefore from pixels with the same circular mean square
value in Ḡ, the one that is located closer to the centroid of
a segmented cell region and so has a higher value in Dcell,
will have higher value in Pcell and as a result will be more
likely to be a cell center. Finally, to locate the cell centers,
we find the local maxima in Pcell and then threshold the local
maxima map.

4. BACKGROUND ESTIMATION

As the foreground cells are essentially outliers relative to the
background statistics, to precisely estimate the background
we need to identify and remove the foreground, thus we re-
move the pixels which are associated to the located cells in
each frame, specifically all pixels inside a rectangular box
with side length 2rm

k , centered at (xm
k , ym

k ) as depicted in Fig.
3 for Phenotype 1. For each frame Ik we can write

Ik = Fk + B + nk · 1+ Vk (9)

where Fk is the dynamic foreground, B is the fixed back-
ground, nk models the temporal variations in global lighting,
and Vk is spatio-temporal random additive noise. The cells
are localized by applying the proposed localization method in
Sec. 3 to the original sequence I, generating a set of located
cell centres

Zk = {zm
k |m ∈ [1,Mk]} (10)

whereMk is the number of located cells in frame k.
A residual sequence is obtained by removing the localized

cells. The residual frame contains all pixels of original frame
Ik except those belong to the foreground and which have been
removed. The set of pixels to remove is

Hk = {(p, q) | p ∈ [xm
k − rm

k , xm
k + rm

k ],

q ∈ [ym
k − rm

k , ym
k + rm

k ], 1 ≤ m ≤Mk} (11)

Each remaining pixel represents a noisy sample of the back-
ground:

Iijk = {Bij + nk + Vijk | (i, j) ∈ L \Hk} (12)

where L is frame lattice of pixels. The temporal noise nk can
be estimated as

n̂k = mean
{(i,j)∈L\Hk}

(Iijk) (13)

For temporal correction, the estimated temporal noise is sub-
tracted from the residual frame:

gk = Ik − n̂k · 1 (14)

The temporally corrected residual sequence g = [gijk] satis-
fies

gijk = {B + ñ + V } � {Bij + Vijk | (i, j) ∈ L \Hk} (15)

where ñ is the estimation error. We then precisely estimate
the background B = [Bij ], consisting of spatially station-
ary distortions and illumination variations at each pixel loca-
tion overK frames of temporally corrected residual sequence
g = (g1, g2, · · · , gK):

B̂ij = t meanΩ

(p,q,r)∈Q(i,j,d)
(gpqr) (16)

where t meanΩ is the trimmed mean, with trimming param-
eter Ω, calculated by sorting the values gp,q,r, removing the
first and lastΩ%, and computing the sample mean over the re-
maining samples. Q(i, j, d) contains all pixels in the residual
sequence which fall inside 3-D spatio-temporal clique C:

Q(i, j, d) = {(p, q, r) | (p, q) ∈ C(i, j, d), (p, q) ∈ L\Hr}
(17)

where C(i, j, d) is

C(i, j, d) = { (p, q)| p ∈ [i− d, i + d], q ∈ [i− d, i + d] }
(18)

Here d ≥ 0 is the window parameter, which can vary from
pixel to pixel, controlling the spatial extent of pixel samples
to be used in computing the trimmed mean. Clearly there is
a tradeoff here between spatial resolution (smaller d =⇒ less
spatial blurring) and trimmed mean accuracy (larger d =⇒
more samples). The chose of d is determined by the num-
ber of background samples needed to reliably compute the
trimmed mean, therefore the selected d is computed as

d̂i,j = min {d | ‖Q(i, j, d)‖ > T} (19)

where ‖ · ‖ counts the number of elements in the set, and the
threshold T is selected based on background statistics as

T ≤ D < [size of clique = n2 ∗K] (20)

where a precise estimation of background would be possible.
Eventually the estimated spatial illumination variations B is
subtracted out from the temporal corrected sequence g as F̂ =
g− B̂.
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Fig. 4. The estimeted background by applying: B1, B2 (The
method proposed in [6]), and Our proposed method. The
proposed method estimated a uniform background in which
cell boundary pixels are not presented, hence restoring the
dynamic foreground robustly.

5. RESULTS

We have applied the proposed cell detection and background
estimation method to different sequences and different pheno-
types of phase contrast HSC images. The results obtained by
the proposed method is compared with: i) Spatio-temporal
pixel-wise version of [1] that we call it B1. ii) The pro-
posed method by Heikkila and Pietikainenin [6] as the most
recent background modelling method with very promising re-
sults that we call it B2. iii) Frame-difference segmentation
method. iv) Morphological averaging background estima-
tion method in [10]. The proposed method outperforms the
present background estimation methods including [1, 10], and
the most recent background modelling approach based on tex-
ture information [6].
The original frames and located cells are depicted in Figs.

2 and 3 for dividing and non-dividing stem cells respectively.
As we can observe nondividing and more challenging di-
viding cells are localized perfectly applying the proposed
method. The estimated background images applying the pro-
posed method, B1, and B2 are depicted in Figs. 4(a), (b)
and (c). As it can be observed in Figs. 4(a) and (b), B1 and
B2 methods fail to precisely estimate the background in the
spatial locations where cells have slow motion dynamics. As
a result cell boundary pixels are visible in the estimated back-
ground by these methods. In contrast, as we can observe in
the estimated background by the proposed method, not only
the well boundaries are precisely estimated, but there are very
smooth variations over the background image. The proposed
method also estimates background in locations where cells
have slow motion dynamics precisely as we can observe in
4(c).

6. CONCLUSIONS

A novel algorithm for cell detection/background estimation
is proposed. The proposed method employs the detection re-

sults to remove the foreground objects and estimates the back-
ground over 3-D residual sequence. The proposed method
is applied to different HSC image sequences and generated
promising results. Using temporal detection information, the
proposed method outperforms the present background estima-
tion methods including the most recent background modelling
based on texture information [6]. The future work focused to
design a recursive foreground segmentation-background es-
timation version of the proposed method in which the seg-
mentation and estimation results will recursively be used to
improve the performance of each other.
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