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Abstract. There is growing demand for methods to synthesize large im-
ages of porous media. Binary porous media generally contain structures
with a wide range of scales. This poses difficulties for generating accu-
rate samples using statistical techniques such as simulated annealing.
Hierarchical methods have previously been found quite effective for such
problems. In this paper, a frozen-state approach to hierarchical anneal-
ing is presented that offers over an order of magnitude reduction in com-
putational complexity versus existing hierarchical techniques. Current
limitations to this approach and areas of further research are discussed.

1 Introduction

Scientific imaging plays a significant role in research advancement, especially
with the increasing availability of sophisticated imaging tools, including magnetic
resonance imaging, scanning electron microscopy, confocal microscopy, computer
aided X-ray tomography, and ultrasound, to name only a few. Because of the
significant research funding and public interest in medical imaging and remote
sensing, these aspects of scientific imaging have seen considerable attention and
success.

However there is an enormous variety of imaging problems outside of medicine
and remote sensing, where we would argue the current image processing practice
to be relatively rudimentary, and where substantial contributions remain to be
made. One such area is that of porous media — the science of water-porous
materials such as cement, concrete, cartilage, bone, wood, and soil, with corre-
sponding significance in the construction, medical, and environmental industries.

Because samples of porous media may, in some cases, be expensive to pro-
duce, handle, and measure, there is a growing literature [TOJTTIT3] on the simu-
lation and synthesis of large-scale 2D and 3D binary random fields. Some past
approaches used a Markov-FFT approach, however the current state-of-the-art
focuses on methods of statistical sampling, especially simulated annealing. Al-
though annealing possesses attractive convergence properties in principle, in
practice the approach is computationally very slow, particularly for images con-
taining a mix of large-scale and small-scale structures — very common in porous
media.
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Sintered glass beads Carbonate rock

Fig. 1. Excerpts of two large images of physical porous media. The range of scales of
pore structure (black) is clearly evident and poses challenges for pixel-based synthesis.

Our long-term research objective is the development of accelerated, hierar-
chical approaches to annealing-based image synthesis. We have had past success
in such hierarchical synthesis, however even these approaches were hampered
by having to, eventually, perform some number of annealing passes on the very
finest scale. In this paper we propose a truly hierarchical method, in which large-
scale structures are synthesized and fized in place at coarse scales, meaning that
only local, fine-resolution details remain to be refined at finer scales.

2 Motivation

Suppose we consider a two-dimensional domain of n = m xm pixels. Further sup-
pose that the domain contains regions (solids or pore voids) having a fractional
size of 7y relative to the entire domain; that is, the regions have an approximate
diameter d = ym, such that ~ is a fixed fraction, but that d increases as we seek
to synthesize finer and finer images (larger and larger m).

Very approximately, at least O(d?) passes of simulated annealing are required
for convergence, thus the total computational complexity is O(y*m?). Therefore
to achieve one finer scale of resolution increases the computational time by a
factor of sixteen, very quickly limiting the size of image which can be considered,
and therefore also limiting the range of scales which can be produced — a key
consideration in porous media, many of which exhibit structure on scales many
orders of magnitude apart!

Existing approaches to hierarchical simulated annealing [TI2J3] seek to amelio-
rate the above condition by synthesizing large-scale structure at relatively coarse
scales, when the structures measure only a few pixels, allowing for much more
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rapid convergence at finer scales where only small-scale details remain to be de-
termined. Such an approach has led to two orders of magnitude improvement in
computational complexity [2], however two key problems remain:

1. Because each scale is treated as a separate annealing problem, great care
must be taken in selecting an annealing schedule to ensure that the structures
synthesized at coarser scales are not randomly eroded.

2. Because the method continues to visit every pixel at every scale, including
the finest scale, there remains a substantial computational burden of visiting
very large numbers of pixels at the finest scale.

Consider the porous media such as those in Fig. [[I and suppose we wish to
produce a very detailed synthesis, such as n = 8000 x 8000 pixels. Clearly the
overwhelming fraction of these 64-million pixels lie far within large regions, pixels
which are extremely unlikely to be changed at the finest scale. That is, the
overwhelming fraction of site visits at the finest scale are unnecessary. The crux
of our approach is to reduce computational complexity by allowing only certain
pixels to be sampled and changed at a given scale, giving rise to two benefits
paralleling the above problems:

1. Because the larger-scale structures are fized at coarser scales, finer scales
cannot destroy or erode these structures, so our proposed method is not
sensitive to a choice of annealing schedule.

2. Because our proposed method visits only a small subset of pixels at a given
scale, much larger domains become computationally tractable.

3 Method

Let (%) represent an image at scale s where increasing s denotes progressively
finer scales, and let acl(fs) denote the value of z(*) at pixel i; a:l(fs) e {0, 57 1} (ie.,
a ternary state: black, gray, or white). Let {i1,142,i3,74} be the indices of the
children of mgsfl) at scale s. Then given training image z(*), the coarser-scale

representation z(*~1) can be derived for modelling using

0 ifzl” =0 vj
2070 = {1 ifol =1 v (1)

1
2

The repeated use of () allows a single sufficiently large binary image to provide
data for modelling at arbitrarily coarse scales, as demonstrated in Fig.

In synthesis, a corresponding set of rules is asserted as constraints on the
annealing:

otherwise

O demn am B
It xl(,s_l) =1, then neither xE:) =0,Vy
nor CEE:) =1,Vj (2b)
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Fig. 2. Example up-scaling and down-scaling behaviour. The heavier dividing lines
indicate groups of pixels that are expressed as a single pixel at the next coarser scale,
using the rule expressed in ().

The consequence of () is that each state in the sample space visited by the
annealer must be consistent under ([l) with the result at all coarser scales. Black
and white pixels represent frozen states in the image domain that are preserved
at all finer scales. If a coarse-scale pixel is gray, then the corresponding set of
pixels at finer scales cannot be either entirely black or entirely white. All pixels
subject to (2al) can be ignored in the annealing sampler, as their values have
been previously frozen.

Figure 2 demonstrates this coarsening method in practice. Progressively
coarser model information is extracted via (l) based on a large binary train-
ing image. Synthesis starts from some coarse initialization, and annealing is
performed at progressively finer scales (each until convergence), constrained by
the previous scale’s result according to ([2)). When annealing the final, finest scale
result, it is additionally asserted that all values must be 0 or 1.

Further constraints on = are made using some energy function F(z). Choices
of x leading to low energies are believed to be plausible rest states of the process.
Many such energy models have been proposed, however adapting existing energy
models used with binary images for use with the ternary frozen-state model is
a non-trivial task. The research presented here uses an extension of the local
neighbourhood model described in [I], where it was shown to be sufficient for
implicitly matching a number of properties from training images.

Consider a local neighbourhood around some pixel at position i. For conve-
nience, let us assume it is a 3 x 3 neighbourhood structure as in Fig. Bl with
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Fig. 3. Indices for a second-order neighbourhood

position 4 in the central Py location. (Other neighbourhood structures can be
used instead; this assumption is merely to simplify the explanation.)

Let ¢ denote one of the 37 possible unique configurations of the neighbour-
hood given ternary values. The value for ¢, 0 < ¢ < 3° corresponding to the
neighbourhood about pixel 2

%

A =32 a2l 3k (3)

can be evaluated using

Let Hgs) then express the probability of configuration ¢ at scale s, calculated
by observation of its frequency in the training data. Figure @ offers an example
of this distribution at one scale. Let Hc(m(s)) produce histogram entry c given
image 2(*). Supposing the training data at scale s was expressed as image y(*),
then HY = He(y*)). Given these terms, the energy function is then

E@®) = 3 (Ho (@) — H)? (4)
(&
This is a non-parametric, highly local model. To effectively capture the nature
of pore structures of the sort seen in Fig. [Il this model must be paired with a
hierarchical approach to image synthesis.

It was observed in early testing that at finer scales the energy function would
attempt to contradict the coarse-scale results, finding it more advantageous to
overfit some aspects of the training data (for instance, matching the precise
probability of homogenous black or white neighbourhoods) at the expense of
accurate pore shapes. For this reason, two modifications were made to the energy
function.

The first modification is to weight configuration ¢ in the energy function by
its standard deviation. Let aés) express the standard deviation of the value of
Hés). This is inferred by determining HC(S) for many subsections of the training
data at scale s with the same size as 2(*) and evaluating the standard deviation
across this set of Hés) values. Using this weighting, with some small value €, a
new energy function was proposed:

O F(s) 2
E@z®) = Z (HC((ags)))z +H€, ) (5)

This modification also expresses more specifically the purpose of what the
annealing is trying to accomplish: we are not trying to create an image simply
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Fig. 4. A target histogram model at 64 x 64. The horizontal axis indexes the 3° state
configurations possible using the neighbourhood structure of fig. Bl The peaks at the
first and last indices correspond respectively to the strong probability of homogenously
black and homogenously white neighbourhoods.

to match one specific distribution neighbourhood ezactly; we are trying to sample
images from a distribution of plausible images. The nature of this distribution
is inferred from the training data. Weighting by ags) is a means of using the
variations within the training data to infer how important the precision of each

value H

-’ is in that greater distribution.

A second modification was to restrict the scope of the histogram operator
to only those pixels whose neighbourhood configurations can be affected by the
annealing process. The annealer can only affect the image as much as the con-
straints on the current scale permit, so the energy function should be evaluating
the image given those constraints. Effectively, this means that H,(z(*)) operates
only on those pixels in 2(*) that lie within the radius of the neighbourhood struc-

53_1) = 1. This allows the energy function E(z(*)) to

ture of some ¢; for which x
evaluate the fitness of z(*) independently from F(z(*~1).

For this paper, all results came from the use of a second-order 3 x 3 neighbour-
hood, although the use of a third-order 13-pixel neighbourhood with the ternary
model is also feasible. Future research may focus on adaptive methods for ex-
panding the neighbourhood structures in a manner that actively balances the
issues of memory requirements and data sparseness with increased descriptive

power.

4 Results

As an initial test for the proposed algorithm, a set of artificial test images were
created (Fig. B)). Each image in this set is entirely composed of a single geomet-
ric shape repeated across the image at random, non-overlapping locations with
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Synthesized results based on model

Fig. 5. Multiple images composed of equally sized shapes, with random rotations and
random non-overlapping locations, were used to test the proposed algorithm’s perfor-
mance in shape discrimination

random orientation. Figure [B] contains excerpts and results for the ‘circles’ and
‘triangles’ members of this set. In both cases, the proposed method, despite be-
ing non-parametric, is able to recreate the pore size and density of the respective
training data. The disjointness of the pores is also preserved. The structures in
the ‘circles’ image clearly resemble the circular phenomena of the training data,
although the small 3 x 3 local neighbourhood model was unable to recreate the
smooth contours at the finest scale. Similarly, for the ‘triangles’ image, the pore
structure exhibits peaked points, often three per pore, but the highly local na-
ture of the energy measurement was unable to discriminate the long, straight
edges of the original image.

In both results, there are also some very small structures present — so much
smaller than anything in the input images that their presence suggests an error.
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Fig. 6. The number and proportion of pixels to be visited in a single pass of the
annealer, as the scale increases from 8 x 8 to 512 x 512. The number of pixels to visit
at a scale equals the number of pixels which are not fixed; that is, those having a grey-
valued pixel as a parent. As seen in the right plot, the pixels to visit are normally only a
small fraction of the total, especially at fine scales (where the bulk of the computational
effort appears) and particularly for sparsely detailed images.

They exist as a result of (2L): some mixture of black and white pixels must
be present there to satisfy the constraint posed by a gray element at a coarser
scale.

These two initial test images were designed to emulate the morphology of
two physical porous media. Figure [ is an image of a surface of a medium cre-
ated using densely packed spherical glass beads. The appearance of these beads,
when imaged in cross-section, is approximated in the ‘circles’ image of Fig.[Bl In
doing so, the ‘circles’ image tested the proposed method’s performance on this
morphological aspect independently from other features present in the physical
image. Similarly, the ‘triangles’ image resembles the angular, crystalline pore
structures of carbonate rock in Fig. 8

The synthesis results of Figs. [7] and [ exhibit the same properties observed
previously: the size, density, and general morphology of pore structure is
maintained although the pore edges do not match the precise nature seen in
the respective training images. The smaller, orphaned structures previously at-
tributed to ternary constraints are also present, however in this instance it is
not necessarily a fault: both sets of training data contain similar tiny struc-
tures. The non-ternary results, seen in Figs. [((f) and B(f), also exhibit such
structures.

In the intermediate scales in Figs. [l and B gray pixels are present on the
interface between black and white regions. Gray pixels identify where structures
will exist at finer scales; they are those pixels whose values have not yet been
frozen. The progressive thinning of the gray mediation demonstrates the signif-
icance in the reduction in computational complexity, since the number of sites
sampled at scale s is directly limited by the number of gray pixels present in the
converged result at scale s — 1, plotted in Figure
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(b) Initial ternary constraint, 8 x 8

(e) Ternary result at 512 x 512 (f) Non-ternary result
(full resolution)

Fig. 7. Training data and synthesis results for an image of sintered glass beads surface
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(a) Excerpt of training data (b) Initial ternary constraint, 4 x 4

| - M o

(¢) Ternary result at 32 x 32 (d) Ternary result at 128 x 128

q [

(e) Ternary result at 512 x 512 (f) Non-ternary result
(full resolution)

Fig. 8. Training data and synthesis results for an image of carbonate rock surface



Frozen-State Hierarchical Annealing 51

4.1 Advantages

The most significant advantage to the proposed model is the reduction in the
number of proposed changes faced by the annealer in a single pass across the
image at all but the coarsest scales. The reduction experienced for the results
presented is shown in Fig. Bl For the sintered glass beads results of Fig. [[] only
8.9% of the pixels in the overall hierarchy needed to be considered for chang-
ing by the annealer — an order of magnitude reduction in the computational
requirements. Using the sparser carbonate rock data of Fig. 8 only a meagre
0.68% of the total pixels were examined.

The hard assertion that black and white never change at finer scales prevents
large structures created at coarse scales from eroding when annealed at finer
scales at high temperatures. By enabling the possibility of annealing with arbi-
trarily high initial temperatures at each scale, the annealing process is able to
explore the sample space more thoroughly.

4.2 Limitations

The most immediate limitation of the frozen-state method is that other energy
functions which assume a binary field, such as correlation and chordlength dis-
tributions, cannot be directly used and it is not immediately obvious how to
extend such functions to work in a ternary domain.

Another consequence of using a frozen-state model is an increase in the mem-
ory needed to store the energy model. With the local neighbourhood model used
here, the memory requirement for using a neighbourhood of n pixels increases as
O(3"), whereas it was only O(2") in the binary case. Increases to the neighbour-
hood size also pose the problem of increased sparseness: given limited training
data, particularly at coarse scales, what is the significance of a neighbourhood
configuration that shows up only once in the training set? Expanding the neigh-
bourhood size magnifies this issue.

The ternary method is also subject to unreliable behaviour at very coarse
scales. The amount of training data present at each scale is reduced by a factor of
four with each level of coarseness; concerns that the data are not able to express
the spatially stationary distribution of pore structures at that scale progressively
increase. Consider the example in Fig. 2 Would it be accurate to assert that
each sample from its distribution must have a single white pixel in the upper-
left corner at the coarsest scale, or is that scenario merely the result of the
positioning of the pore structure at the finest scale? When dealing with very
limited coarse-scale data, the latter case would be a sensible assumption. Since
the energy model complexity remains the same while the amount of training data
decreases exponentially, the annealer is increasingly likely to overfit the energy
model. This issue is amplified by the frozen-state nature of the coarse results:
the hierarchical constraints asserted by the ternary model force an initial coarse
overfitting to be maintained at all finer scales, reducing the diversity of synthesis
results.



52

W.R. Campaigne, P. Fieguth, and S.K. Alexander

Although there are some limitations to the frozen-state approach, they are

minor. The resistance to erosion of large structures at fine scales and, more
importantly, the order-of-magnitude or greater reduction in computational com-
plexity are of great practical benefit.
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