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Despeckling of Synthetic Aperture Radar Images
using Monte Carlo Texture Likelihood Sampling

Jeffrey Glaister, Alexander Wong, David A. Clausi

Abstract—Speckle noise is found in synthetic aperture radar
(SAR) images and can affect visualization and analysis. A
novel stochastic texture-based algorithm is proposed to suppress
speckle noise while preserving the underlying structural and
texture detail. Based on a sorted local texture model and a Fisher-
Tippett logarithmic-space speckle distribution model, a Monte
Carlo texture likelihood sampling strategy is proposed to estimate
the true signal. The algorithm is compared to six other classic
and state-of-the-art despeckling techniques. The comparison is
performed both on synthetic noisy images added and on actual
SAR images. Using peak signal-to-noise ratio, contrast-to-noise
ratio and structural similarity index as image quality metrics,
the proposed algorithm shows strong despeckling performance
when compared to existing despeckling algorithms.

Keywords-speckle noise, synthetic aperture radar, noise reduc-
tion, Fisher-Tippett noise

I. INTRODUCTION

Synthetic aperture radar (SAR) is an active remote sensing
system that generates and transmits microwave electromag-
netic (EM) radiation to the surface of a target region [1].
Different amounts of the EM signal are absorbed and reflected
by the target. The reflected signal is detected by the SAR
satellite and used to construct images of large areas. Unlike
real aperture radar systems, SAR systems take advantage of
the movement of the satellite with respect to the target, so
the image can have fine resolution with a small antenna [1].
Another advantage with SAR systems is that they do not rely
on energy from the sun to image a target because the satellite
generates the EM signal itself. Also, the microwaves are not
significantly affected by cloud cover or fog [1]. However,
due to constructive and destructive EM wave interference
during image acquisition, SAR images are heavily corrupted
by speckle noise [2]. Speckle noise is modelled as a multi-
plicative noise and gives the images a grainy appearance. It can
affect automated image processing algorithms, such as region
classification or segmentation. Therefore, there is a need to
correct for speckle noise as a pre-processing step.

Many techniques exist to reduce speckle noise in SAR
images. One technique is to account for noise at source by
utilizing the capabilities of the SAR system itself. Multiple
images of the same scene are obtained and averaged together
to form a single image [3]. This is called a multiple-look
image and this process reduces the speckle noise. However, it
requires additional processing at source. Due to properties of
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SAR spatial resolution, it will also result in coarser resolution
[4].

Other noise reduction techniques process the SAR image
after it has been obtained. Classic filters include the averaging
and Gaussian filter [5]. These filters use nearby pixels to
estimate a pixel’s true value. However, these filters do not
adapt to scene statistics, so they are unable to preserve details
such as edges causing blurry images. Classic adaptive spatial
filters have been used for many years for SAR speckle noise
reduction and try to preserve details. These include the Lee
filter [6], Frost filter [7], and Gamma MAP filter [8]. These
filters use local pixel intensity statistics to adjust the amount
of smoothing and noise removal in certain areas [9]. In areas
with large variance of pixel intensities, such as areas with
high levels of detail or edges, the filter applies less smoothing
in order to preserve those details. In homogeneous areas with
little detail, a smoothing kernel is applied to remove the noise.

More recent speckle reduction approaches include
anisotropic diffusion methods and wavelet domain
despeckling. Anisotropic diffusion methods smooth images to
reduce noise, but the diffusion process avoids affecting edges
and structures [10][11]. Unlike adaptive filters, anisotropic
diffusion methods still smooth areas with high levels of
detail to remove noise, but do so in a way that improves
retention of the underlying structures in the image. Wavelet
domain despeckling techniques apply a discrete wavelet
transform, which separates the image into high and low
frequency components [4][12][13]. Since noise is assumed
to be contained in the high frequency components, either
a thresholding technique or a filter is applied to those
components.

Another approach to speckle noise reduction is to transform
the SAR image into logarithmic space, where the speckle noise
is additive and can reduced using state-of-the-art despeckling
methods such as BM3D [14]. While such state-of-the-art
despeckling techniques have been shown to efficiently remove
noise without blurring details, they also assume that the noise
follows a Gaussian distribution, which is invalid in the case
of SAR speckle noise in logarithmic space [15]. As such,
these methods do not take into account the underlying speckle
statistics in SAR images.

The denoised SAR images are used as inputs for a clas-
sification or segmentation algorithm. Texture characteristics
are useful features to characterize and distinguish different re-
gions [16]. Texture extraction methods include co-occurrence
probabilities [17] or Gabor filters [18]. Despeckling algorithms
should minimize any degradation caused to the underlying
textural structures in the image. The classic Gaussian and
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averaging filters result in blurring of details and the other
aforementioned despeckling algorithms do not explicitly try
to preserve textural characteristics. Existing texture-preserving
speckle reduction algorithms [19][20] do not take into account
the actual noise distribution. This motivates the incorporation
of a texture model to determine texture likelihood and preserve
the textural details while despeckling.

The main contribution of this paper is a novel despeckling
method based on the concept of Monte Carlo texture likelihood
sampling, that we refer to as the MCTLS algorithm. A
rotation-invariant sorted local texture model is employed to
characterize local texture properties within the SAR image. By
combining this sorted local texture model with a Fisher-Tippett
logarithmic-space speckle distribution model, a Monte Carlo
texture likelihood sampling strategy is introduced to estimate
the true signal in a stochastic manner.

The rest of the paper is organized as follows. In Section II,
the speckle noise model is introduced and the methodology
behind the algorithm is presented. In Section III, the testing
methodology and image quality metrics are introduced. Results
from qualitative and quantitative comparisons of the MCTLS
algorithm to existing techniques are presented in Section IV.
Finally, in Section V, conclusions are given.

II. METHODOLOGY

In this section, before describing the MCTLS algorithm,
assumptions and models used in this paper are first defined.
The speckle noise statistics assumed for the MCTLS algorithm
and the sorted local texture model for characterizing textural
characteristics are defined. Then, the problem formulation
behind the MCTLS algorithm is presented. Finally, an explana-
tion of the Monte Carlo texture likelihood sampling approach
to solve the formulated problem is given, which incorporates
both the speckle noise statistics and the sorted local texture
model. An summary of the sequence of steps in the MCTLS
algorithm is provided.

A. Speckle Noise Statistics

In acquired SAR images, speckle noise is defined to have
a multiplicative relationship. For completion, the noise model
also includes an additive component. This is shown in Equa-
tion 1, where M(x, y) is the measured signal at pixel location
(x, y), S(x, y) is the actual signal, Nm(x, y) is the speckle
noise and Na(x, y) is additive noise [13].

M(x, y) = S(x, y) ·Nm(x, y) +Na(x, y) (1)

Normally, Nm(x, y) is assumed to take on the Rayleigh dis-
tribution [21]. Furthermore, Na(x, y) component is less signif-
icant and is ignored [13]. In log-compressed SAR images, this
multiplicative relationship becomes an additive relationship,
as seen in Equation 2 where m(x, y) and s(x, y) are the log-
compressed actual and measured signals. The multiplicative
noise Nm(x, y) is transformed into an additive component
η(x, y).

m(x, y) = s(x, y) + η(x, y) (2)

Fig. 2. Illustration of the rotationally-invariant sorted local texture model,
modified from [23]. The numbers represent sample pixel intensities. Pixels
are grouped by distance from the center pixel mk and each group of pixels
is sorted to get vector tk.

Due to the log-transform, the noise model can no longer
be assumed to follow a Rayleigh distribution. The noise
η(x, y) is determined to take on the Fisher-Tippett distribution
[15][22]. This noise distribution has been used to develop other
despeckling algorithms and has been shown to be valid for
ultrasound images, which use the same noise model as SAR
images [22].

To demonstrate that this assumption is valid in SAR images,
the noise characteristics of sample SAR images were analyzed.
A homogeneous region of sea ice in two SAR images provided
by MacDonald Dettwiler and Associates (MDA) Corporation
from RADARSAT-2 were used for the analysis. The HV
polarized scenes used are shown in Figures 1(a) and 1(d). The
histogram of the pixel intensities in the regions highlighted
in green are plotted. Furthermore, the Gaussian distribution
was fit to the intensities in Figures 1(b) and 1(e), and Fisher-
Tippett distribution was fit to the intensities in Figures 1(c)
and 1(f). The fitted distributions are overlayed on top of the
histogram and are scaled by the highest intensity value for
comparison purposes. The noise appears to fit the Fisher-
Tippett distribution better than the Gaussian distribution.

B. Sorted Local Texture Model

To capture the local texture characteristics within SAR
images, a sorted local texture model is utilized. Sorted texture
models are advantageous because they are rotationally invari-
ant and take into account the spatial relationships within a
texture [23]. The sorted local texture model can be described as
follows. First, pixels in a specified local neighbourhood around
the pixel of interest are extracted. The pixels are then grouped
based on spatial distance from the pixel of interest. Next, pixels
in the same group are sorted based on pixel intensity. This
process is shown in Figure 2. The sorted texture descriptor
for pixel mk is represented by the vector tk.

To demonstrate the rotational invariance of the sorted local
texture model, Figure 3(a) shows a collection of 11×11 neigh-
bourhoods with highly similar textural characteristics with
different orientations. Figure 3(b) shows the corresponding
pixel intensities when an unsorted local texture model is used
and Figure 3(c) shows the pixel intensities when the sorted
local texture model is used. The horizontal axes in those
figures are the indices of the texture descriptor vector. While an
unsorted local texture model produces texture representations
for the neighbourhoods that are very different from each other,
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(a) (b) (c)

(d) (e) (f)

Fig. 1. Using the Fisher-Tippett distribution to model noise in SAR images. The histogram of pixel intensities in the highlighted region in (a) are plotted in
(b) and (c). In (b), a Gaussian distribution is fit to the histogram and in (c), a Fisher-Tippett distribution is fit. c©MacDonald, Dettwiler and Associates Ltd.
2010. All rights reserved.

(a) (b) (c)

Fig. 3. Comparison of the sorted local texture model versus unsorted local texture model. Four highly similar texture 11× 11 neighbourhoods with different
orientations, shown in (a), are taken from the Pentagon scene and used to construct texture representations. The texture representations produced using the
unsorted local texture model (b) appear highly dissimilar from each other, while texture representations using the sorted local texture model (c) are highly
similar.

the sorted local texture model produces highly similar texture
representations.

C. Problem Formulation

The following is the derivation of the problem formulation
used to estimate the actual signal s from the measured signal
m [24]. In order to estimate the actual signal from Equation
2, the inverse problem can be formulated as Bayesian least
squares using the posterior distribution p(s|m):

ŝ = arg min
s
{E((s− ŝ)2|m)}

= arg min
s

( ∫
(s− ŝ)2 p(s|m)ds

)
(3)

To minimize the estimate of s, the derivative of the arg min
argument from (3) is taken and set to zero:
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∂

∂ŝ

∫
(s− ŝ)2 p(s|m)ds =

∫
2(s− ŝ) p(s|m)ds = 0∫

s p(s|m)ds =

∫
ŝ p(s|m)ds (4)

The right hand side of (4) can be simplified:∫
ŝ p(s|m)ds = ŝ

∫
p(s|m)ds

= ŝ, (5)

Finally, using the result of (5), the estimate ŝ can be
expressed as the conditional mean of s given m:

ŝ =

∫
s p(s|m)ds

= E(s|m). (6)

However, estimating the conditional mean directly is very
challenging, as the posterior p(s|m) is generally not known.
Therefore, a Monte Carlo texture-likelihood sampling ap-
proach is used instead to estimate the posterior [25]. Using a
sampling-based approach avoids assuming a parametric model
for the posterior distribution p(s|m). The proposed sampling
algorithm allows speckle statistics and texture characteristics
to be incorporated under a common framework for estimating
the true signal.

D. Posterior Estimation using Monte Carlo Texture Likelihood
Sampling

This section outlines the methodology for the Monte Carlo
texture likelihood sampling. First, k is defined to be the
location of a pixel in the original log-compressed SAR scene
and mk is the pixel intensity in the measure scene at location
k. Therefore,

k , (x, y). (7)

In this implementation of Monte Carlo sampling, a set of
representative samples Ω and associated importance weights
are determined from the other pixels mk in a search space
surrounding the pixel of interest m0. The pixels mk in the
search space are selected based on a uniform instrumental
distribution Q(mk|m0). A uniform distribution is used to give
all pixels in the search space around m0 an equal probability
of being selected.

Once the subset of pixels has been selected, an acceptance
probability α(mk|m0) is calculated for each selected pixel.
The acceptance probability function α(mk|m0) compares the
textural characteristics of the neighbourhood around a selected
pixel mk with that of the neighbourhood around m0 to
determine if mk is a realization of p(s|m). To achieve this
goal, the concept of texture likelihood is introduced into
the Monte Carlo sampling framework. Let the sorted texture
representation of mk (tk) be a realization of the sorted texture
representation of m0 (t0), contaminated by a noise process
ηmk,m0

:
tk = t0 + ηmk,m0

. (8)

Fig. 4. Sample posterior distribution p̂ (s|m), built from pixels accepted in
the set Ω. Each stacked element corresponds to a pixel mk in Ω, where the
height is α(mk|m0) and bin location is mk . The histogram is normalized
so that

∑
k p̂ (sk|mk) = 1.

Based on the assumption that the noise process ηmk,m0 fol-
lows a Fisher-Tippett distribution [26], the texture likelihood
function `(mk|m0) can be defined as:

`(mk|m0) =
∏
j

1

β
e[
tk[j]−t0[j]

β +e
[
tk[j]−t0[j]

β
]
] (9)

where tk[j] and t0[j] are the jth elements from the sorted
local texture representations corresponding to mk and m0.
The scaling parameter β comes directly from the scene to
be despeckled. Using a homogeneous region in the scene, the
histogram is constructed and the Fisher-Tippett distribution is
fit to that histogram. The β parameter found using maximum
likelihood estimation is used directly in despeckling.

Given the texture likelihood defined in Equation 9, the
acceptance probability α(mk|m0) can be defined as

α(mk|m0) =
`(mk|m0)∏

j exp(λ)
(10)

The denominator contains the term exp(λ), which is a
normalization term so that α(mk|m0) is 1 if the sorted local
texture representations t0 and tk are identical. Elements in the
local texture representations are assumed to be independent,
which is why the acceptance probability is the product of the
probabilities from each site in the neighbourhood.

The pixel mk is accepted into the set Ω with a probability
of α(mk|m0) and is used to estimate the posterior distribution
p(s|m). Furthermore, α(mk|m0) is also used as the associated
importance weight for the accepted pixel. To perform the
acceptance, a random value u is drawn from a uniform
distribution U(0, 1). If u ≤ α(mk|m0), then mk is accepted
into Ω.

This process is repeated until the desired number of samples
N are selected from the search space and the posterior
distribution is calculated as a weighted histogram. This process
is shown as an example histogram in Figure 4. Each element
of the stacked bar chart corresponds to a pixel mk in the set
Ω. The height of the element being added to the histogram is
the importance weight α(mk|m0). Each element is put into
the histogram bin equal to the value of the pixel intensity mk.
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In Figure 4, the set Ω is comprised of eight pixels (m1 to m8)
and the pixel intensities can range from 0 to n. Finally, the
histogram is normalized, so that

∑
k p̂ (sk|mk) = 1. Based on

the estimated p̂ (s|m), the conditional mean from (6) can be
solved to obtain ŝ. For testing, samples are drawn from 11×11
search spaces, while texture descriptors were computed from
7× 7 neighborhoods.

E. Summary of MCTLS Algorithm
To provide a clearer understanding of the algorithm method-

ology, the following summarizes the steps involved in the
MCTLS algorithm:

1) Iterating through each pixel of interest m0 in the image,
randomly draw a sample mk from a search space around
m0 using a uniform instrumental distribution.

2) Determine the sorted texture descriptors t0 and tk
(Section II-B).

3) Compute acceptance probability α(mk|m0) using Equa-
tion 10.

4) Generate a random value u from a uniform distribution
U(0, 1). If u ≤ α(mk|m0), include k in the set of
accepted samples Ω with an importance weight equal
to α(mk|m0). Otherwise, mk is discarded.

5) Repeat steps 1-4 until the desired number of samples N
are selected from the search space.

6) Estimate the posterior distribution p̂(s|m) based on the
samples in Ω and their importance weights.

7) Compute the noise-free estimate ŝ for pixel m0 as the
conditional mean in Equation 6.

III. TESTING

Testing the MCTLS algorithm involves comparing to other
existing algorithms. The state-of-the-art algorithms used for
comparison are the following: Lee filter [6], Frost filter
[7], Gamma MAP [8], speckle reducing anisotropic diffusion
(SRAD) [10], wavelet-based multiresolution bilateral filtering
[12], and block matching and 3D filtering (BM3D) [14]. The
log-compressed image was used when despeckling using the
MCTLS, wavelet-based and BM3D algorithms.

The first comparison was performed using an image where
synthetic speckle noise has been added manually. This allows
the despeckled images to be compared to the original noise-
free image. An image of the Pentagon from the USC-SIPI
image database [27] is used and is shown in Figure 5(a). The
image with Fisher-Tippett speckle noise added (β = 30) is
shown in Figure 5(b). The speckle noise was added using the
evrnd function in MATLAB to generate the random noise with
specified β and then, the pixel intensities were clamped to
[0,255]. In addition to a visual comparison, the algorithms
were compared using peak signal-to-noise ratio (PSNR),
contrast-to-noise ratio (CNR), and structural similarity index
(SSIM ). These metrics are commonly used to assess image
quality after despeckling [28] [29]. The comparison metrics
are defined in (11) to (13).

PSNR =

 max(Ŝ2)

1
rc

r∑
i=1

c∑
j=1

[Ŝ(i, j)− S(i, j)]2

 (11)

CNR =
1

H

H∑
h=1

µh − µb

σn
(12)

SSIM =
(2µSµŜ + c1)(2σSŜ + c2)

(µ2
S + µ2

Ŝ
+ c1)(σ2

S + σ2
Ŝ

+ c2)
(13)

PSNR (dB) is the ratio between the maximum signal inten-
sity and noise. Equation 11 shows how to calculate PSNR for
the despeckled image Ŝ of size r by c using the noise-free
reference image S. CNR is the ratio between the contrast of
a background region versus a foreground region and the noise
deviation. Equation 12 calculates the CNR, where µh is the
mean intensity of a homogeneous foreground region and µb is
the mean intensity for a background region. The blue region
in Figure 5(c) is chosen as the background region, and the red
regions are the foreground regions. The parameter σn is the
standard deviation of noise, estimated by comparing the noisy
and original noise-free images. The green highlighted area is
used only as a region for visual comparison.

Finally, SSIM is an image quality metric that quantifies
the change in structural information compared to a reference
image [29]. Equation 13 calculates SSIM, where µS and µŜ

are average intensities in despeckled image S and noise-free
image Ŝ, σ2

S and σ2
Ŝ

are variances in those images, and c1
and c2 are constants. In addition to the image quality metrics,
algorithm runtime is measured to compare computational
complexity.

The second comparison involves despeckled real SAR im-
ages using the algorithms. The three SAR scenes used for
comparison are shown in Figure 6. Due to the size of a real
SAR scene and time constraints, the entire scene was not
compared, but instead regions from three images were used
and are outlined in red in Figure 6. The C-band SAR images
were provided by MDA Corporation and were acquired by
RADARSAT-2 in ScanSAR Wide beam mode. The HV polar-
ized scene is of Arctic sea ice with an approximate resolution
of 100 m × 100 m. These results were compared visually and
quantitatively by measuring the equivalent number of looks
(ENL). The equation for ENL is given in (14), where µh

and σ2
h are the mean and variance associated with a set of

H homogeneous regions in the scene. The regions used to
calculate ENL for each scene are highlighted in Figures 11(a),
12(a) and 13(a).

ENL =
1

H

H∑
h=1

µ2
h

σ2
h

(14)

IV. RESULTS

A. Synthetic noise image results

Figure 7 shows the original image, noisy image and the
resulting images after despeckling enlarged to a region of
interest. This region of interest corresponds to the green region
in Figure 5c and provides a better visualization of texture detail
preservation. The image quality metrics for each algorithm
and noise-level are used to generate PSNR, CNR and SSIM
curves in Figures 8, 9 and 10. The runtime for each algorithm
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(a) (b) (c)

Fig. 5. Image with synthetic noise used for testing: (a) original noise-free image; (b) image with speckle noise (β = 30) added; and (c) regions used for
image quality metrics. In (c), the blue outline indicates the homogeneous background region, the red outlines indicate the homogeneous foreground regions,
and the green outline indicates a region enlarged for visual comparison.

(a) (b) (c)

Fig. 6. Three SAR scenes used for testing. The red outlines indicate the region enlarged for visual comparison in Figures 11, 12 and 13. c©MacDonald,
Dettwiler and Associates Ltd. 2010. All rights reserved.

Fig. 8. Peak signal-to-noise ratio curves for each despeckling algorithm
at increasing levels of the noise scaling parameter in Fisher-Tippett speckle
noise.

to despeckle a 512× 512 synthetic SAR image is provided in
Table I.

From Figure 8, the MCTLS algorithm produces despeckled

Fig. 9. Contrast-to-noise ratio curves for each despeckling algorithm at
increasing levels of the noise scaling parameter in Fisher-Tippett speckle
noise.

images with the highest PSNR for all tested images with
synthetic speckle noise. This is because it takes the Fisher-
Tippett distribution of speckle noise directly into account.
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(a) Original image (b) Speckle contaminated image (c) MCTLS

(d) Lee filter (e) Frost filter (f) Gamma MAP

(g) Wavelet-based bilateral filtering (h) SRAD (i) BM3D

Fig. 7. Despeckling results, enlarged to show the green highlighted region in Figure 5c: (a) original image; (b) speckle contaminated image (β = 30); (c)
MCTLS; (d) Lee filter [6]; (e) Frost filter [7]; (f) Gamma MAP [8]; (g) wavelet-based bilateral filtering [12]; (h) SRAD [10]; and (i) BM3D [14].

TABLE I
RUNTIME FOR THE DESPECKLING ALGORITHMS ON A SYNTHETIC

512× 512 SAR SCENE

Methods Runtime (s)
MCTLS 58.93

Lee 15.86
Frost 24.71

Gamma MAP 15.39
Wavelet 12.78
SRAD 2.32
BM3D 3.67

From Figure 9, the MCTLS algorithm has the highest CNR at
low noise levels, but the wavelet-based algorithm performs
better at higher noise levels. Finally, from Figure 10, the
MCTLS algorithm and BM3D algorithm have the highest
SSIM at all noise levels. SSIM is a measure of how the
algorithms preserve structure compared to the original noise-
free image. This is an indication that the MCTLS algorithm
is able to preserve edges and structures when despeckling.

Visually, from Figure 7, the classic despeckling algorithms
(Lee filter, Frost filter, and Gamma MAP filter) result in
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Fig. 10. Structural similarity index curves for each despeckling algorithm
at increasing levels of the noise scaling parameter in Fisher-Tippett speckle
noise.

blurred images with little detail. This is reflected in the low
SSIM values for those algorithms. The wavelet algorithm
performs better than the classic algorithms, but still results
in a noticeable loss in detail. The SRAD algorithm is able to
preserve large-scale edges well, but blurs details by causing
many areas of the image to become homogeneous. Finally, the
BM3D algorithm and MCTLS algorithm perform comparably
as they are both able to remove noise while preserving detail,
with the MCTLS algorithm is better at preserving textural
characteristics. This can be seen in Figures 7(c) and 7(i) with
the roof and grass textures. While the proposed algorithm
retains some of the original grass texture, with trees and
shadows, the BM3D algorithm blurs the grass texture. Sim-
ilarly, the details in the roof are preserved with the proposed
algorithm, but blurred with the BM3D algorithm.

To measure computational complexity, the runtime for each
despeckling algorithm applied to a 512× 512 image is given
in Table I. The algorithms were implemented in MATLAB
and run on a computer with an Intel Core i5-2400S CPU
(2.5 GHz, 6 GB RAM). While the MCTLS algorithm has the
highest runtime, optimizing and utilising parallel processing
can greatly increase the efficiency of the algorithm. Further-
more, the MCTLS algorithm scales linearly with the number
of pixels.

Finally, bias in the denoised image is already accounted
for by the MCTLS algorithm. This is because the algorithm
uses the noise distribution directly. However, this noise bias
may be present in the corrected images produced using other
despeckling algorithms. This can partially explain the differ-
ence in PSNR between BM3D and the proposed algorithm,
even though the SSIM metrics are close. SSIM accounts for
similarity in visual detail between the corrected and original
image but does not account for signal fidelity and restoration
quality. Overall, MCTLS is an algorithm with a straight-
forward implementation that shows strong despeckling results.

B. SAR image results

Figures 11, 12 and 13 show despeckled SAR images us-
ing the proposed and comparison algorithms. The equivalent

TABLE II
EQUIVALENT NUMBER OF LOOKS FOR THE DESPECKLED SAR SCENES

Methods Equivalent Number of Looks
Scene 1 Scene 2 Scene 3

Original Image 12.08 32.01 57.94
MCTLS 38.93 203.34 595.32

Lee 23.86 123.89 706.11
Frost 84.66 444.55 793.87

Gamma MAP 50.50 186.57 447.11
Wavelet 41.50 284.67 706.73
SRAD 65.36 119.82 532.42
BM3D 29.85 127.53 438.37

number of looks metric for each SAR scene and denoising
algorithm are shown in Table II. As seen in the synthetic
images, the classic filters (Lee filter, Frost filter, and Gamma
MAP filter) result in images that appear smooth, with many
details removed or blurred. The SRAD algorithm can preserve
edges, but the homogeneous regions in the scene appear to
be too smooth. The Wavelet-based bilateral filtering removes
noise but it results in a noticeable loss in detail. These
algorithms also had the highest ENL, but this can be because
they produced images with less detail and very low variance.
As a result, the ENL values tend to be higher than the proposed
MCTLS algorithm.

Again, the BM3D and MCTLS algorithms perform compa-
rably in terms of speckle noise reduction. However, prominent
ripple-like artifacts are introduced by the despeckled images
produced using BM3D, which are not present in that proposed
using the proposed method. Furthermore, the proposed method
does a better job preserving texture detail. This is important
for texture classifiers, since introducing artificial textures can
cause the classifiers to misclassify areas. In terms of ENL, the
MCTLS algorithm has a higher ENL than BM3D for all three
SAR scenes.

V. CONCLUSION

A novel algorithm for despeckling SAR images using Monte
Carlo texture likelihood sampling has been proposed. The
noise statistics were examined and found that speckle noise
in a log-compressed SAR image follows a Fisher-Tippett
distribution. Based on a sorted local texture model and a
logarithmic-space Fisher-Tippett speckle distribution model, a
Monte Carlo texture likelihood sampling posterior estimation
algorithm is proposed to estimate the true signal. Testing
on synthetic noisy images and real SAR images found that
the MCTLS algorithm shows strong despeckling performance
when compared to state-of-the-art despeckling algorithms.
Future work involves combining the proposed methodology
directly with segmentation and classification algorithms to
investigate the effectiveness of such combined systems for
improving segmentation and classification of SAR images.
Furthermore, adapting the MCTLS algorithm to denoise other
types of images while preserving underlying structural and
texture detail will be investigated.
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(a) Original noisy image (b) MCTLS

(c) Lee filter (d) Frost filter (e) Gamma MAP

(f) Wavelet-based bilateral filtering (g) SRAD (h) BM3D

Fig. 11. Results from despeckling the SAR image in Figure 6(a), enlarged to show the red highlighted region: (a) original noisy image; (b) MCTLS; (c)
Lee filter [6]; (d) Frost filter [7]; (e) Gamma MAP [8]; (f) wavelet-based bilateral filtering [12]; (g) SRAD [10]; and (h) BM3D [14]. The regions highlighted
in red are the regions used to calculate ENL. c©MacDonald, Dettwiler and Associates Ltd. 2010. All rights reserved.
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