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Abstract

This paper presents a novel method for medical im-
age signal fusion using complex-valued wavelets to en-
hance the information content in the fused signal from
a perceptual manner. The proposed method introduces
an adaptively weighted aggregation of signal charac-
teristics based on the phase characteristics of medical
image signals. The proposed method exploits the phase
characteristics of the image signals to adaptively ac-
centuate important anatomical and functional charac-
teristics captured by each image signal during the sig-
nal fusion process. Experimental results show that the
proposed method can improve the visualization of im-
portant anatomical and functional characteristics from
different medical image signals in the fused image sig-
nal when compared with non-adaptive image signal fu-
sion methods.

1 Introduction

Signal fusion is the process of combining multiple
signals from various sources into a single composite
signal. Recent research activity in multimodal image
signal fusion has been focused on medical image sig-
nal fusion. Image signals acquired using devices such
as x-rays, CT (Computed Tomography), MR (Magnetic
Resonance), and PET (Positron Emission Tomography)
provide unique information about the anatomical and
functional characteristics of the human body that are
important for disease diagnosis. For example, CT pro-
vides detailed bone structure information, MR provides
detailed tissue information, and PET provides detailed
information about bodily functions such as metabolism.
However, medical image signals acquired using a sin-
gle imaging modality may be inadequate for the diag-
nosis of disease. Given the complementary nature of
these signals, a more complete visualization of a pa-
tient’s health can be obtained by integrating important
information content from each of the imaging modali-

ties into a single fused image signal.

Various techniques have been proposed for the pur-
pose of image signal fusion. Conventional image sig-
nal fusion methods include color fusion [1], and im-
age signal fusion using mathematical and morpholog-
ical operators (i.e., add/average, subtract, and, or, max,
min) [2]. Some recent work have focused on a sta-
tistical approach to the problem of image signal fu-
sion [3, 4]. While considerably more complex, this ap-
proach can provide improved visualizations when com-
pared to color fusion and simple operator-based meth-
ods since the contribution of information from the indi-
vidual image signals are weighted based on their statis-
tical significance. Other recent work have focused on
wavelet-based fusion methods [5, 6], where the wavelet
coefficients are considered during the fusion process.
These methods utilize the statistical properties of the
wavelet coefficients to provide improved visualizations
of details in the images.

Much of the existing literature in medical image sig-
nal fusion have focused on a statistical perspective to the
problem, with the enhancement of information content
in the fused image signal from a perceptual perspec-
tive largely unexplored. This is very important since
the goal of medical image signal fusion is to aid clini-
cians in the diagnosis of disease. By accentuating im-
portant anatomical and functional characteristics from
the individual medical image signals, the fused image
signal should provide better insight on the condition of
a patient. In this paper, we propose a novel approach to
medical image signal fusion that adapts the construction
of the fused image signal based on anatomical and func-
tional characteristics captured by a medical image sig-
nal using phase characteristics obtained from complex-
valued wavelets.

This paper is organized as follows. The proposed
medical image signal fusion method is described in Sec-
tion 2. Experimental results are presented and discussed
in Section 3. Finally, conclusions are drawn in Sec-
tion 4.
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2 Novel Fusion Method

Suppose that we are given n 2-D signals
f1(x, y), f2(x, y), ..., fn(x, y) that have been ac-
quired using different imaging modalities and aligned
together using the multi-modal registration technique
proposed in [7]. The goal of multimodal image signal
fusion is to integrate the information content of the
individual image signals into a single fused image
signal. This can be expressed as:

g(x, y) = H(f1(x, y), f2(x, y), ..., fn(x, y)) (1)

where g is the fused image signal andH is the signal fu-
sion process. A simple but effective method for image
signal fusion is to perform a simple normalized aggre-
gation of the image signals. This can be expressed as:

g(x, y) =
1
n

n∑
i=1

fi(x, y) (2)

The main problem with this simple normalized ag-
gregation of image signals is that all information con-
tent within the image signals are treated the same.
Therefore, important anatomical and functional char-
acteristics that are prominent within a particular imag-
ing modality are treated no differently than unimportant
characteristics within other imaging modalities. Since
clinicians utilize important anatomical and functional
characteristics for the purpose of disease diagnosis, it
is intuitive that such characteristics are accentuated and
emphasized within the individual image signals. To
achieve this goal, a normalized weighted aggregation
approach to image signal fusion can be used to accentu-
ate such characteristics during the image signal fusion
process. This can be expressed as:

g(x, y) =

n∑
i=1

wi(x, y)fi(x, y)

n∑
i=1

wi(x, y)
(3)

where wi(x, y) is the weight assigned to information
content at (x, y) in signal i. Since the underlying goal
of the proposed method is to enhance the visualization
of information content from a perceptual perspective, it
is intuitive that the assigned weights are associated with
the importance of anatomical and functional character-
istics within a signal based on human perception.

To adaptively adjust weights based on the im-
portance of anatomical and functional characteristics
within an image signal, a weighting function that re-
flects the perceptual sensitivity of the human vision sys-
tem to such characteristics is necessary. An important

characteristic in context of the human vision system is
phase coherence [8, 9, 10]. This is based on the theory
that perceptually important signal characteristics such
as important anatomical and functional characteristics
occur at points in a signal where there is maximal phase
order, and has subsequently been reinforced based on
psychophysical evidence [8]. A major advantage of
this approach is that, since only phase information is
utilized, it is insensitive to the underlying amplitudinal
characteristics of the image signal. This is particularly
important in medical image signals, where amplitudinal
variations due to intrinsic and extrinsic imaging condi-
tions can occur and post-processing techniques such as
contrast enhancement are often performed. Given these
advantages, the proposed method utilizes phase co-
herence characteristics obtained using complex-valued
wavelets to adapt weights during the signal aggregation
process.

The proposed method uses the robust iterative ap-
proach to complex wavelet phase coherence estima-
tion [11] to extract the maximum moment of phase
coherence γ(x, y). An iterative phase-adaptive bilat-
eral estimation scheme is used to improve the phase
coherence estimate. The value of γ increases as per-
ceptual importance for signal characteristics at a point
increases. As such, high phase coherence coincide
with important anatomical and functional characteris-
tics within an image signal.

The weight assigned to information at point (x, y)
from image signal fi can then be determined based on
a scaled exponential of the maximum moment of phase
coherence:

w(x, y) = αe
γ(x,y)
β (4)

where α is the scaling coefficient, and β is a decay co-
efficient. Based on this formulation, higher weights are
given to perceptually important signal characteristics
such as important anatomical and functional character-
istics within a medical image signal to accentuate such
features in the fused image signal. Finally, the fused im-
age signal can be computed using the following phase-
adaptive weighted signal aggregation formulation:

g(x, y) =

n∑
i=1

αe
γ(x,y)
β fi(x, y)

n∑
i=1

αe
γ(x,y)
β

(5)

3 Experimental Results

The proposed fusion method was tested using three
sets of medical image signals to evaluate its effective-
ness at improving visualization of medical image sig-
nals. Each set consists of two image signals acquired



using different imaging modalities. A summary of the
test sets is given as follows:

1. TEST 1: T1-weighted MR and CT, Axial Cranial
Slice, from Visible Human project.

2. TEST 2: T1-weighted MR and PET, Axial Cranial
Slice, from Whole Brain Atlas [12].

3. TEST 3: T1-weighted MR and T2-weighted MR,
Coronal Torso Slice, from Visible Human project.

The non-adaptive signal aggregation approach [2]
is also performed for comparison purposes. Objective
measures such as PSNR and MI are not suitable for
evaluating multimodal image signal fusion since they
do not reflect the human perception system. Therefore,
a qualitative approach to evaluating image signal fusion
should be used. The fused image signals produced us-
ing the proposed method are shown in Figures 1, 2, and
3. It can be seen that the important anatomical and
functional characteristics from each of the image sig-
nals are noticeably accentuated in the proposed method
compared to the non-adaptive signal aggregation ap-
proach [2], hence providing a clearer visualization of
a patient’s condition. For example, the bone structure
characteristics captured by the CT signal in TEST 1
is noticeably clearer and prominent in the fused signal
produced by the proposed method than that produced
using non-adaptive signal aggregation. These experi-
mental results demonstrate the effectiveness of the pro-
posed method in improving visualization of medical im-
age signals.

4 Conclusions

In this paper, we introduced a novel perceptual based
approach to image signal fusion using complex-valued
wavelets. By adapting the weighted aggregation pro-
cess of the image signal fusion problem based on lo-
cal phase characteristics, the fused image signal can
be tuned to accentuate important anatomical and func-
tional characteristics captured in the individual image
signals. Experimental results show the effectiveness of
the proposed method in improving the visualization of
information content in images. Future work involves
validating our results with clinicians and investigating
alternative signal aggregation processes.
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Figure 1. TEST 1: a) T1 MRI, b) CT, c) non-adaptive aggregation [2], d) proposed method

Figure 2. TEST 2: a) T1 MRI, b) PET, c) non-adaptive aggregation [2], d) proposed method

Figure 3. TEST 3: a) T1 MRI, b) T2 MRI, c) non-adaptive aggregation [2], d) proposed method


