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Abstract - A robust method for symbol recognition is pre-
sented that utilizes a compact signature based on a mod-
ified Hough Transform (HT) and knowledge-based hierar-
chical neural network structure. Relative position and ori-
entation information is extracted from a symbol image us-
ing a modified Hough Transform (HT). This information is
transformed and compressed into a compact, 1-D signature
vector that is invariant to geometric transformations such
as translation, rotation, scaling, and reflection. The pro-
posed method uses a knowledge-based hierarchical neural
network structure to reduce the complexity of the recogni-
tion process by effectively segmenting the search space into
smaller and more manageable clusters based on a priori
knowledge. The method achieved overall recognition rates
of 96.7% on line graphic symbols from the GREC’05 sym-
bol database under various models of image degradation
and distortion.
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1 Introduction

Symbol recognition is an important area in computer vi-
sion that involves the identification of symbols in an image
or video. Symbol recognition is used in a large number of
different applications such as:

e interpreting and converting scanned engineering draw-
ings [4] and circuit diagrams [1] into other electronic
document formats

o identifying and locating trademarked content [2, 3]

e querying images from databases based on shape [5],
and

e recognizing characters and words within an electronic
document [6, 7].

A number of issues make symbol recognition a difficult
problem to solve. First, symbols in an image or video often
undergo various geometric transformations such as transla-
tion, rotation, scaling, and reflection. The problem is further
complicated by image degradation introduced by noise and
lighting conditions. These issues make it difficult, if not
impossible, to perform direct pixel-to-pixel similarity com-
parisons. Furthermore, symbols typically contain little or
no color or texture information that can be used to distin-
guish between different symbols. This is particularly true
for technical drawings such as circuit diagrams and engi-
neering drawings. When circuit diagrams and engineering
drawings are scanned, the resulting files are typically stored
as binary raster images. Under such circumstances, a shape-
based similarity method is needed to perform symbol recog-
nition.

This paper introduces a new symbol recognition method
that addresses the aforementioned issues. The binary sym-
bol image is transformed into a modified Hough-space
where relative position information and orientation infor-
mation is obtained. The information in the modified Hough-
space is transformed and compressed into a compact, 1-D
feature vector that acts as the signature of the symbol im-
age. The signature is fed into a knowledge-based hierar-
chical neural network structure along with optional a priori
knowledge about the symbol to obtain to appropriate classi-
fication. The knowledge-based hierarchical neural network
structure is used to reduce the complexity of symbol recog-
nition by segmenting the search space based on a priori
knowledge.

The main contribution of this paper is a new robust
method for symbol recognition. Related work conducted
in the area of symbol and shape similarity evaluation is pre-
sented in Section 2. The theory underlying the proposed
system is described in detail in Section 3. The testing meth-
ods and experimental results is presented in Section 4. Fi-
nally, conclusions are drawn in Section 5.



2 Previous Work

A large number of approaches have been proposed for
the purpose of symbol and shape similarity evaluation. A
popular method of determining shape similarity is the use
of Fourier descriptors [8, 9]. To obtain Fourier descrip-
tors, the boundary contour of an object is represented in
the form of a shape signature vector and transformed using
the Fourier Transform. The resulting Fourier coefficients
are used as a set of Fourier descriptors. There are a number
of issues associated with using Fourier descriptors. First, a
closed contour is required for Fourier descriptors to work.
However, this is not always possible due to factors such as
discontinuities caused by noise. Second, details contained
within an object are effectively ignored by Fourier descrip-
tors. Finally, since the object is represented by a single
contour, Fourier descriptors cannot easily be used to rep-
resent objects that consist of multiple disjoint components.
These two issues are particularly problematic in the context
of symbol recognition since symbol objects often consist of
multiple parts, some of which may be enclosed within an-
other.

Another popular method for determining shape similar-
ity is the use of moment invariants [10, 11]. In the sim-
plest terms, moment invariants can be seen as moment-
based descriptors that are invariant to deformations such as
translation, scaling, and rotation. Moment invariants are
region-based descriptors that are most applicable to situa-
tions where objects with filled regions exist [17]. This is
often not the case in symbol recognition, particularly for
symbols used in engineering drawings.

Other symbol and shape similarity techniques that
have been introduced include: graph-based matching [12],
heuristic-based methods [1], pixel-level constraints his-
tograms [13], Force-based angle histograms [14], curvature
scale space methods [15, 16] and methods based on the
Hough transform and the related Radon transform [5, 17,
18].

The proposed method is most closely related to the
Hough-based techniques proposed by Franti et al [17] and
Vlachos et al [5]. In both methods, the orientation infor-
mation from the resulting Hough representations are used
to form a feature vector. The similarity between two sym-
bol images is then determined using the Sum of Squared
Differences (SSD) measure between the two images, and
then finding the minimum distance measure. There are sev-
eral problems with the two approaches. First, the methods
are not reflection invariant. Furthermore, the similarity pro-
cesses for both methods do not scale well as the number of
symbol images in the system is increased. This is particu-
larly true for the Franti method, which needs to evaluate the
SSD measure for all possible rotations of a feature vector.
Second, Finally, the methods do not account for the effects

of noise and degradation. The proposed system addresses
all of these issues in an efficient and robust manner.

3 Proposed Symbol Recognition Method

To narrow the scope of the paper, the proposed symbol
recognition method focuses primarily on the signature ex-
traction and classification of symbol images. Therefore, it
is assumed that the input image is a binary representation of
a symbol that has been segmented properly from the source
image (i.e., technical drawing, circuit diagram). As a pre-
processing step, the percentage of foreground pixels is cal-
culated to determine whether a median filter can be used for
noise reduction. Only if the percentage of foreground pixels
exceed 10% of the input image is a median filter applied.

3.1 Signature Extraction

Signature extraction is one of the two key steps per-
formed by the proposed method. The signature extraction
process uses a modified Hough transform to transform a bi-
nary image in the z-y coordinate space into a relative |p|-0
parameter space. Then, further transformations are applied
to make the resulting signature invariant to scaling and ro-
tation.

3.1.1 Relative |p|-0 Hough Transform

The Hough transform is a common method used to de-
scribe the curve features of an image such as lines and cir-
cles. One major advantage of using the Hough transform
for representing and identifying curve features is that it is
highly robust against image noise and degradation. In the
proposed signature extraction process, the classical Hough
transform for line representation is modified to construct a
global structural representation of a symbol that is invariant
to translation and reflection. In the classical Hough trans-
form for line representation, the parameters p and 6 of a
given line are defined relative to the normal vector between
the line and the origin at (x, y)=(0,0). A translation of the
symbol with respect to the origin results in a different nor-
mal vector and thus a different value of p. To make the re-
sulting parameter space invariant to translation, the param-
eters p and 6 of a given line can be defined relative to the
centroid of the symbol object rather than the origin. There-
fore, the modified line equation becomes

(v —20)cos(0) + (y —y)sim(@) =p (1)
where x. and y. are the z coordinates and y coordinates
of the centroid of the symbol object. The centroid of the
symbol object is approximated by finding the center of mass
of the foreground pixels (each given uniform weight) in the
input image.



Like the classical Hough transform, the resulting symbol
representation in p-6 parameter space is sensitive to reflec-
tions. There are two factors that contribute to this sensitivity
to reflection. First, the value of parameter p may hold either
a positive and negative value depending on the orientation
of the normal vector. Therefore, a positive value of p may
become a negative value after reflection. Second, the orien-
tation of the normal vector may change due to the reflection,
leading to the change in the value of 6.

The approach taken in the proposed signature extraction
process is to first remove the effect of reflection on the pa-
rameter p by utilizing the absolute value of p. The resulting
parameter space is referred to as relative |p|-0 space, and is
invariant to the effects of reflection and translation on |p|.
The effect of reflection on the parameter 6 is addressed in
Section 3.1.2. An example of the resulting relative |p|-6
space for a given symbol image is shown in Fig. 1.
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Figure 1. Example of the relative |p|-0 space
representation of a symbol image.

To illustrate the advantage of using relative |p|-6 space
for technical symbols, several circuit symbols and their re-
flected counterparts are shown in Fig. 2. Two different pa-
rameter space representations are created when the classi-
cal Hough transform is applied to the two symbol images.
However, the same parameter space representation is cre-
ated when the modified transform is used. This is important
in technical drawings like circuit diagrams where the sym-
bols may be flipped.
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Figure 2. Examples of circuit symbols (and
their reflected counterparts) that result in
different parameter space representations
when the classical Hough transform is ap-
plied.
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3.1.2 Rotation Invariance

To obtain a symbol image signature that is invariant to
the effects of rotation, the approach taken in the proposed

method is to find a way to project the information from the
relative |p|-6 space onto the |p|-axis. For the proposed al-
gorithm, the resulting signature vector is constructed using
the following equation

1 T
v(p) = —> A(lel.0)° 2)
60=0

where A(|p|,0) is the value in the accumulator array at
(lpl, ) and m is the sample mean of v(|p|) over all values
of |p|. The values of |p| range from 0 to the maximum dis-
tance from the centroid of the symbol object to the bound-
aries of the image. The projection approach is similar to
that presented by Vlachos et al [5], with the major differ-
ence being that Vlachos et al performed a projection onto
the 6-axis, thereby retaining explicit orientation information
as opposed to explicit position information.

The explicit use of relative position information was cho-
sen due to its benefits over orientation information with re-
gards to strict symbol recognition. While orientation infor-
mation provides a good generic shape representation that is
effective for retrieving symbols with similar shapes, it does
not provide a high level of discrimination between sym-
bols with similar angular characteristics. A high level of
discrimination is essential for the purpose of strict symbol
recognition.

A number of important issues are addressed by perform-
ing the above projection. First, since orientation is not ex-
plicitly represented by the resulting signature vector, the
symbol representation is made invariant to the effects of
rotation and reflection. Yet, since a sum of squares ap-
proach is used to project the data onto the |p|-axis, the in-
fluence of angular distribution is still represented implicitly.
By preserving the influence of angular distribution, the pro-
posed method is able to handle situations where orientation
plays a greater role in differentiating between symbol im-
ages. Therefore, invariance is gained using the proposed
method without losing too much information that discrimi-
nates between individual symbol images. Finally, by com-
pressing the information from the two-dimensional param-
eter space into a one-dimensional vector representation, the
symbol signature is much more compact allowing for fast
symbol similarity evaluation.

3.1.3 Scale Invariance

After a signature vector is obtained from the |p|-6 parame-
ter space using the aforementioned projection, the signature
vector is made invariant to the effects of scaling by per-
forming the following modifications. First, the bounding
distance of the symbol signature is determined as the max-
imum value of |p| that contains 1% of the maximum of the
signature vector. The signature vector is then truncated to
the range of | p| values between 0 and the bounding distance.



Finally, the truncated signature vector is normalized and
compressed into a fixed number of bins to provide a scale-
invariant representation of the symbol image. At this point,
the signature vector is invariant to translation, scaling, rota-
tion, and reflection. The bin size of the signature vector is
selected such that it is small enough to provide a high level
of discrimination between symbols, while large enough to
be robust to the effects of noise and degradation. Based on
the results of experiments with different types of symbols,
it was determined that 30 bins for each signature vector pro-
vides good discrimination for neural network classification
while maintaining robustness to the effects of noise and mi-
nor geometric distortions.

3.2 Knowledge-Based Hierarchical Neural
Network

Once the symbol signature has been determined, the sig-
nature is fed into a knowledge-based hierarchical neural net-
work structure to determine the best possible symbol match
for the signature. The Hough-based methods proposed by
Franti et al [17] and Vlachos et al [5] perform an exhaus-
tive similarity analysis between the input signature and all
signatures stored within a symbol signature database. For
large symbol databases, an exhaustive search is intractable.
To address this issue, the proposed method utilizes a neural
network structure that can perform faster symbol recogni-
tion once the system has been trained. Furthermore, a neu-
ral network structure typically consumes less storage space
when compared to instance-based methods used in the other
Hough-based methods, which requires the storage of each
instance trained. Finally, neural networks provide better
generalization than these instance-based methods. There-
fore, the proposed method scales better from a performance
perspective than the other Hough-based methods when a
large number of symbols are used.

One problem with the use of a global neural network for
symbol recognition is that they get highly complex and hard
to interpret for large number of symbol classes. To help
alleviate this problem, the approach taken in the proposed
method is to segment the symbol classes that needs to be
learned into smaller clusters. The smaller clusters can then
be used to train a collection of smaller neural networks and
subsequently connected as a acyclic graph to form a hierar-
chical neural network structure [19, 20]. There are a number
of advantages to using a hierarchical neural network struc-
ture. First, smaller local neural networks are easier to train
than a single large global neural network. Furthermore, the
addition and removal of symbol classes does not require
the entire network structure to be retrained, making it more
flexible than the use of a single global neural network.

An extension made by the proposed method to the hierar-
chical neural network structure is the integration of optional

a priori knowledge about the symbol to adjust the flow of
the structure. In a traditional hierarchical neural network
structure, signal propagation always begins at a fixed start-
ing point through the acyclical graph. One issue with this is
that classification errors at the earlier neural networks in the
graph can lead to signal propagation down the wrong path
later in the graph. To help reduce such problems, the pro-
posed method utilizes optional a priori knowledge to start
signal propagation at a more appropriate point in the graph.
For example, an engineer who scans in an analog circuit
diagram for conversion into a digital form knows that the
symbols within the drawing are analog circuit components
such as resistors and capacitors and not digital circuit com-
ponents. This type of knowledge can be used to reduce the
search space by starting signal propagation at a later point
in the graph.

3.2.1 Architecture

The proposed symbol classification process is consists of
a collection of neural networks organized into a hierarchi-
cal tree structure. An example structure is shown in Fig. 3.
Each group of symbols can be represented by a node in
the tree, with subgroups being represented as child nodes.
Each leaf node consists of a neural network that is trained
to handle classification for a group of symbols. Each non-
leaf node consists of a neural network that decides between
which of its child nodes to propagate to. If no a priori
knowledge is available for the input symbol image at ex-
ecution time, signal propagation is initialized at the root
node of the tree structure. However, if a priori knowledge
is available, signal propagation is initialized at the appro-
priate node of the tree structure. This narrowing of search
space helps guide the classification process towards the cor-
rect classification.

Figure 3. Sample knowledge-based hierarchi-
cal neural network structure



4 Experimental Results

To evaluate the effectiveness of the proposed symbol
recognition method, tests where performed using symbols
provided at the 2005 International Symbol Recognition
Contest (ISRC 2005) held during GREC’05. This set of
tests has been widely used to test symbol recognition per-
formance and serves as a good test environment. The im-
plementation of the proposed method utilizes multi-layer
perceptron neural networks trained with the standard back-
propagation algorithm. A total of 25 architectural and en-
gineering symbols used during the contest were selected to
use as a basis for the test sets. Some examples of the sym-

bols are illustrated in Fig. 4.
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Figure 4. Examples of symbols from the ISRC
2005 symbol database.

Three test data sets were then generated based on the
symbols chosen. These test data sets consisted of 50 sym-
bol images with various types and levels of noise and degra-
dation, as well as different rotation and scaling transforma-
tions. The noise and degradation model used was based on
the document degradation model proposed by Kanungo et
al [22]. This model is defined by a set of 6 parameters:
{ap, @, By, B,m, k}. The parameters used for each of the
three test data sets are summarized as follows:

e TESTL: {ao,a,B0,3,m,)} = (0.8, 0.5, 0.02, 0.001, 0,
1.0)

e TEST2: {ao,, fo, 3,1, %)} =(0.5,0.5,0.5,0.03,0.1, 0)
e TEST3: {ao,, fo, 3,m, )} =(0.5,0.5,0.8,0.01,0, 0)

Examples from each of the test data sets are shown in
Fig. 5. The test data sets were chosen due to the high level
of noise and distortion exhibited in the test images in these
data sets, with some test images that are difficult even for a
human expert to recognize. TEST1, TEST2, and TEST3 are
good representations of replacement noise, salt and pepper
noise, and diffusive noise respectively. The level of diffi-
culty associated with these test data sets make them well
suited for testing the robustness of the proposed system.
The three test data sets provided a combined total of 150
test images. To quantitatively measure the effectiveness of
the proposed system, each image in the test data sets was
evaluated against each symbol in the symbol database and

the best match was determined. Based on the experimen-
tal results, the recognition accuracy of the proposed system
for each data set was calculated as the percentage of correct
matches made out of the total number of test images in the
data set.

.

Figure 5. Test image from:
TEST2, c) TEST3

a) TEST1, b)

The recognition accuracy of the proposed method was
compared to results obtained using the state-of-the-art sym-
bol similarity algorithm described by Vlachos et al [5]
which has been shown to have a significant performance
advantage over the technique proposed by Franti et al [17].
The algorithm proposed by Vlachos et al has been shown to
be competitive with widely used matching algorithms such
as Chamfer distances [23] and Hausdorff distances [24].
The results of the comparison are presented in Section 4.

A second set of tests was conducted to perform paramet-
ric evaluation of the proposed method for symbol recog-
nition under different levels of noise and degradation using
hand-drawn symbol images. The two noise and degradation
models used were:

1. salt-and-pepper noise, and
2. replacement noise.

The level of salt-and-pepper noise was controlled by a
parameter «, which indicates the probability (in percent)
that a pixel in the image is flipped. The level of replace-
ment noise is controlled by a parameter 3, which indicates
the probability (in percent) that a pixel in the actual fore-
ground symbol object is flipped. The test data set consists of
hand drawn symbols based on the same set of model sym-
bols from the ISRC 2005 symbol database. The symbol
images were rotated randomly prior to the introduction of
noise and distortions. The recognition accuracy of the pro-
posed system was evaluated at increasing levels for each
noise model, as well as at increasing levels of skew distor-
tion. Examples of the symbol images degraded using the
different noise models are shown in Fig. 6.

The recognition accuracy results for the first set of tests
are shown in Table 1. It can be observed that the proposed
method achieves a relatively high level of recognition ac-
curacy. The proposed system significantly outperforms the
algorithm described by Vlachos et al [5] in all of the test
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Figure 6. Top: Sample test hand drawn im-
ages with salt-and-pepper noise degradation
Bottom: Sample test images with replace-
ment noise degradation.

cases. The proposed method achieves an average recogni-
tion accuracy of 96.7%, while the Vlachos technique is able
to achieve an average recognition accuracy of 58.7%.

Based on the high level of accuracy achieved by the pro-
posed system, it is clear that the system is robust against ge-
ometric transformations such as rotation and scaling. Fur-
thermore, it is evident that the proposed system is robust
against noise and degradation, since it is capable of main-
taining relatively high recognition accuracy under high lev-
els of noise and degradation.

Table 1. Symbol Recognition Accuracy

Test Set Recognition Accuracy (%)
Vlachos Technique | Proposed System
TESTI 64% 100%
TEST2 64% 98%
TEST3 48% 92%
Average 58.7% 96.7%

The recognition accuracies obtained with various levels
of salt-and-pepper noise and replacement noise applied are
shown in Fig. 7. It can be observed that the recognition ac-
curacy of the Vlachos technique is more susceptible to both
salt-and-pepper noise and replacement noise than the pro-
posed method. The results clearly show the robustness of
the proposed method under high levels of common docu-
ment noise and degradation using hand-drawn symbol im-
ages.

Effect of Salt-and-Pepper Noise
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Figure 7. Effect of Salt-and-Pepper Noise and
Replacement Noise on Recognition Accuracy

5 Conclusions and Future Work

This paper introduced a symbol recognition method us-
ing a modification of the classical Hough Transform and
a knowledge-based hierarchical neural network structure.
The proposed method is invariant to various geometric
transformations such as translation, rotation, scaling, and
reflection. It is also robust against common document noise
and degradation. It has been shown that the proposed
method is able to provide a high level of symbol recogni-
tion accuracy under various levels of noise and geometric
distortions.
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