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AbstractAutoregressive (AR) models have been shown to be e�ective models for speech sig-nals. However, although it is the most common model of speech, an AR processexcited by white noise for speech enhancement, fails to capture the e�ects of sourceexcitation, especially the quasi periodic nature of voiced speech. Speech synthesisresearchers have long recognized this problem and have developed a variety of so-phisticated excitation models. Such models have yet to make an impact in speechenhancement. We have concentrated our research on modifying the conventionalwhite noise excited AR model for various speech classes and on establishing perfor-mance benchmarks by studying speech-enhancement, using the proposed models, indetail for individual phonemes under arbitrarily well-characterized circumstances.We have proposed three di�erent types of impulsive excitation models for an ARmodel for various phoneme classes based on the type of excitation with which eachclass is associated. For voiced speech, the e�ect of the glottal excitation is simulatedby a train of impulses spaced according to pitch periods. For unvoiced stops andunvoiced a�ricates, the excitation source is modeled by a single impulse markingthe instant of the onset of the burst and a white noise term. For voiced stops andvoiced a�ricates, a mixed excitation of the plosive driving term and a quasi-periodictrain of impulses are used. For voiced fricatives a mixed excitation of white noiseand a quasi-periodic train of impulses separated by pitch periods is used. Dueto the inclusion of impulsive driving terms in an AR model, the conventional ARparameter estimation techniques could not be used. We have proposed a novel ARparameter estimation technique for the models with impulsive excitations. In eachcase, impulsive AR models outperformed their white-noise-driven counterparts.iv



The success of the tentative impulsive excitation models has motivated us to-wards applying a more sophisticated excitation model. We have chosen one of themost common excitation source models, the four-parameter model of Fant, Lil-jencrants and Lin[1], which is also known as an LF model and applied it to theenhancement of individual voiced phonemes. We have proposed a novel two stepoptimization algorithm for estimating the parameters for an LF model. Among theAR models with three di�erent types of excitation models (a conventional white-noise excitation, an impulsive excitation and an LF model), the LF excitationmodel yields the best performance in speech enhancement in terms of the outputsignal-to-noise ratios (SNRs).
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Chapter 1IntroductionThis thesis deals with the problem of modeling speech for enhancement purposes.Our approach, in general, involves model-based speech enhancement [2] in whichprior stochastic models of the clean speech and of the corrupting noise are usedfor estimation of clean (de-noised) speech from noisy speech. Clearly, accurateestimation requires that these models be robust and faithful representations ofreality. By far the two most popular models for speech are Hidden Markov models(HMM) and white noise driven autoregressive (AR) models. We shall discuss thelimitations of such models and enhancement systems based on such models. In thisthesis, we shall focus our research entirely on modifying the white noise excited ARmodel based on the concept of the source-�lter theory of speech production [3].Section 1.1 of this chapter presents a general overview of speech enhancementresearch that has been carried out so far. Section 1.2 discusses motivations, objec-tives and contributions of this thesis. Finally, Section 1.3 outlines the organizationof this thesis. 1



CHAPTER 1. INTRODUCTION 21.1 Overview of Speech Enhancement TechniquesBroadly speaking, the �eld of speech enhancement is interested in addressing three(not necessarily compatible) objectives [2]: (a) the improvement of the perceptualquality of noisy speech, (b) the immunization of speech encoders against inputnoise[4, 5], and (c) the improvement of the performance of speech recognition sys-tems in the presence of noise[6, 7]. This thesis investigates the �rst of these. Inour context, the speech enhancement problem concerns the estimation of \clean"(de-noised) speech x̂(t) from noisy speech z(t). Speech enhancement has applica-tions in a wide variety of speech communication contexts where the quality or theintelligibility of speech has been degraded by the presence of background noise. Forexample, cellular radio telephone systems are plagued not only by background noisebut also by channel noise. Public telephones su�er from environmental disturbancesof their location. Air-ground communication systems are corrupted with cockpitnoise. Moreover the hearing impaired require an increase of between 2.5 and 12 dBsignal-to-noise ratio to achieve similar speech discrimination capabilities to thoseof normal hearing [8]. These problems call for the use of speech enhancement.Researchers have been working on devising an e�cient way to extract cleanspeech from noisy speech for the last 30 years. Two broad divisions of speech en-hancement techniques are non-parametric and parametric model based approaches[9]. One of the popular digital signal processing (DSP) non-parametric techniquesfor speech enhancement is spectral subtraction [10, 11]. In 1979, Lim and Oppen-heim [12] presented an overview of contemporary speech enhancement techniques.They inferred that spectral subtraction was the most e�cient in enhancing speechcorrupted by uncorrelated additive noise. The spectral subtraction method esti-mates the Fourier transform of the clean signal by removing an estimate of the



CHAPTER 1. INTRODUCTION 3power spectral density of the noise signal. The basic advantage of this approachis the implementation simplicity and low computational complexity[8]. One majordrawback of this technique is the annoying nonstationary \musical noise" which isthe residual noise consisting of narrow-band signals with time varying amplitudesand frequencies[2]. A number of modi�cations of the basic spectral subtraction ap-proach have been proposed to alleviate the e�ects of the musical noise[2, 11, 13, 14].Ephraim et al.[15] have proposed a signal subspace approach for speech enhance-ment. The basic principle of the signal subspace is to decompose the noisy signalspace into a signal-plus-noise subspace and a noise subspace. After removal of thenoise subspace, the clean signal is estimated from the remaining subspace. Theyhave shown that the spectral subtraction is a special case of this approach. Thiswork provides a theoretical basis for the spectral subtraction approach which is aspecial case of this signal subspace approach.The parametric model based approaches have been well received in speech en-hancement. One example of such models are AR models [16, 17, 18] which havewidely been used for representing speech. Lim and Oppenheim [19] have used max-imum a posteriori (MAP) estimation techniques for estimating AR parameters forthe speech signal contaminated by additive white Gaussian noise. Hansen et al.[20] have used similar iterative MAP estimation techniques as in [19] followed byimposition of interframe and intraframe constraints upon the speech spectra. Suchconstraints introduce more speech-like formant trajectories and reduce frame-to-frame pole jitter and were applied using line spectral pair transformation of the ARparameters.Hidden Markov modeling [21, 22, 2] is another common means of parametricallymodeling speech. An HMM assumes that speech is composed of a set of statisti-cally independent subsources, where each subsource represents a particular class



CHAPTER 1. INTRODUCTION 4of statistically similar sounds [2]. The transition from one subsource to anotheris controlled by a �rst-order hidden Markov chain. The HMM based Wiener �lter[23, 24, 8, 25] has been a popular choice for robust automatic speech enhancement.Ephraim et al. [23] have used a MAP approach that utilizes the expectation-maximization (EM) algorithm to estimate the clean signal from the noisy speech.Ephraim [24, 25] has used the minimum mean square error (MMSE) method thatgives better enhancement results compared with that of MAP estimation whichneeds to iterate many times to achieve an acceptable result [8]. The MMSE basedHMM is modi�ed further by Sameti [8, 26] by incorporating multiple state-mixturebased models for speech and noise. This model also incorporates the dynamic na-ture of the speech signal based on work done by Deng et al. [27, 28]. [29] usescepstral domain modeling of speech and noise processes with MMSE method.Dynamic �ltering techniques, such as Kalman �ltering, also provide a goodestimate of clean speech given noisy speech. The Kalman �lter is based on a state-space approach whereby a process state equation models the dynamics of the speechsignal generation process and an observation state equation models the noisy signal.Paliwal et al. [30] have shown that a autoregressive (AR) model based Kalman �lterand the delayed Kalman �lter perform better than that of the stationary and thenonstationary Wiener �lters. Gibson et al. [5] have implemented AR model basedscalar and vector Kalman �lters for both white and colored measurement noiseassumptions for both speech enhancement and coding. As with any model basedenhancement, the parameter estimation problem remains a big issue for AR modelbased Kalman �lters when only noisy speech is available[31, 32, 33]. [31] usespower spectral density of speech signals to calculate the AR parameters. The EMalgorithm has been used by [34, 32, 33] for iterative parameter estimation. Lee etal. [35] have proposed a Kalman �lter algorithm with a hidden �lter model (HFM)



CHAPTER 1. INTRODUCTION 5of the clean speech signal. The HFM is an AR model with its parameters associatedwith �rst-order Markov chain.In this thesis, we will review AR model based Kalman �lter [30, 5] and HMMbased Wiener �lter [24, 25, 8], which provide us with insights for the problemsassociated with an AR and an HMM model for speech. In the following section,we will discuss the motivations that led to modi�cations of the conventional whitenoise excited AR model. We shall be considering the problem of enhancing speechcorrupted by additive white noise. The proposed dynamical models will be usedwith Kalman �ltering for estimating de-noised speech.1.2 Thesis Motivations, Objectives andContributionsIn this section, we �rst present the motivations that fueled our interest in usingvoice source models for speech enhancement. We then discuss our objectives andfollow with an outline of the contributions of this thesis.1.2.1 MotivationsAn AR model excited by a white noise process[16, 18] has traditionally been afavorite choice for modeling speech. One of the advantages of this type of ARmodel is the existence of e�cient parameter estimation procedures known as lin-ear predictive (LP) analysis. Secondly, a white noise excited AR model providesan approximate representation of all speech types, including voiced and unvoicedspeech[16]. Finally, such AR models have a state space representation that can be



CHAPTER 1. INTRODUCTION 6used with the Kalman �lter algorithms for estimating de-noised speech from noisyspeech. The main limitation of the white noise driven AR model is that it failsto take into account the e�ects of the voice source, especially in the case of voicedspeech. This aw, which is quite evident in quasi-periodic AR residuals, has beenone of the motivations behind our interest in modifying a white noise driven ARmodel. The development of the source-�lter theory of speech production initiallyproposed by Fant[3] also has an impact on our research. According to this linearspeech production theory[36, 37, 38], the speech signal or pressure wave, measuredat a microphone, is produced by the combined e�ects of the voice source excita-tion, vocal tract articulation and radiation from the lips or nostrils. This theory alsoprovided good motivation for proposing di�erent models for various speech typesbased on the nature of the associated excitation. The concept of the source-�ltertheory has been well utilized in speech analysis and synthesis. A precise and versa-tile model of the voice source is vital for production of natural sounding syntheticspeech [39]. A number of deterministic voice source models have been proposed forspeech synthesis and analysis [40, 41, 1]. Such deterministic models also providedgood motivation for adding a source excitation model to the white noise driven ARmodel.1.2.2 ObjectivesOne of the two main objectives of this thesis is to propose alternative appro-priate models for various speech types. Another objective is to establish perfor-mance benchmarks or limits by studying speech-enhancement in detail for individ-ual phoneme classes under arbitrarily well-characterized circumstances. For mod-eling the glottal excitation we shall be making explicit assumptions about knownpitch locations for voiced speech. We shall be using clean speech for estimating AR



CHAPTER 1. INTRODUCTION 7and Kalman �lter parameters. Although such circumstances might appear arti�cial,they are essential in understanding the intrinsic factors which limit enhancementperformance | an understanding which may improve enhancement algorithms inmuch broader, less constrained conditions.1.2.3 ContributionsOne of the contributions of this thesis is the comparative study of HMMs andAR models. We have investigated advantages and drawbacks of the state-of-the-art HMM based and AR model based enhancement systems. One of the signi�-cant contributions of this thesis are implementing impulsive models for individualphoneme classes. As each phoneme class has di�erent production mechanism, wehave proposed and implemented three types of Impulsive AR models which includeimpulsive driving terms which are tentative models for various types of excitationsources. In the �rst type of model, the glottal excitation, for voiced speech suchas vowels, semivowels, diphthongs and nasals, is modeled by a train of impulsesspaced according to pitch periods. The second impulsive model, for voiced stopsand voiced a�ricates, models the voiced excitation by an impulse train and the plo-sive excitation by a single pulse marking the onset of the burst and white noise. Thethird model, for unvoiced stops and unvoiced a�ricates, uses the plosive excitationterm and white noise.Due to inclusion of an impulsive term, the conventional AR parameter estima-tion procedure needed to be modi�ed. We have also proposed a novel AR parameterestimation procedure that takes account of the impulsive driving term and esti-mates the AR parameters and the amplitudes of the individual impulses. We havedemonstrated the appropriateness of our models by applying such models to a wide



CHAPTER 1. INTRODUCTION 8variety of phonemes. We also have clearly demonstrated the limits to performancefor Kalman �lter based enhancement by making a number of model assertions andparameter assumptions. Impulsive models have shown remarkable improvementsin output signal-to-noise ratios (SNRs) over the conventional AR model driven bywhite noise.The success of impulsive ARmodels over the conventional white noise driven ARmodels has motivated us to use a more sophisticated model for the voice source.Another signi�cant contribution is the proposal of using an LF based model forvoiced speech. An LF model is based on the glottal model proposed by Fant, Lil-jencrants and Lin[1]. The LF model has been well received in speech synthesis andanalysis for a long time, but it has yet to make an impact on speech enhancement.Parameter estimation problems associated with an LF model for speech enhance-ment are completely di�erent from those of speech synthesis. A novel parameteroptimization algorithm has been proposed for LF models for speech enhancement.The optimization algorithm gives the LF parameter estimates in two steps. The ini-tial step gives the initial estimates using a Minimum Finder Algorithm (MFA). Thelatter step uses the initial estimates to �nd the �nal estimates using a Grid SearchAlgorithm (GSA) via co-ordinate optimization. For estimating the AR parame-ters we have used similar parameter estimation procedure proposed for impulsivemodels only in this case the driving term being an LF model. We have clearlydemonstrated the applicability of an LF model, over an impulsive or a conventionalwhite noise model, as an excitation model for voiced speech. Finally, we also discussthe limits to performance for an LF model based Kalman �lter.



CHAPTER 1. INTRODUCTION 91.3 Thesis OrganizationChapter 2 presents the background relevant to impulsive and LF model based ARmodels for speech enhancement. It begins with a brief introduction to the typeof speech enhancement problem we are interested in this thesis. It then brieyintroduces the white noise excited AR model and the Wiener �lter. The nexttwo sections discuss HMM and Kalman �lter based systems. Next, we review theanatomy and physiology of the human speech production system followed by thediscussion of the phonemes used in North American English. Finally, we presenta concise description of the TIMIT database used to supply the speech data forenhancement.Chapter 3 proposes and implements impulsive AR models for speech enhance-ment. We begin by discussing the drawbacks of a white noise excited AR model,followed by a review of the performance of the two state-of-the-art speech enhance-ment systems: AR model based Kalman �lter and HMM based Weiner �lter. Thenext section reviews the production mechanism of various phoneme classes. Wepropose impulsive AR models for various phoneme classes in the next section. Thenext three sections discuss the Kalman �lter algorithms, the AR parameter esti-mation techniques for impulsive models and the model assertions and assumptions.Finally, enhancement results for impulsive models are presented and discussed.Chapter 4 concentrates on proposing and implementing an LF excitation modelfor voiced speech enhancement. This chapter begins by motivating a need for moresophisticated excitation models compared to tentative impulsive models. The nextsection reviews some of the voice source used in speech synthesis, and discussesthe feasibility of the LF voice source model for speech enhancement, followed bya discussion of an LF model. Next, we propose an optimization procedure for LF



CHAPTER 1. INTRODUCTION 10parameter estimation. Finally, the results for LF model based enhancement arepresented and discussed.Chapter 5 summarizes the results of this thesis and presents a number ofdirections for future research.



Chapter 2BackgroundThe main objective of this chapter is to motivate a foundation for voice sourcemodel based enhancement. Section 2.1 discusses the speech enhancement problemin general while Section 2.2 presents the white noise driven autoregressive modelmost commonly used in speech processing. As mentioned in Chapter 1, we shallbe comparing performances of the state-of-the-art HMM based Wiener �lter andAR model based Kalman �lter systems in Chapter 3. Section 2.3 therefore brieymentions Wiener �ltering before reviewing an HMM based system in Section 2.4.Section 2.5 is dedicated to the autoregressive model based Kalman �lter. As weshall be proposing voice source model based enhancement system (in Chapters 3and 4) based on the production mechanism of the smallest speech units (phonemesor phones), we discuss the speech production system in Section 2.6. We brieymention the phonemes used in North American English in Section 2.7. Finally,Section 2.8 discusses the TIMIT database in a concise manner as we shall be usingthe speech data from the TIMIT database.11



CHAPTER 2. BACKGROUND 122.1 Speech Enhancement ProblemSpeech enhancement deals with minimizing e�ects of noise on speech by improvingthe perceptual quality of noisy speech, improving the performance of machine rec-ognizers in a noisy environment or immunizing speech coders against input noise[2].As mentioned in Chapter 1, in this thesis we shall be dealing with only the �rsttype of speech enhancement problem. Let fz(t)g; z(t) 2 < be a random processmodeling the noisy speech. Let fx(t)g; x(t) 2 < denote a random process model-ing the clean speech while let fv(t)g; v(t) 2 < be a random process representingmeasurement noise modeled as a Gaussian white noise. Let us assume thatz(t) = x(t) + v(t) 0 � t � T (2.1)and that fx(t)g and fv(t)g are statistically independent and that fv(t)g is a whiteGaussian process with a zero mean and a variance of �2v. The speech enhancementproblem, in the context of this thesis, concerns the estimation of the clean speechx(t) from the noisy speech z(t), given a model for clean speech and a model for noisyspeech. As pointed out by (2.1), in this thesis we shall only be dealing with additivenoise, or more speci�cally, with additive Gaussian white noise. The two models,used for representing speech, discussed in this chapter, are an Autoregressive (AR)model and an Hidden Markov model (HMM). Our research is concentrated onmodifying the excitation term associated with an AR model. We present in thefollowing section, a detailed discussion of an AR model with white noise excitation.2.2 Autoregressive (AR) Speech ModelIn this section, we present an AR or an all-pole model which is one of the mostpopular models for representing speech waveforms[18, 16, 42]. This model is based



CHAPTER 2. BACKGROUND 13on an acoustic analysis of the speech production system[16, 43]. The popularity ofthe AR model stems from its simplicity, and because the human vocal tract duringvoicing can be modeled by an all-pole system[16]. Furthermore, although unvoicedspeech and nasals introduce zeros into the system, since the zeros of the transferfunction of the vocal tract lie inside the unit circle, [16] they can be approximatedby an all-pole system with su�ciently many poles. In such model, a speech sampleis approximated as a linear combination of past speech samples and a white noiseterm. Let us assume that the clean speech sequence x(t) is generated according toan Nxth order AR model, x(t) = NxXi=1 aix(t� i) + w(t) (2.2)where w(t) is a zero mean, white Gaussian process with variance �2w and ai is theith AR coe�cient. w(t), is also known as process noise.Another advantage of an AR model is that its parameters can be estimatedaccurately using the method of linear predictive(LP) analysis. Among many for-mulations of LP analysis, the covariance method [16, 18] and the autocorrelationmethod [18, 21, 16] have been used extensively in speech processing. It has beenshown in [16] that a predictor order of 12 gives a reasonable estimate for all speechtypes. Finally, because (2.2) can be rewritten in state-space form, the Kalman �ltercan be used to compute the optimal estimates x̂(t) of x(t) [30, 5].2.3 Wiener FilterWiener �lter based enhancement algorithms have been used widely in speech be-cause of the simplicity of implementing the Wiener �lter[12, 44, 2]. A Wiener �lter,represented by the coe�cient vector W accepts a noisy signal z(t) and yields the



CHAPTER 2. BACKGROUND 14minimum mean squared estimate (MMSE) x̂(t) of a desired signal x(t). An Op-timum solution for the coe�cients is obtained by mean square estimation (MSE)only when the input signal is stationary. The �lter output is given byx̂(t) = J�1Xi=0 Wiz(t� i) =WzT (t) (2.3)where the �lter input vector z(t)T = [z(t); z(t�1); : : : ; z(t�J�1)] and the Wiener�lter coe�cient vector WT = [W0;W1; : : : ;WJ�1]. The estimation error signal isgiven by e(t) = x(t)� x̂(t) = x(t)�WzT (t) (2.4)while the mean squared estimation error is given by,E[e2(t)] = E[x(t)�WzT (t)]2 = E[x(t)2]� 2Wrzx +WRzzWT (2.5)where E[�] denotes the expectation, Rzz = E[zT (t)z(t)] is the correlation matrixof the noisy signal and rzx = E[zT (t)x(t)] denotes the cross correlation vector ofthe desired and input noisy signals. The coe�cients of the �lter, obtained byminimizing the mean squared error E[e2(j)] with respect to �lter coe�cient vectorW, are given by W = R�1zz rzx (2.6)The system of equations in (2.6) are known as Wiener-Hopf equations [45].The basic Wiener-Hopf equations in (2.6) can only be applied to stationarysignals. For nonstationary speech signals, a number of methods have been proposedbased on short-time power spectra [8, 30]. These nonstationary Wiener �lters can beused only for the signals which are stationary over a small segment of time. We shallnot go into details on frequency domain formulation of Wiener �lter theory [45, 44]but rather just present the formulation frequently used in speech enhancement. For



CHAPTER 2. BACKGROUND 15the uncorrelated signal x(t) with the noise v(t) in (2.1), the autocorrelation matrixRzz of the noisy signal is given by,Rzz = Rxx +Rvv (2.7)and the cross correlation vector rzx is expressed asrzx = rxx (2.8)where Rxx and Rvv respectively are autocorrelation matrices for clean signal andnoise. Substituting (2.7) and (2.8) into Wiener-Hopf equations (2.6), gives anoptimal linear �lter coe�cients for noise �ltering,W = (Rxx +Rvv)�1rxx (2.9)Applying a Fourier transform to both sides of (2.9), we obtain a very useful formu-lation of Wiener �lter used in speech enhancement, the transfer function H(|!) fora Wiener �lter is given by [8, 12],H(|!) = Sxx(!)Sxx(!) + Svv(!) (2.10)where Sxx(!) and Svv(!) denote the clean speech and noise power spectra. Weshall be using this form of Wiener �lter given by (2.10) with the hidden Markovmodel based enhancement system which is discussed in the following section.2.4 HiddenMarkovModel (HMM) Based SpeechEnhancementOne popular parametric statistical model for speech is the hidden Markov model(HMM) [21, 23, 24, 25]. The main reason behind their popularity, is that HMMs



CHAPTER 2. BACKGROUND 16are the most general models known for speech processing. An HMM is a compos-ite statistical model composed of statistically independent subsources where eachsubsource may represent various phonemes or di�erent con�gurations of the vocaltract[2]. In Section 2.4.1, we de�ne some of the very basic concepts of stochasticprocesses that form the basis for an HMM followed by a presentation of a completeparameter set for an HMM. Next in Section 2.4.2, we explain the HMMs speci�cto speech recognition and enhancement and de�ne the parameter sets for speechenhancement. Sections 2.4.4 and 2.4.5 respectively are dedicated to the trainingand the �ltering procedures involved in an HMM based MMSE (with Wiener �lters)speech enhancement.2.4.1 Hidden Markov Models (HMMs)An HMM is a double layered �nite state stochastic process where the selectionof states of an observable process is governed by a hidden Markov chain. A �rstorder Markov chain is a stochastic process where the conditional distribution ofany future state, given the past states and the present state, is independent of thepast states and dependent only on the present state [46]. In an HMM, each statedependent probability distribution (PD) can be chosen to be a mixture of Gaussianor any other type of PD. Each Gaussian mixture can be further assumed to be anAR process of the given order for convenient parameterization of the covariancematrices characterizing the Gaussian subsources[2]. Based on the state-to-statetransition, there are various con�gurations for HMMs. One such con�guration isan ergodic HMM. By ergodic HMM we mean that every state can be reached fromevery other state of the model in a �nite number of steps[21]. Figure 2.1 showsa three state ergodic or fully connected HMM structure. Another example of theHMM structure is the left-right
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13Figure 2.1: A fully connected three state HMM structure.model where transitions are allowed only from a left to a right state. An HMMis usually characterized by the number of states, the number of mixtures, the initialtransition probability, the transition probabilities for one state to another and themixture coe�cients.Let us present the parameters that are used to characterize an ergodic auto-regressive (AR) HMM [8]:� NS , the number of states [S1; S2; : : : ; SNS ] in the model.� Nm, the number of mixtures [M1;M2; : : : ;MNm ] per state.� The set of initial probability distributions, �hmm = f�ig where�s0 = P (s0 = Si); 1 � i � NS (2.11)where s0 is the state at time 0.



CHAPTER 2. BACKGROUND 18� The set of the state transition probabilities, h = fhst�1stg wherehst�1st = P (st = Sjjst�1 = Si); 1 � i; j � NS (2.12)where st is the state at time t.� The set of mixture weights, c = fcmtjstg wherecmtjst = P (mt = Mkjst = Sj); 1 � k � Nm; 1 � j � NS (2.13)where cmtjst expresses the probability of choosing the mixture mt given thatthe process is in state st.� a = fakjjg with akjj being the AR parameter set of a zero-mean Nxth orderGaussian AR output process corresponding to state and mixture pair (j; k),where akjj = fakjj(0); akjj(1); :::; akjj(Nx); �2kjjg, akjj(0) = 1, �2kjj being thevariance for i; j = 1; 2; :::; NS and k = 1; 2; :::; Nm.� Let � = (�hmm; h; c; a) be the parameter set for a Gaussian AR HMM.2.4.2 HMMs for Speech ProcessingHMMs have long been used as a reliable statistical model for speech as it can modelthe nonstationary nature of speech by transitions between di�erent states. A largenumber of states can be used to represent di�erent spectral prototypes of speech.As mentioned earlier a state dependent probability density can be chosen to be amixture of Gaussian probability densities. An advantage of such representationsis that we get �ner models of speech data[2]. In the case of speech recognition,a separate left-right model is used to characterize the temporal structure of everyspeech unit which may be a phoneme or a word[8]. As each model contains the



CHAPTER 2. BACKGROUND 19ordered sequence of stochastic properties corresponding to a particular speech unit,transitions from a higher indexed to a lower indexed state is prohibited. In aleft-right model similar speech properties, i.e., similar speech units occurring indi�erent frames of time, are assigned to di�erent states depending on the context.The objective in speech recognition is to �nd models with maximal separation sothat they give as di�erent likelihoods as possible for pattern recognition purposes.For speech enhancement, we have di�erent objectives and thus the modelingproblem is di�erent from that of speech recognition[8]. We need two distinct modelsfor clean speech and for noise to estimate the de-noised speech from the noisyspeech. We require that an HMM extracts the general spectral properties of cleanspeech regardless of the phoneme, word or sentence. Such types of HMMs arenecessary to di�erentiate the speech from the noise. Hence, we need to only modelthe averaged out or the global characteristics of speech and noise. Unlike speechrecognition there are no constraints on the transition probabilities in enhancementmodels i.e. an ergodic HMM model can be used for enhancement. HMMs can alsobe used to model a wide variety of noise encountered in practice[2].Now for speech enhancement, let us apply the generic ergodic HMM parameterset (described earlier) to de�ne HMM parameter sets for clean speech and noise.Thus let �x = (�hmm; h; c; a)x be the parameter set for a Gaussian AR HMMmodeling the clean speech x while �v = (�hmm; h; c; a)v be the parameter set for aGaussian AR HMM modeling the noise v.There are two steps in HMM based enhancement (details in Chapter 3). FirstHMMs are trained (discussed in the following section) for clean speech and noise.Then the noise model together with the clean speech model is used to �lter outthe noise from the noisy signal. Two distortion measures commonly used in HMMbased speech enhancement are the minimum mean square error (MMSE) [24, 25, 8]



CHAPTER 2. BACKGROUND 20and the maximum a posteriori (MAP) [23] estimation. It has been shown in [2, 8]that MMSE estimation has computational advantages over MAP estimation basedenhancement. Thus we shall only discuss the MMSE estimation associated withHMM as proposed in [24].2.4.3 Problem Formulation for HMM based EnhancementLet z4=fzt; t = 0; : : : ; T � 1g; zt 2 <K be a sample function of the noisy speech,where <K representsK dimensional Euclidean space (frame-length). Let x4=fxt; t =0; : : : ; T � 1g; xt 2 <K and v4=fvt; t = 0; : : : ; T � 1g; vt 2 <K respectively representsample functions of the clean speech and the noise process. z, x and v are related toeach other according to equation 2.1, where x and v are statistically independent.Let p�x(x) and p�v(v) be the PDF of a Gaussian AR HMM for the clean signaland noise respectively. Let s4=fst; t = 0; : : : ; T � 1g; st 2 1; : : : ; NS, be a sequenceof states corresponding to x and let m4=fmt; t = 0; : : : ; T � 1g;mt 2 1; : : : ; Nm bea sequence of mixtures corresponding to (s; x).2.4.4 Training HMMs for Clean Speech and NoiseThe PDF of a Gaussian AR HMM for the clean signal p�x(x) is given by [24, 8],p�x(x) = Xs Xm p�x(s;m; x) (2.14)= Xs Xm fT�1Yt=0 hst�1stcmtjstb(xtjmt; st)g (2.15)where b(xtjmt; st) is the PDF of the output vector xt given (mt; st). For Nxth orderAR process with zero mean, if K � Nx, we have [47],b(xtjmt; st) = expf�B=(2�2i;j)g(2��2k;j)K=2 (2.16)



CHAPTER 2. BACKGROUND 21where B is the autocorrelation function de�ned as,B 4= rt(0)rk;j(0) + 2 NxXn=1 rt(n)rk;j(n); (2.17)rt(n) = PK�n�1l=0 xt(l)xt(l+ n) and rk;j(n) = PNx�n�1l=0 hk;j(l)hk;j(l+ n) are autocor-relation sequences for 1 � k � Nm and 1 � i; j � NS.As we have de�ned a complete parameter set �x = (�hmm; h; c; a)x for an ARHMM process for clean speech, we are now left with the problem of given a trainingsequence x, how do we obtain a maximum likelihood (ML) estimate of the parameterset �x = (�hmm; h; c; a)x, that is,max�x ln p�x(x) = max�x lnXs Xm p�x(s;m; x) (2.18)This maximization is usually carried out by using the Baum algorithm [24].An approximate maximum likelihood estimate of the parameter set can also beobtained using segmental k-means method [8] when the double sum in (2.18) isdominated by a single state and mixture sequence and the parameter set can bemaximized along that dominant sequence, that is,maxs;m;�x lnXs Xm p�x(s;m; x): (2.19)The segmental k-means method being computationally more e�cient than theBaum algorithm [8], we have used it in our work for parameter estimation forHMMs. A good initial model is required for the k-means reestimation methodas it only computes a local maximum of an objective function (given by (2.19)).The initial model for segmental k-means method is obtained from vector quanti-zation of the training data using the generalized Lloyd algorithm(GLA) with theItakura-Saito distortion measure[8, 48]. The training procedure for HMMs consistsof two main steps, namely, vector quantization (VQ) and segmental k-means (SKM)



CHAPTER 2. BACKGROUND 22method for estimating the parameter sets �x and �v for the clean speech and noisemodels respectively.Vector Quantization (VQ)The generalized Lloyd algorithm is used to design a (NS�Nm) VQ code-book for anHMM with NS states and Nm mixtures. Codewords are successively split, startingfrom the centroid of the training data, until an NS entry code-book is obtained.Each code-word consists of the AR parameter set and the gain term associated withthem. In each step, the code-word with the largest residual energy is selected to besplit by perturbing by two small values to obtain two new AR models. To ensurethe stability of the perturbed models, the reection coe�cients associated with theAR models are �rst calculated and then multiplied by two numbers close to 1,�nally the corresponding AR models are obtained from these perturbed reectioncoe�cients [8]. After each perturbation GLA (details in [48]) is used to optimize thecode-book. This process of splitting and optimization is carried out until desiredsize NS is reached.The mixtures within each state codeword are determined using the same iter-ative procedure with the AR models initially in the parent partition. Thus, aninitial estimate for the AR parameters of NS state and Nm mixture HMM is ob-tained. Then the training data is clustered using the estimated code-words andthen the initial estimate for (�hmm; h; c; a) parameters is obtained from the relativefrequencies at which the initial state, state transition and mixture component arechosen.



CHAPTER 2. BACKGROUND 23Segmental k-Means Algorithm (SKM)Here we discuss the algorithm for modeling with N number of training sequences ofspeech data. Given N training sequences of speech data, an approximate maximumlikelihood estimate of the parameter set �x is obtained using the SKM algorithm[49]. The parameter set is estimated along with the most likely sequence of statesand mixture components. The objective function we maximize in this case is [8],ln p�x(s;m; x) = NXn=1 ln p�x(sn;mn; xn): (2.20)The maximization of (2.20) is carried out in two stages. First starting with aninitial model �x, the optimal state and mixture sequence (soptn ;moptn ) for the nthtoken is obtained using a Viterbi algorithm [21]. Viterbi search gives the optimalstate and mixture sequence for each training sequence using the following metricpath, ln �j + ln ckjj + ln b(y0;njm0;n = k; s0;n = j) t = 0ln ai;j + ln ckjj + ln b(yt;njmt;n = k; st;n = j) 1 � t < Tn (2.21)Once the optimal path is obtained the model parameters are re-estimated in thesecond stage of maximization. The parameter re-estimation formulae being,�0j = 1N NXn=1 NmXk=1P0;n(j; k) (2.22)a0i;j = PJn=1PTn�1t=1 PNmk=1 Pt;n(i; j; k)PNSj=1PNn=1PTn�1t=1 PNmk=1 Pt;n(i; j; k) (2.23)c0kjj = PNn=1PTn�1t=1 Pt;n(j; k)PNmk=1PNn=1PTn�1t=1 Pt;n(j; k) (2.24)where Pt;n(j; k) is the probability of being in state j and choosing mixture k attime t given the model �x and xn while Pt;n(i; j; k) is the probability of transition



CHAPTER 2. BACKGROUND 24from state i at time t � 1 to state j at time t given the model �x and xn. Theseprobabilities can be calculated using the forward-backward algorithm[23]. Thisprocess of alternative maximization is carried out until the convergence of (2.20).2.4.5 HMM Based Minimum Mean Square Error (MMSE)EnhancementThe HMM based MMSE enhancement system [8, 24] we are going to discuss, usesa multiple state and mixture noise model to accomodate non-stationarity in noise.The system is designed to determine an estimate x̂t of clean speech xt, wherex̂t = Efxtjzt0g= Z xtp(xtjzt0)= R xtp�s(xt0)p�v(zt0 � xt0)dxt0R p�s(xt0)p�v(zt0 � xt0)dxt0 (2.25)We shall not go into the detailed derivation of x̂t which is estimated using theforward algorithm in [24] but rather present the solution as,x̂t = NSxXj=1 NmxXk=1 NSvX�=1 NmvX�=1 Pt(j; k; �; �jzt0)Efxtjzt; stx = j;mtx = k; stv = �;mtv = �g;(2.26)where Pt(j; k; �; �jzt0) is the posterior probability of speech state j and mixture k,and noise state � and mixture � at time t given the noisy signal zt0.In (2.26) we notice that the MMSE estimator of xt given zt0 is a weighted sumof the individual MMSE estimators of the output processes generated by the cleanspeech HMM, where the weights are the probabilities that the individual estima-tors are the correct ones for the given noisy signal [8]. The exact evaluation ofEfxtjzt; st = j;mt = k; nt = �; pt = �g is not trivial. It has been shown by Ephraim



CHAPTER 2. BACKGROUND 25[24] that if the variances of the innovation process of the AR sources are assumed tobe circulant, Efg(xt)jzt; st = j;mt = k; nt = �; pt = �g can be given by the Wiener�lter where xt = fXt(k); k = 0; 1; :::;K�1g, Xt(k) being the kth component of thediscrete Fourier transform(DFT) of xt.There are two major problems in HMM for speech enhancement [8]. First, sucha model requires a large number of states to accomodate rapidly varying speechsignals. This increases the computational complexity together with the risk ofa�ecting the performance of HMMs for slowly varying speech signals. The secondproblem with HMMs is that since a constant mean is assumed for the observationprobability within each state and di�erent states have di�erent mean values, thecontinuity of speech features is a�ected. We shall be discussing the performance ofMMSE based HMM speech enhancement in the following chapter.2.5 The Kalman Filter Based SpeechEnhancementThe fact that AR state-space models for speech can be used with the Kalman �lterhas given good motivation for using the Kalman �lter for speech enhancement[5, 30].As we shall be using, the Kalman �lter as an estimator, in next two chapters, wepresent an extensive derivation of the Kalman �lter algorithms[50, 45, 51]. TheKalman �ltering problem for a linear dynamic system is formulated in terms of twobasic equations: the process equation that describes the dynamics of the system interms of a state vector and the measurement equation that describes measurementnoise incurred in the system.Let an Nx-dimensional parameter vector x(t) denote the state of the discrete-time, linear, dynamical system and let z(t) denote the observed data of the system



CHAPTER 2. BACKGROUND 26at time t. The canonical state space model for the AR model in (2.2) is given by[5, 30], x(t) = Fx(t� 1) +Gw(t) (2.27)where x(t)T = [x(t�Nx + 1) x(t�Nx + 2) : : : ; x(t)] and x(t) = 0 for t � 0,the state-transition matrix F is given byF = 26666666666664 0 1 0 : : : 0 00 0 1 : : : 0 0... ... ... ... ...0 0 0 : : : 0 1aNx aNx�1 aNx�2 ::: a2 a1 37777777777775where the aNx is the Nxth order AR coe�cient, and the process matrix G is givenby, G = � 0 0 : : : 0 0 1 �Tand the observation model for (2.1) is given by,z(t) =HTx(t) + v(t) (2.28)where the observation matrix is given by,H = GThe noise sequences fw(t)g and fv(t)g are zero mean Gaussian white noise processeswith variances qw = �2w and qv = �2v respectively and are uncorrelated. For all tand k, we can write, Efw(t)g = 0; Efw(t)w(k)g = qw�t;k (2.29)Efv(t)g = 0; Efv(t)v(k)g = qv�t;k (2.30)



CHAPTER 2. BACKGROUND 27Efw(t)v(k)g = 0; Efx(t)v(k)g = 0: (2.31)If x(t) and z(t) are assumed to be be jointly Gaussian the Kalman �lter is anestimator which gives optimal estimate of the x(t) given the noisy data fz(t); z(t�1); : : :g. For such a Gaussian distribution, the optimal estimate is the MMSEestimate given by x̂(tjt) = E[x(t)jz(t); z(t� 1); : : :] (2.32)The corresponding state estimation error covariance �x(tjt) is then de�ned as,�x(tjt) = Ef�x(tjt)�x(tjt)Tg (2.33)where �x(tjt) = x(tjt) � x̂(tjt)T is the state estimation error. Similarly, the onestep predicted error of x(tjt) is �x(tjt� 1) = x(tjt)� x̂(tjt� 1) and associated errorcovariance matrix �x(tjt� 1) is de�ned as�x(tjt� 1) = Ef�x(tjt� 1)�x(tjt� 1)Tg (2.34)In solving the Kalman �ltering problem, we shall use the innovation approach thattakes advantage of a special stochastic process called the innovation process [52, 45]which we shall introduce in the following section.2.5.1 The Innovations ProcessLet ẑ(tjt� 1) be the MMSE estimate of the observation z(t) at time n given all thepast observations upto time n�1, that is, given z(1); z(2); : : : ; z(t�1). ẑ(tjt�1) isalso known as one-step prediction of z(t). We can now de�ne the forward predictionerror as, �z(tjt� 1) = z(t)� ẑ(tjt� 1) (2.35)



CHAPTER 2. BACKGROUND 28According to the principle of orthogonality[45], �z(tjt� 1) is orthogonal to all pastmeasurements, i.e. to fz(1),. . . ,z(t-1)g. In (2.35) we see that the new informationabout the measurement z(t) at time t is accommodated in the forward predictionerror �z(tjt� 1). Hence, the name innovation for �(t) = �z(tjt� 1). The innovationprocess is a stochastic process that has the following properties [45]:� The innovation �(t) associated with the observation z(t) at time n is orthog-onal to all past observations,E[�(t)z(k)] = 0; 1 � k � t� 1 (2.36)� The innovation process consists of orthogonal random variables,E[�(t)�(k)] = 0; 1 � k � t� 1 (2.37)� There is one-to-one correspondence between the observations fz(1); z(2); : : : ; z(t�1)g and the innovation process f�(1); �(2); : : : ; �(t� 1)g.2.5.2 State Variable EstimationAccording to the measurement model (2.28), there is a linear relationship betweenthe state vector x(t) and observation z(t). Since there is one to one correspon-dence between the observations and the innovation process as stated in the previ-ous section, x(t) must be linearly related to the innovation �(t) associated with theobservation z(t). Again for a Gaussian time-varying process, the optimal MMSEestimator is linear [53]. Thus, we can express x̂(tjt), the MMSE estimate, of thestate vector x(t), as linear combinations of the innovation sequence, that is,x̂(tjt) = tXk=1Bt(k)�(k) (2.38)



CHAPTER 2. BACKGROUND 29where fBt(k)g is a set of Nx-dimensional vectors to be determined. According to theprinciple of orthogonality[45], in order for the cost function to attain its minimumvalue in the mean square sense, the state estimation error �x(tjt) and the observationz(t) are orthogonal. Thus, according to the properties of the innovations, the stateestimation error must also be orthogonal to the innovation �(t), that is,Ef�x(tjt)�(k)g = Efx(t)� x̂(tjt))g�(k) (2.39)= 0 k = 1; 2; : : : ; tUsing (2.38) and (2.37), we rewrite (2.39) as,Bt(k) = Efx(t� 1)�(k)gr�1� (2.40)where r� = Ef�(k)2g is the zero-lag autocorrelation for �(k). Substituting (2.40)and (2.27) in (2.38) and making use of the fact that Efw(k)�(k)g = 0 for 0 � k � t,we express the MMSE estimate for x(tjt) as,x̂(tjt) = Fx̂(tjt� 1) + Efx(t� 1)�(t)gr�1� �(t) (2.41)De�ning, � = Efx(t� 1)�(t)gr�1� (2.42)and since according to (2.35) and (2.28), the innovation �(t) and z(t) are relatedby, �(t) = z(t)�HFx̂(t� 1jt� 1) (2.43)we de�ne the state vector estimate as,x̂(tjt) = Fx̂(t� 1jt� 1) � �(t)[z(t)�HTFx̂(t� 1jt� 1)] (2.44)= Fx̂(t� 1jt� 1) � ��(t) (2.45)From (2.44) we observe that the MMSE estimate of the state of a linear dynamicalsystem can be estimated by adding a correction term f��(t)g to the product of the



CHAPTER 2. BACKGROUND 30previous state estimate x̂(t� 1jt� 1) and the state transition matrix F. Thus � isrefered to as Kalman gain.2.5.3 Kalman GainIn this section, we express the Kalman gain � in a convenient form for computation[45,50, 53]. We rewrite the expression for the Kalman gain, by substituting for x(t�1)and the innovation �(t) = H�x(tjt� 1) + v(t), as,� = Efx(t)�x(tjt� 1)gHr�1� (2.46)As �x(tjt� 1) and x(t� 1) are orthogonal,� = Ef�x(tjt� 1)T �x(tjt� 1)gHr�1� (2.47)= �x(tjt� 1)r�1� (2.48)= �x(tjt� 1)H[HT�x(tjt� 1)H+ qv]�1 (2.49)where the one step state prediction error covariance �x(tjt� 1) is given by,�x(tjt� 1) = F�x(t� 1jt� 1)FT +GqwGT (2.50)and state estimation error covariance �x(tjt) is given by,�x(tjt) = [I� �(t)HT ]�(tjt� 1) (2.51)2.5.4 Summary of Kalman Filter AlgorithmsIn this section we summarize Kalman Filter Algorithms derived in the previoussubsections[45, 51, 53].



CHAPTER 2. BACKGROUND 31Priors: x̂(0j0) = 0 (2.52)�x(0j0) = [0]Nx�Nx (2.53)Prediction Steps: x̂(tjt� 1) = Fx̂(t� 1jt� 1) (2.54)�x(tjt� 1) = F�x(t� 1jt� 1)FT +GqwGT (2.55)Update Steps: �(t) = F�x(tjt� 1)H[qv +HT�x(tjt� 1)H]�1 (2.56)x̂(tjt) = x̂(tjt� 1) + �(t)[z(t)�HT x̂(tjt� 1)] (2.57)�(tjt) = [I� �(t)HT ]�x(tjt� 1) (2.58)The speech sample estimate x̂ at time t is �nally found by,x̂(t) =HT x̂(tjt) (2.59)The simplicity of the Kalman �lter algorithm makes it an attractive candidate overa more complex HMM based system. The problem with this sort of implementationof the Kalman �lter is that we are using the AR model in (2.2) for modeling speechsignals. This model is not a good model for representing all speech types. Thus,AR parameters estimated with this model a�ect the enhancement capability ofKalman �lter. Gibson et al. [5] have presented a Kalman �lter formulation forcolored noise. It was found that the colored noise formulation gave only minorimprovement at the cost of increased implementation complexity. Hence we haverestricted our direction of research towards using the additive white measurementnoise formulation only.



CHAPTER 2. BACKGROUND 322.6 Speech Production SystemIn order to have a good model for representing the speech signal, we need to have agood understanding of the process of speech production. In the following subsection,we present a concise description of the anatomy and physiology of speech production[54, 43, 55].2.6.1 Anatomy and Physiology of the Human SpeechProductionThe speech production apparatus is comprised of three major anatomical subsys-tems [54]: the respiratory, the laryngeal and the articulatory subsystem. Figure2.2 depicts the speech production system. The respiratory subsystem is composedof the lungs, trachea or windpipe, diaphragm and the chest cavity. The Larynxand pharyngeal cavity or throat constitutes the laryngeal subsystems. The artic-ulatory subsystem includes the oral cavity and the nasal cavity. The oral cavityis comprised of velum, tongue, lips, jaw and teeth. In speech processing technicaldiscussions, the vocal tract is referred to the combination of the larynx, the pharyn-geal cavity and the oral cavity. The nasal tract begins at the velum and terminatesat the nostrils.The respiratory subsystem behaves like an air pump, supplying the aerodynamicenergy for the other two subsystems. In speech processing, the basic aerodynamicparameters are air volume, ow, pressure and resistance [54]. The main contri-bution of the respiratory subsystem for speech production is that when a speakerinhales air by muscular adjustments causing an increase in volume of the respi-ratory system, then the lungs release air by a combination of passive recoil and
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Figure 2.2: An illustration of the human speech production system after [43]muscular adjustments. Air release depends on the volume of air in the lungs andaerodynamic requirements. The laryngeal subsystem acts as a passage for air owfrom the respiratory subsystem to the articulatory subsystem. In the laryngealsubsystem, the larynx consists of various cartilages and muscles. For speech pro-duction, of particular importance are a pair of exible bands of muscle and mucusmembrane called vocal folds, stretching from the thyroid cartilage in the front tothe arytenoids cartilages at the rear. The vocal folds vibrate to lend a periodicexcitation for production of certain speech types which we will discuss in Chap-ter 3. The vocal folds come together or separate to respectively close or open thelaryngeal airway. The opening between the vocal folds is known as the glottis.



CHAPTER 2. BACKGROUND 34
Phonemes

Vowels

Front        Mid          Back
/ih/
/iy/
/eh/
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/ax/
/ah/
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/v/
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/zh/
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/s/
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/dh/

/h/
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/ch/

Aspiration

Figure 2.3: Classi�cation of Phonemes in American EnglishThe articulatory subsystem stretches from the top of the larynx up to the lips andnose through which the acoustic energy can escape. The articulators are movablestructures that shape the vocal tract, determining its resonant properties. Thissubsystem also provides an obstruction for some cases or generates noise for certainspeech types.2.7 Phonemes and PhonesLet us �rst de�ne some of the very basic speech representing units. A sequence ofvarious sound units constitute a speech signal. These sound units are manipulatedby the language rules known as linguistics[43]. The sound units, used as basic theo-



CHAPTER 2. BACKGROUND 35retical units for expressing linguistic meaning are called phonemes. Each phonemehas a unique set of articulatory gestures. These articulatory gestures specify thetype and location of speech excitation and the position or movement of the vocaltract articulators. In American English, there are 42 phonemes [43], [55]. Thesephonemes are divided into four broad classes: Vowels, Diphthongs, Semivowels andConsonants as shown in Table 2.3. Consonants include �ve classes of phonemes:Nasals, Stops, Fricatives, A�ricates and Aspiration. A phoneme is considered acontinuant if it is produced by a steady-state vocal tract con�guration excited byan appropriate source. Vowels, Fricatives, A�ricates and Aspiration are continuantphoneme classes. The remaining phoneme classes are produced by varying vocaltract con�guration.As the de�nition of a phoneme goes, it can be considered as an ideal unit ofsound with a set corresponding articulatory gestures. In reality accents, gender,coarticulatory e�ects etc. all give rise to variability of the same phoneme. Thus,from an acoustical point of view, a phoneme basically represents a class of soundswith similar meaning. The actual sounds units, generated while speaking, arereferred to as phones in speech literature [43].2.8 TIMIT DatabaseSince we shall be using speech data from the TIMIT database, we present a briefoverview of this database in this section. TIMIT is an acoustic-phonetic speechcorpus designed to provide speech data for the acquisition of acoustic-phoneticknowledge and for the development and evaluation of speech processing systems[56].It is prepared by the National Institute of Standards and Technology (NIST) withsponsorship from the Defense Advanced Research Projects Agency - Information



CHAPTER 2. BACKGROUND 36Science and Technology O�ce (DARPA-ISTO). TIMIT consists of a total of 6300sentences, 10 sentences spoken by each of 630 male and female speakers from 8major dialect regions of the United States. The speech data in TIMIT is dividedinto two broad groups: train and test for training and testing purposes. Each groupis further subdivided into eight dialect groups. There are four �les associatedwith each sentence data: a wave �le (.wav), a text �le (.txt), a word �le (.wrd)and a phone �le (.phn). The wave �le consists of waveform speech data with aheader. The speech waveforms are digitized at the sampling rate of 16 kHz andare stored in binary format. The text �le contains the associated orthographictranscriptions of the words in a sentence. The word �le is composed of the time-aligned word transcriptions while the phone �le consists of the time-aligned phonetictranscription. A more detailed description of the TIMIT phonetic lexicon can befound in [56]. Finally, in the table 2.1 and 2.2 we present the TIMIT phonetictranscription to be used consistently in this thesis.



CHAPTER 2. BACKGROUND 37Phone Symbol Example Phonetictype word transcriptionStops b bee BCL B iyd day DCL D eyg gay GCL G eyp pea PCL P iyt tea TCL T iyk key KCL K iydx muddy, dirty m ah DX iy, dcl d er DX iyA�ricates jh joke DCL JH ow kcl kch choke TCL CH ow kcl kFricatives s sea S iysh she SH iyz zone Z ow nzh azure ae ZH erf �n F ih nth thin TH ih nv van V ae ndh then DH e nNasals m mom M aa Mn noon N uw Nng sing s ih NGem bottom b aa tcl t EMen button b ah q ENeng washington w aa sh ENG tcl t ax nnx winner w ih NX axrTable 2.1: Phonetic transcription used in the TIMIT database for Stops, A�ricates,Fricatives and Nasals.



CHAPTER 2. BACKGROUND 38Semivowels l lay L eyel bottle bcl b aa tcl t ELr ray R eyw way W eyy yacht Y aa tcl tAspiration hh hay HH eyhv ahead ax HV eh dcl dVowels iy beet bcl b IY tcl tih bit bcl b IH tcl teh bet bcl b EH tcl tey bait bcl b EY tcl tae bat bcl b AE tcl taa bott bcl b AA tcl taw bout bcl b AW tcl tay bite bcl b AY tcl tah but bcl b AH tcl tao bought bcl b AO tcl toy boy bcl b OYow boat bcl b OW tcl tuh book bcl b UH kcl kuw boot bcl b UW tcl tux toot tcl t UX tcl ter bird bcl b ER dcl dax about AX bcl b aw tcl tix debit dcl d eh bcl b IX tcl taxr butter bcl b ah dx AXRax-h suspect s AX-H s pcl p eh kcl k tcl tTable 2.2: Phonetic transcription used in the TIMIT database for Semivowels,Aspiration and Vowels.



Chapter 3Impulsive AR Models for SpeechEnhancementThis chapter introduces and implements AR models with impulsive excitationmodels for various speech types. Section 3.2 studies and compares the performanceof the state-of-the-art HMM model based and AR enhancement systems. Section3.2 also motivates us to review the production mechanisms for various phonemeclasses in Section 3.3. Models for each phoneme class are proposed in Section3.4. Sections 3.5 and 3.6 are dedicated to the Kalman �lter algorithms and ARparameter estimation techniques for the proposed impulse driven AR models. Theassertions and the assumptions made by impulsive models are explained in detailin Section 3.7. Experimental results for various phoneme classes are discussed inSection 3.8. Finally, the tables for enhancement results are presented in Section3.10. 39



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 403.1 IntroductionOne of our objectives is to determine to what extent we can produce a \good"model for representing a speech signal. But \good" being extremely subjective andqualitative term, necessitates the need for setting some useful criteria for judging amodel. For our speech enhancement research we shall be using model residual plotsand output signal-to-noise ratios (SNRs) as major deciding factors for judging amodel. The quest, for a good model, has motivated us in Section 3.2 to havea careful look at the speech models used by two very popular state of the artenhancement systems: HMM based Wiener �lter and AR model based Kalman�lter. Because of the simplicity (explained in detail in Section 2.2) of a whitenoise driven AR model for speech we have chosen to focus our attention towardsan AR model used by the Kalman �lter. According to linear speech productiontheory[3], speech signal or pressure wave, measured at a microphone, is producedby the combined e�ects of the voice source excitation, vocal tract articulation andradiation from the lips or nostrils. An AR model driven by white noise, usedfor speech enhancement, fails to capture the e�ects of the excitation source andradiation, especially in the case of the voiced speech. This has motivated us toinclude a relevant driving term in the conventional AR model.We intend to develop models for representing each phoneme class by takinginto account the production mechanism of that class. We discuss the productionmechanism of di�erent phonemes classes in Section 3.3 while in Section 3.4 weintroduce the developed models. Because of inclusion of impulses in the speechmodel we shall not be able to use conventional AR parameter estimation procedures.Section 3.6 explains impulse synchronous AR parameter estimation procedure. Weshall be testing the developed models with the performance of the Kalman �lter.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 41In Section 3.5 we briey mention the Kalman �lter algorithms. As one of ourobjectives is to establish limits to performance for the Kalman �lter, we shall bemaking a number of assertions and assumptions for our proposed models which arediscussed in Section 3.7. In Section 3.8 we present and discuss the results. We shallbe using output SNRs as objective measures of enhancement while for subjectivemeasures we shall be observing the plots of the time waveforms and residuals of theAR estimation process.3.2 Review of the State of the Art EnhancementSystemsThe main reason for reviewing the two very popular state of the art speech enhance-ment systems is to present motivations that led into applying impulsive models forvarious speech types. In this section, we review the results obtained by using anHMM based system[24, 8] and an AR model based Kalman �lter[30, 5] (discussedin detail in Sections 2.4 and 2.5 respectively). The speech data is taken from theTIMIT database. A global measure of SNR is used as objective evaluation criterion.The output SNR was calculated by,SNR = 10 log PJt=1 x2(t)PJt=1[x(t)� x̂(t)]2 (3.1)where J is the length of the speech signal. Subjective evaluation of the resultsis based on human hearing perception and inspection of spectrograms. We have�rst listened to the clean speech and noisy speech then followed by the enhancedspeech. The Quality of Perception(QOP) was divided into four categories on thescale of score=5, namely- excellent (score=5), good (score=4), fair (score=3) and



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 42poor (below 3) [8]. We have also inspected spectrograms of the clean speech, noisyspeech and enhanced speech.3.2.1 HMM Based Enhancement System OverviewThe HMM based enhancement system was used in enhancing speech signals whichhave been degraded by white noise at signal-to-noise ratio (SNR) values of 5, 10, 15dB. The speech data used was selected from the sentences in the TIMIT database.One hundred sentences, spoken by 15 di�erent speakers with a sampling frequencyof 16kHz, were used for training the clean speech model. Four sentences spoken by4 di�erent speakers were used for enhancement purpose. The speech material andthe speakers used for training were di�erent from those used for testing. Trainingwas done using non-overlapped frames while enhancement was done using 50%overlapping of adjacent frames. The clean signal was modeled with a 5 state 5mixture HMM while each noise type was modeled with a 3 state 3 mixture HMM.A block diagram of the implemented system is shown in Figure 3.1. Firstautocorrelation coe�cients, of each frame of the noisy signal, are extracted. Thesecoe�cients are then fed into the noise adaptation model. The non-speech intervalsof the noisy speech are detected by this model and a Viterbi forward algorithmis performed on noise data using three di�erent types of noise models. Then thelikelihood for each noise model is calculated and the model associated with thehighest likelihood is selected. Using the selected noise HMM parameters and theclean speech model, the preprocessed noisy speech is fed into the MMSE forwardalgorithm which generates the weights for the Wiener �lters [8]. In the meantime, all Wiener �lters for each combination of the state and mixtures pairs in thespeech and noise models are calculated. A single weighted �lter is constructed for
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CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 44each frame of noisy speech using the calculated �lter weights and the pre-trainedWiener �lters. The �ltering of the noisy signal is carried out using the weighted�lter. The output is the spectral magnitude of the enhanced speech signal. Usingthis magnitude together with the noisy speech's phase information, an inverse FFTis performed to obtain the time-domain enhanced speech.3.2.2 Overview of an AR Model based Kalman FilteringKalman �lter algorithm, given by (2.54) to (2.59), is used to estimate the cleanspeech signal from the noisy speech for each frame length of 256 data points.Kalman �ltering algorithms require the knowledge of AR coe�cients, �2w and �2v.The AR coe�cients of the noisy speech are computed using the covariance method[16, 17]. The residual white noise component w(i) is calculated using (2.2). Thevariance �2w of this residual time series is then computed. We have used (3.2) tocompute �2v .For the �rst frame, the state vector is initialized as x̂(0j0) = 0 and the corre-sponding error covariance is initialized as �x(0j0) = [0]K�K . Then the one-stepstate prediction estimate and the corresponding error covariance given by (2.54)and (2.55) are estimated respectively. This is followed by update steps throughevaluations of the Kalman gain (given by (2.56)), state estimation (2.57) and thecorresponding state estimation error covariances (2.58). The speech sample esti-mate is found by using (2.59). For the following frames the state vector and thecorresponding error covariance are initialized using their last values from the pre-vious frame.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 45Input SNR Output SNRin dB in dB5 10.96910 12.09715 15.515Table 3.1: Enhancement results averaged over four sentences for HMM basedWiener �lter.
Input SNR lpc Orderin dB 8 10 125 11.109 dB 11.140 dB 11.183 dB10 14.542 dB 14.578 dB 14.625 dB15 18.306 dB 18.343 dB 18.385 dBTable 3.2: Results averaged over four sentences for AR model based Kalman �lter.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 463.2.3 Enhancement ResultsFour sentences from TIMIT database were corrupted with simulated white noise atthe input SNRs of 5 dB, 10 dB and 15 dB. These noisy utterances were enhancedusing HMM based and AR model based systems described in the subsections 3.2.1and 3.2.2. Enhancement results, for HMM based system, averaged over the foursentences are shown in Table 3.1. The QOP was judged by three listeners includingthe author. Overall QOP was found to be equal to the scale of 3 or fair. Therewere some interruptions or discontinuities present in the enhanced speech signal.These dropouts were due to �ltering of the speech data especially fricatives, stopsor a�ricates which were mistaken as noise by the model.Averaged results for four test utterances for the AR model based Kalman �lterare shown in the Table 3.2 for various AR orders and input SNRs. IncreasingAR order provides better modeling of speech signals to some extent. But aftera certain AR order the output SNR does not change much which indicates ARmodels' limitations on modeling the speech signals. The output SNR values indicateconsiderable amount of improvement over that for HMM. The overall QOP for theenhanced speech was found to be equal to the scale of 3.8-4 which was higher thanthat for HMM. The enhanced speech signals were more pleasant sounding comparedto that for HHMs. There was slight noise present in enhanced speech.Figures 3.2 and 3.3 respectively show the spectrograms for a part of the cleanspeech signal, \It was exposed to a high velocity gas jet" and the noisy speechcreated by corrupting the clean with white noise at the input SNR of 5 dB. Inthe spectrograms, each small square in the horizontal direction corresponds to the0:1 sec of time while that in the vertical direction corresponds to frequency of 1:0kHz. Enhanced speech, from HMM based and AR model based systems, are shown



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 47respectively in Figures 3.4 and 3.5. For HMM based enhancement the dropoutsare also quite evident in the spectrogram for enhanced speech in Figure 3.4. Inthe spectral region upto 0:53 sec, the speech signal corresponding to \It was ex"has been almost wiped out. The spectrum, around :44 � :53 sec, correspondingto the stop /k/ (x from \exposed) is barely visible. The fricatives /z/ (i.e. sfrom \exposed") and /s/ (i.e. c from \velocity") corresponding respectively to theintervals between 0:93� 1:0 sec and between 1:72� 1:86 sec have been �ltered outas these two phonemes were mistaken as noise by HMM.We observe that Figure 3.5, for AR model based enhancement, in general moreresembles the spectrogram for the clean signal in Figure 3.2 compared to that forHMM in Figure 3.4. The spectra, upto 0:53 sec corresponding to \It was ex", hasbeen better preserved than for Figure 3.4. In Figure 3.5, we observe that unlikeFigure 3.4, spectra corresponding to the fricatives (/z/ and /s/ around 0:93 � 1:0and 1:72 � 1:86 respectively) and the stops (/k/ and /d/ around :44 � :53 and1:00� 1:03 sec respectively) have been well preserved but not exactly same as thatfor the clean speech in Figure 3.2. In Figure 3.5 we notice some noise present inthe high frequency region above 4 kHz. For both Figures 3.4 and 3.5 we noticethat periodicities for the voiced speech is not as evident as in the case of the cleanspeech in Figure 3.2. This may be due to the presence of some observation noiseand model residual noise.As mentioned in the previous chapter, there are two major limitations associatedwith HMMs for speech enhancement [8]. For accommodating rapidly varying speechsignals, it requires a large number of states. This increases the computationalcomplexity (e.g., NSx�Nmx�NSv �Nmv in (2.26) for each frame) in the modeltogether with the risk of a�ecting the performance of HMM for slowly varyingspeech signals. The second problem with HMMs is that even with the higher
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0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8Figure 3.2: Spectrogram of the part of the original clean test speech signal \It wasexposed to a high velocity gas jet".
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CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 50number of states, the continuity of the speech signal is greatly a�ected. This is dueto fact that discrete number of states and mixtures are used to represent the speechfeatures. Whenever there is a big jump from one state-mixture pair to another, thecontinuity of the speech signal deteriorates. The aws in AR model in (2.2) becomeapparent when the model residuals,x(t)� NxXi=1 aix(t� i) (3.2)are examined, as shown in Figure 3.6. The model in 2.2 asserts that these resid-uals should be white (random), an assertion which is atly contradicted by the�gure, since obvious quasi-periodic (deterministic) components are present in eachof the four phones shown. The remainder of this thesis investigates more consistentalternatives to w(t) in (2.2).3.3 Speech Sound TypesPrior to developing new models for various speech classes we shall review variousphoneme classes [55, 54, 43] that have been characterized based on the positionsand movement of speech articulators, type of excitation, transient properties oftheir time waveforms and frequency domain properties. For phonemic or phonetictranscription we shall be using the same convention that used in the TIMIT lexicon.3.3.1 VowelsVowels are produced by exciting a steady-state vocal tract con�guration with quasi-periodic pulses of air [55]. Quasi-periodic pulses are produced when air from the
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(d)Figure 3.6: Plots of AR residuals for four voiced speech phones: (a) front vowel/ae/, (b) diphthong /ay/, (c) semivowel /r/, (d) nasal /n/. The model (2.2) predictsthat each of these signals be white (random) | clearly incorrect.
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/aa//ae/

High
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Low

FrontFigure 3.7: Position of the tongue in the oral cavity during the production of thevowels, after [43].respiratory subsystem is forced through the glottis, the tension of the vocal cordsare adjusted so that they begin to vibrate and cause periodic interruption of thesubglottal airow. The variation in the cross-sectional area along the vocal tractdetermines the resonant frequencies known as formants of di�erent vowels. Threefactors that inuence formant frequency locations for vowels are: the overall lengthof the pharyngeal-oral tract, the location of the tract and the narrowness of theconstrictions [43]. The �rst three formant frequencies can be used to roughly char-acterize vowels. The term roughly is applied here as some variability is to beexpected among the speakers producing the same vowels. Other factors used foracoustically identifying the vowels are spectra, durations and formant bandwidths.Vowels are classi�ed into three groups by the position of the tongue and the degreeof constriction at that position. Figure 3.7 shows Front, Central and Back vowels.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 53The vowels are di�erentiated within each group by the degree to which the tongueis raised towards the palate.3.3.2 DiphthongsA diphthong is a dynamic sound that starts at or near the articulatory positionof one target vowel and moves to or towards the position for another target vowel[55, 54]. The �rst target vowel is usually longer than the the latter one but thetransition between the targets is longer than either of the targets [43]. Thereexists some discrepancy about drawing sharp distinction between a diphthong andtwo adjacent distinct vowels. The four universally recognized diphthongs in NorthAmerican English include /ey/ (as in \bay"), /ay/ (as in \buy"), /aw/ (as in \how")and /oy/ (as in \toy"). Even though a diphthong represents transition from onevowel to another, it is often the case that neither target vowel is actually reached.3.3.3 SemivowelsSemivowels consisting of four phonemes /w/, /l/, /r/, /y/ are divided into twogroups: glides (/w/ & /y/) and liquids (/l/ & /r/). Semivowels have glottal exci-tation that produces well de�ned formant structure like vowels but unlike vowelsformant structure is gradually changing due to a constriction in the vocal tract.The degree of constriction is smaller than that in vowels but large enough not toproduce any turbulence. A glide is de�ned as a vocalic syllable nucleus consisting ofone target position with corresponding formant transitions toward and away fromthe target [43]. Liquids also have spectral characteristics similar to vowels but areusually weaker than most vowels due to their more constricted vocal tract. The



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 54acoustic properties of semivowels are strongly a�ected by the context in which theyoccur.3.3.4 NasalsThe nasal consonants /m/, /n/ and /ng/ are produced by the glottal excitationof an open nasal cavity and the oral cavity constricted at some point at the front.The velum is lowered to permit the sound propagation through the nasal cavity.The oral cavity, being acoustically coupled to the pharynx and the nasal cavity,serves a resonant cavity by capturing energy at certain natural frequencies. Theseresonant frequencies of the oral cavity emerge as anti-resonances or zeros of soundtransmission [55]. Nasal formants and formants of the adjacent vowels have widerbandwidth or more highly damped compared to those of the vowels. This is causedby the fact that heat conduction and viscous losses are greater as inner surface ofthe nasal tract has large surface area.The three nasals have three di�erent areas of constriction along the oral cavity.For /m/ the constriction is at the lips (labial constriction), /n/ has constrictionat the back of the teeth with the tongue resting at the gum ridge (also known asalveolar constriction) while for /ng/ the constriction is in the front of the velum(velar constriction).3.3.5 FricativesFricatives are characterized by the formation of narrow constriction at some locationin the vocal tract, by the development of turbulent air stream and by the generationof noise. Fricatives are divided into unvoiced fricatives and voiced fricatives based



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 55on the mode of excitation of the vocal tract. The unvoiced fricatives include /f/,/th/, /s/ and /sh/ while /v/, /dh/, /z/ and /zh/ constitute the voiced fricatives.Unvoiced fricatives are produced by exciting the vocal tract by a steady air owthat becomes turbulent in a region of constriction. The constriction divides thevocal tract into two cavities. The cavity preceding the constriction then becomesa noise source due to turbulence. The speech sounds are radiated from the frontcavity whereas the back cavity traps energy as in the case of nasals introducing anti-resonances into the speech output [55]. The location of the constriction determinesthe uttered fricative. For /f/ the constriction is labiodental (upper jaw teeth onlower lip), /th/ has interdental (tongue behind front teeth) constriction, for /s/ itis alveolar and /sh/ has palatal (tongue resting on hard or soft palate) constriction.Voiced fricatives have both turbulent noise source at the constriction and quasiperiodic glottal excitation of the vocal tract. Because of these two types of exci-tations, their spectra may show both periodicity (to some extent) and frication.Voiced fricatives /v/, /dh/, /z/ and /zh/ are the counterparts of unvoiced frica-tives /f/, /th/, /s/ and /sh/ respectively, as far as the location of the constrictionis concerned.3.3.6 StopsStops are, also as in the case of fricatives, classi�ed into unvoiced and voiced stops.Stops are noncontinuant speech signals produced by the total closure of the vocaltract during which a pressure builds up and sudden release of this pressure. Thistype of excitation is also known as plosive. The closure can be referred to as bilabial(/p/ and /b/), alveolar (/t/ and /d/) and velar (/k/ and /g/).Unvoiced stops /p/, /t/ and /k/ are produced by abrupt release of air pressure



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 56that builds up during the vocal tract occlusion. The air release, marked by a shortinterval of frication, is followed by a steady air ow from the glottis known asaspiration. The frication and aspiration are together known as stop release. Theinterval preceding the stop release is known as stop gap or closure.Voiced stops /b/, /d/ and /g/ not only have plosive excitation but also a glottalexcitation that continues throughout the closure and release. During the closuresome amount of low frequency energy may be radiated through the walls of thethroat [43] as the vocal cords keep vibrating. This is indicated by a voice bar inthe frequency region in the spectral analysis.3.3.7 A�ricatesA�ricates are non-continuant sounds having a palatal place of articulation. Af-fricates /jh/ and /ch/ are produced by the transition from a stop to a fricative. Asin stops, a�ricates are produced with the total closure of the vocal tract. Similarto fricatives, a�ricates have a period of frication. But the frication interval tendsto be shorter than that for fricatives [54]. The unvoiced a�ricate /ch/ is producedby a transition from unvoiced stop /t/ to unvoiced fricative /sh/ while the voiceda�ricate /jh/ is created by a transition from voiced stop /d/ to voiced fricative/zh/.3.4 Models for Phoneme ClassesWhile reviewing the Kalman �lter based enhancement system we have seen that asingle AR model has been used to represent the speech signal. As each phonemeclass has a di�erent production mechanism, it is more appropriate to use di�erent



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 57models for various phonemes instead of using a single model for a whole utterancethat is composed of various phoneme classes. In this section, we present models forvarious phoneme classes considering the type of excitation each class is associatedwith and closely observing conventional white noise excited AR residual plots.3.4.1 Model for Voiced SpeechAccording to the acoustic theory of speech production[57], speech involves a sourcefunction and a vocal-tract �ltering process. The output of the �ltering process isspeech pressure signal which is related to the volume velocity at the lips through aradiation term [16, 58, 57]. In speech synthesis, the combined e�ects of the excita-tion source, vocal-tract �lter and radiation is modeled by an AR process where ARcoe�cients account for the �ltering action of the vocal tract, the radiation and theexcitation. The obvious aw with the conventional autoregressive model in (2.2),for speech enhancement, is that the vocal tract is modeled as being driven by whitenoise, whereas vowels, diphthongs, semivowels and nasals all have quasi-periodicglottal pulse excitation of the vocal tract. Quasi-periodic pulses are produced whenair is forced through the glottis, causing the vocal cords to vibrate and periodicallyinterrupt the subglottal airow. It is be�tting to introduce a forcing term thatmodels the glottal excitation in AR model for voiced speech.We can begin to account for a quasi-periodic glottal excitation by modifyingthe AR forcing function to obtainx(t) = NxXi=1 aix(t� i) + w(t) + aNx+1uI(t) (3.3)where aNx+1 is the amplitude of the driving term, and where uI (t) is a train of



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 58impulses: uI(t) =Xj �(t� tj) (3.4)where the times tj mark the times of the glottal pulses. The impulse train uI (t)in (3.3) is simulating the e�ects of the voiced excitation source. Such an impul-sive source function is extremely simpli�ed approximation of the complex sourcefunction involved in speech production[16, 57]. The main reason for using sucha tentative model (impulsive source function) is that we intend to investigate thee�ect of inclusion of the appropriate forcing function in an AR model for speechenhancement. Impulsive models, if successful over the conventional white noisedriven AR model, may be replaced by more sophisticated source models used inspeech synthesis.The state-space model for speech given by (2.27) needs to be modi�ed for the de-terministic driving term uI (t). The state space model for voiced speech representedby (3.3) is given by, x(t) = Fx(t� 1) +Gw(t) +DIuI(t) (3.5)where the input distribution matrix DI 2 RNx is de�ned as,DI = � 0 0 : : : 0 0 aNx+1 �T :Transition and process matrices denoted by F and G are the same as those de�nedfor (2.27). Inclusion of the driving term not only changes the conventional ARparameter estimation procedures discussed in Section 2.2 but also the assertionsmade by the model. We shall be discussing such issues in Sections 3.6 and3.7respectively. The observation model however remains the same as (2.28), i.e.z(t) =HTx(t) + v(t) (3.6)



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 59as we have the same assumptions for additive Gaussian white measurement noisev(t).3.4.2 Models for FricativesUnvoiced fricatives have turbulent noiselike excitation also known as unvoiced exci-tation due to airow through a narrow constriction. We need a model for fricationnoise source for representing such phonemes. The white noise term w(t) in themodel given by the AR model in (2.2) is adequate for representing the e�ect of thefrication source[16]. The process state space model for unvoiced fricatives is givenby, x(t) = Fx(t� 1) +Gw(t) (3.7)The observation state space model is the same as in (3.6).Voiced fricatives can be represented by (3.3) as they have both unvoiced andvoiced excitation. The state space models are the same as given by (3.5) and (3.6).3.4.3 Models for Stops and A�ricatesThe stops have the following acoustic sequence,< closure >< burst >< frication >< aspiration(for unvoiced stops) > (3.8)The stops have plosive excitation which is caused by a buildup of air pressure behinda completely closed part of the vocal tract ensued by a sudden release of this airpressure. For the unvoiced stops, the stop release can be modeled by a white termw(t) and onset of the burst after the stop closure can tentatively be modeled by an



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 60impulsive driving term uIstop(t). The model for unvoiced stops is given byx(t) = NxXi=1 aix(t� i) + w(t) + aNx+1uIstop(t) (3.9)where aNx+1 is the amplitude of the driving term uIstop(t), and uIstop(t) is a singleimpulse marking the onset of the burst i.e.,uIstop(t) = �(t� tj) (3.10)where tj is the time at which the burst occurs. The state space model for (refI11s)is then given by, x(t) = Fx(t� 1) +Gw(t) +DIstopuIstop(t) (3.11)where DIstop = DI is the input distribution matrix for uIstop(t).The voiced stops have both plosive and voiced excitations. The voiced excitationis tentatively modeled by uI(t) which is a train of impulses separated by the pitchperiods while the plosive excitation can be modeled in the same way as the unvoicedstops by a white noise term w(t) and a single impulse uIvstop(t) = �(t� tj) markingthe onset of the burst at tj. The model for the voiced stops is given by,x(t) = NxXi=1 aix(t� i) + w(t) + aNx+1uI (t) + aNx+2uIvstop(t) (3.12)where aNx+1 and aN+2 are respectively the amplitudes of the driving terms uI (t)and uIvstop(t). The state space model for (3.12) is then given by,x(t) = Fx(t� 1) +Gw(t) +DIuI(t) +DIvstopuIvstop(t) (3.13)where DIvstop 2 RNx is the input distribution matrix for uIvstop(t) de�ned as,DIvstop = � 0 0 : : : 0 0 aNx+2 �T :As mentioned earlier A�ricates are non-continuant sounds produced by a tran-sition from a stop to a fricative. Hence a�ricate /jh/ is represented by the samemodel as for voiced stops while /ch/ shares the model for unvoiced stops.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 613.5 Kalman Filter Algorithms for Impulsive StateSpace ModelsWe shall be using the Kalman �lter algorithms for �ltering additive white noisev(t) from noisy speech z(t). The measurement model is given by (3.6). We havede�ned separate models for various classes of phonemes. We shall use these processmodels for Kalman �lter algorithms. The Priors for the Kalman �lter remains thesame as those for white-noise excitation AR model i.e.,x̂(0j0) = 0 (3.14)�x(0j0) = [0]Nx�Nx (3.15)In the Prediction Steps, due to the inclusion of the driving terms in the processmodels for the voiced speech speech sounds, the voiced fricatives and the stopsthe one-step state prediction x̂(tjt � 1) will have various forms according to thecorresponding process model. For the model in (3.5) for the voiced speech (e.g.vowels, semivowels, diphthongs,nasals) and voiced fricatives, the one step stateprediction is given by, x̂(tjt� 1) = Fx̂(t� 1jt� 1) +DuI(t) (3.16)For the unvoiced stop model in (3.11), the state prediction is given by,x̂(tjt� 1) = Fx̂(t� 1jt� 1) +DIstopuIstop(t) (3.17)The one step state prediction for voiced stop model in (3.13) is given by,x̂(tjt� 1) = Fx̂(t� 1jt� 1) +DIuI(t) +DIvstopuIvstop(t) (3.18)Finally the for the unvoiced fricatives, the state prediction remains the same as in(2.54) i.e., x̂(tjt� 1) = Fx̂(t� 1jt� 1) (3.19)



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 62The one-step state prediction error is given by�x(tjt� 1) = F�x(t� 1jt� 1)FT +GqwGT (3.20)The Update Steps remain the same as white noise excited AR based Kalman�lter, �(t) = F�x(tjt� 1)H[qv +HT�x(tjt� 1)H]�1 (3.21)x̂(tjt) = x̂(tjt� 1) + �(t)[z(t)�HT x̂(tjt� 1)] (3.22)�(tjt) = [I� �(t)HT ]�x(tjt� 1) (3.23)The speech sample estimate x̂ at time t is given by,x̂(t) =HT x̂(tjt) (3.24)3.6 Parameter Estimation for Impulse Driven ARModelThe inclusion of the weighted excitation term in (3.3), (3.9) and (3.12) implies thatthe conventional covariance LP analysis[16], which applies to (2.2), needs to bemodi�ed. The principle of covariance LP analysis is just parameter estimation tominimize a least-squares criterionCK = K�1Xt=0 �(t)2 (3.25)where K is length of the speech segment (frame) being processed, and where theerror is given by the model residual for (3.3)�(t) = x(t)� NxXi=1 âkx(t� i) + âNx+1uI(t) (3.26)



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 63The optimal parameters are found by �nding the roots of the squared error (3.25),@CK@âj = 0; 1 � j � Nx & @CK@âNx+1 = 0 (3.27)leading to a set of linear equations:264 �(i; k) 	(i; 0)	T (i; 0) Ru 375264 ââNx+1 375 = 264 �(i; 0)	(0; 0) 375 (3.28)which is easily solved, using the Cholesky decomposition, for the unknowns â =[â1; : : : ; âN ]T and âN+1. The terms in the square matrix are the correlation terms:�(i; k) the cross-correlation matrix of clean speech given by,�(i; k) = K�1Xt=0 x(t� i)x(t� k) (3.29)	(i; k) = K�1Xt=0 x(t� i)uI(t� k) (3.30)the cross-correlation between clean speech and the excitation, andRu = K�1Xt=0 uI(t)2 (3.31)the energy (zero-lag autocorrelation) of the excitation uI . In the same way ARparameters for (3.9) and (3.12) can be estimated.3.7 Model Assertions and ParametersAssumptionsAs main objectives were to come up with appropriate models for various speechtypes and study enhancement limits of the AR model based Kalman �lter, we havemade a number of model assertions and explicit assumptions. The �rst assertion



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 64we have made for our models is that phoneme boundaries are known. Phonemes,used for testing our speech models, were extracted from (20) sentences spoken by 10female and 10 male speakers from the TIMIT data base. Phoneme boundaries givenin the TIMIT base were initially used to accomplish this separation, followed bythe inspection of spectrograms and temporal plots of each sentence to corroboratethe exact phoneme boundaries. We have used clean speech for estimating ARparameters and noise covariances for the Kalman �lter.For our impulsive models we have explicitly assumed that pitch locations for thevoiced speech and impulse locations for the stop bursts are known. Even though anumber of automatic pitch detection algorithms [55, 43] are available, there alwaysexists a room for error in the results obtained by using these algorithms. Thetimes are approximated manually from the residual signal (3.2) in which the pulsesare conspicuous, followed by an automated local peak-�nder to guarantee accuratepositioning.3.8 Experimental ResultsEach speech signal, representing a single phoneme, is segmented into frames ofK = 256 data points. The Kalman �lter was used as the estimation algorithm,using one of the four di�erent models in (2.2), (3.3), (3.9) and (3.12). The speechsignals were corrupted with additive white noise to an SNR of 5 dB; for each signalthe identical noise process was added, so that output SNR results are meaningfullycomparable.3.8.1 Voiced Speech
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(d) NASAL /n/ Figure 3.8: AR residuals for the impulsive model 3.3 for the voiced phonemes ofFigure 3.6. The residual peaks have become narrower and shorter compared tothose in Figure 3.6 but still are noticable.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 66Output SNR in dB Output SNR in dBPhone white noise impulsiveclass AR model AR modelFront vowels 8.492 9.129Mid vowels 8.893 9.5614Back vowels 9.515 10.158Semivowels 9.087 9.568Nasals 9.042 9.480Diphthongs 9.206 9.910Table 3.3: Averaged enhancement results for voiced speech for the input SNR of 5dB and the lpc order of 10.A total of 80 phone tokens for the voiced speech vowels, diphthongs, semivowelsand nasals were tested with the impulse excited AR model in (3.3). For the voicedspeech we have used lpc order of 10 in general. Figure 3.8 shows the impulse-ARresiduals given by (3.26) for the same four phonemes of Figure 3.6. In generalthe residual pulses in Figure 3.8 are thinner or narrower and shorter than those inFigure 3.6, but still conspicuously present. Impulsive driving term partially fails tomodel the voice source excitation of the vocal tract. The reason being the peaksin the residual usually do not consist of a single impulse rather have a very narrowtriangular shape with more than one adjacent peaks (usually two or three). Wealso observe a distinct deterministic shape between the sharp spikes. Such factsstrongly indicate that the e�ects of the glottal source may simply not be a trainof impulses but rather may be a quasi-periodic pulse. This is con�rmed by theliterature on voice source models and glottal pulse models (discussed in detail inChapter 4). Table 3.3 compares the averaged output SNRs for voiced speech tokens.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 67Front Vowels Mid VowelsInput SNR Change in Output SNR in dB Change in Output SNR in dBfor the lpc Order for the lpc Orderin dB 8 10 12 14 8 10 12 140 0.816 0.962 1.076 1.261 0.875 0.954 1.033 1.2325 0.569 0.689 0.790 0.920 0.615 0.674 0.739 0.90710 0.378 0.473 0.550 0.643 0.425 0.471 0.524 0.65915 0.233 0.301 0.352 0.415 0.280 0.314 0.353 0.454Back Vowels DiphthongsInput SNR Change in Output SNR in dB Change in Output SNR in dBfor the lpc Order for the lpc Orderin dB 8 10 12 14 8 10 12 140 0.899 1.013 1.070 1.251 0.907 1.062 1.168 1.3185 0.622 0.699 0.736 0.882 0.655 0.765 0.859 0.99510 0.434 0.488 0.514 0.628 0.458 0.537 0.609 0.72115 0.304 0.343 0.366 0.455 0.299 0.357 0.405 0.489Semivowels NasalsInput SNR Change in Output SNR in dB Change in Output SNR in dBfor the lpc Order for the lpc Orderin dB 8 10 12 14 8 10 12 140 0.704 0.778 0.852 0.932 0.594 0.608 0.639 0.6445 0.507 0.563 0.622 0.688 0.431 0.438 0.460 0.46610 0.352 0.394 0.443 0.496 0.307 0.313 0.330 0.33615 0.238 0.269 0.313 0.353 0.204 0.211 0.225 0.230Table 3.4: Averaged improvements in output SNR for the white noise AR modeland impulsive AR model for voiced speech classes.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 68lpc Output SNR in dB Output SNR in dBorder Phone white noise impulsiveclass AR model AR model12 Fricatives 7.0488 not applicable12 Unvoiced fricatives 9.537 10.049310 Voiced stops 7.59 8.08810 Unvoiced stops 7.174 7.31410 A�ricates 8.417 8.52412 Unvoiced fricatives 9.537 10.0493Table 3.5: Averaged enhancement results for the consonants for the input SNR of5 dB.We observe that improvement in output SNRs is consistent for the impulse drivenAR model over the white noise driven AR model.Table 3.4 shows averaged improvements in output SNRs for impulse excited ARmodel over the conventional white noise driven AR model for the lpc orders of 8,10, 12 and 14 and for the input SNRs of 0 dB, 5 dB, 10 dB and 15 dB. For all thevoiced speech types the improvement is maximum for the input SNR of 0 dB. Theimprovement in output SNRs also increase linearly with lpc order. The diphthongsshow highest improvement in output SNRs compared to other voiced speech types.The highest improvement for diphthongs is 1.318 dB in the output SNR for the lpcorder of 8. The main reason behind this is that diphthongs are very long phonemeswith large number of pitch periods. Hence, the e�ect of the impulsive driving termis stronger compared to other phonemes.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 693.8.2 ConsonantsTable 3.5 shows averaged results for 30 consonant phones. In general impulsivemodels yield higher output SNRs compared to those for the conventional whitenoise excited AR model. Analysis of the results for individual classes is presentedas follows.Unvoiced fricatives use the conventional white noise excited AR model. Wehave used lpc order of 12 in this case. Table 3.12 in Appendix:A shows the resultsfor unvoiced fricatives indicating consistent improvements in output SNRs from theinput SNR of 5 dB.Voiced fricatives have been represented by the same impulsive model in (3.3) asin the voiced speech case. One problem encountered in applying such a model wasin identifying the pitch locations for some of the voiced fricatives as they do notshow marked periodicity as in the case of other voiced speech types such as vowelsor diphthongs. Thus using the white noise excited AR model is recommended forthe unvoiced fricatives. The results for voiced fricatives are shown in Table 3.13in Appendix:A. As expected, an AR model with impulsive excitation gives betterenhancement than conventional white noise excited AR model. The residuals donot show marked periodicity in this case.Table 3.14 in Appendix:A presents enhancement results for unvoiced stops,voiced stops and a�ricates. In general impulsive model works better than whitenoise driven AR model. But in some of the cases for the stops (e.g. /b/ in Table3.14) we have found AR models do not work well at all in the sense the outputSNRs for both white noise driven AR and impulse excited AR models were lessthan the input SNR of 5 dB. This can be explained by the fact that stops havecomplex acoustic sequence as given by (3.8) and trying to model such a sequence



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 70with an all-pole model may not be pertinent. Modeling of the stops may requirefurther investigation. Same arguments, as in case of the stops, can be made formodeling the a�ricates which also possess too complex acoustic sequences for ARmodels.3.9 ConclusionsThis chapter has demonstrated the application of the AR models with an impulsiveexcitation term for speech enhancement. The conventional white noise excitedAR model for speech fails to account for the excitation source especially in thecase of the voiced speech. As various speech classes have di�erent forms of sourceexcitations we have aptly proposed impulse driven AR models with di�erent drivingterms for various classes of phonemes. We have represented voiced speech typessuch as vowels, diphthongs, semivowels, nasals and voiced fricatives by an ARmodeldriven by impulsive train time modulated by the pitch periods and white noise.Unvoiced fricatives were modeled by traditional white noise driven AR model. Forunvoiced stops and unvoiced a�ricates we have used an AR model driven by a singleimpulse at the instant of the burst onset and white noise. For voiced stops andvoiced a�ricates, we have proposed an AR model both with an impulsive train forvoicing, a single burst impulse and white noise. In each case, especially in caseof the voiced speech, the Kalman �lter with impulse excited AR models clearlyoutperformed that with a traditional white noise AR model.One major aw of the impulsive models is that they are too simplistic for sim-ulating the complex speech excitations. We have come to this conclusion by in-specting impulse driven AR residuals. Especially in the case of voiced speech wehave observed the marked presence of quasi-periodic pulses in the residuals. This



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 71drawback of the impulsive models is also con�rmed by Speech Synthesis literaturewhere a number of more sophisticated source models[40, 36, 37, 38, 59, 41] replac-ing impulsive models have been proposed for producing natural sounding syntheticspeech. Such facts present greatly motivate us towards using more complex modelfor representing e�ects of the voice source in Chapter 4.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 723.10 Appendix A: Details of EnhancementResults SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/iy/ iy69si682 economically y 8.455 9.106/iy/ iy32si1386 the e 10.399 10.576/ih/ ih13sx378 near i 8.587 9.108/ih/ ih49si1386 unit i 9.216 10.078/ih/ ih4sx396 fish i 9.077 9.263/ix/ ix29si1386 imagination i2 7.250 8.102/ix/ ix17si1386 negotiation io 8.589 9.137/ix/ ix31si682 only y 8.097 8.675/eh/ eh9si682 they e 8.542 9.241/eh/ eh42si682 area a1 8.713 9.917/eh/ eh58si682 economically e 7.635 8.287/ae/ ae26sx96 imagination a1 8.062 9.310/ae/ ae11sx396 began a 8.542 8.815/ae/ ae6sx86 hispanic a 7.731 8.192Table 3.6: Enhancement Results for the Front Vowels for the input SNR of 5 dBand lpc order of 10. Phone context iy69si682 economically y implies that /iy/ isthe 69th phone from the sentence si682 and is taken from the word economicallycorresponding to the letter y.
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SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/ah/ ah12sx119 was a 9.791 10.729/ah/ ah38sx378 museum u2 8.259 8.811/ah/ ah21sx96 ones o 8.292 9.171/ah/ ah24sx86 colorful o1 9.142 9.587/ah/ ah13si1051 are ah 8.929 9.850/ax/ ax29sx119 apology o1 8.917 9.400/ax/ ax2sx396 the e 8.716 9.164/ax/ ax41sx396 the e 8.066 8.375/ax/ ax6si682 often e 8.938 9.700/axr/ axr17sx86 are ar 8.349 8.891/axr/ axr19sx210 never er 9.331 9.849/er/ er34sx396 surface ur 9.278 9.663/er/ er21sx210 worked er 9.393 10.137Table 3.7: Enhancement Results for the Mid Vowels for the input SNR of 5 dB andthe lpc order of 10.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 74SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/uh/ uh28sx86 colorful u 9.833 10.096/ux/ ux14sx86 costume u 8.172 8.735/ux/ ux15sa1 suit o 7.938 8.419/uh/ uh15sx396 to o 8.468 8.819/ow/ ow12si1386 negotiations o1 9.755 10.502/ow/ ow28si682 only o 10.497 11.218/ow/ ow9sx119 misquote uo 9.791 10.729/ow/ ow2sa2 dont o 9.219 10.110/ao/ ao29sx396 Of o 9.478 10.043/ao/ ao2si682 often o 10.130 11.124/ao/ ao25sa1 wash a 9.308 9.763/ao/ ao25si1051 supporters o 9.618 10.105/ao/ ao25si1051 northern o 8.970 9.501/aa/ aa32sx119 apology o1 9.224 10.515/aa/ aa10sx96 parties a 8.398 9.236/aa/ aa35si1386 bargain a1 9.121 10.069/aa/ aa11sa1 dark a 8.532 8.920/aa/ aa13sx210 cart a 9.402 10.039Table 3.8: Enhancement Results for the Back Vowels for the input SNR of 5 dBand the lpc order of 10.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 75
SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/y/ y64si1386 union i 9.425 10.062/y/ y34sa1yeary 7.764 8.329/y/ y7sa1youry 8.293 8.515/w/ w51si1386 with w 9.967 10.614/w/ w24sa1 wash w 9.363 9.602/w/ w20sx96 ones o 9.781 10.680/r/ r10si682 are r 9.101 9.105/r/ r20sx396 frantically r 8.940 9.115/r/ r11sx96 parties r 8.398 9.376/l/ l30si682 only l 8.243 8.739/l/ l16sx396 leap l 8.715 8.849/l/ l26sx378 archeological l1 8.941 9.707/el/ el33sx378 archeological l2 9.368 9.435Table 3.9: Enhancement Results for the Semivowels for the input SNR of 5 dB andthe lpc order of 10.
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SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/m/ m1sx96 masquerade m 10.664 10.860/m/ m11sx378 jim m 8.885 9.409/m/ m64si682 economically m 8.716 9.457/m/ m44sx396 small m 9.010 9.079/n/ n12sx378 near n 9.395 9.633/n/ n22sx96 imagination n 9.983 10.271/n/ n30sx396 on n 9.202 9.688/ng/ ng56si682 declining ng 6.868 7.855/ng/ ng57si1386 single ng 9.663 10.227/ng/ ng42si811 coagulating ng 8.042 8.322Table 3.10: Enhancement Results for the Nasals for the input SNR of 5 dB and thelpc order of 10.
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SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/yu/ yu18sx378 new ew 9.106 9.694/ey/ ey7sx96 masquerade a2 8.106 9.143/ey/ ey47sx396 lake 8.3113 8.452/ey/ ey12si682 ablea 9.612 10.643/ay/ ey45si1386 aa 9.492 10.449/ay/ ay53si682 decliningi1 9.136 10.070/ay/ ay6si1739 time6 i 8.781 9.590/ay/ ay21sx86 quite ui 8.806 9.521/oy/ oy21sa2 oily oi 9.376 10.105/oy/ oy7sx196 oysters oy 10.696 11.077/oy/ oy7sx210 toy oy 9.850 10.270Table 3.11: Enhancement Results for the Diphthongs for the input SNR of 5 dBand the lpc order of 10.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 78SNR in dBPhone Phone white noisecontext AR model/f/ f3si682 often f 6.206/f/ f3sx396 fish f 6.429/s/ s3sx96:dat masquerade s 7.365/s/ s6sx378 saw s 7.886/s/ sh32sx96 imagination sh 7.358Table 3.12: Enhancement Results for Unvoiced Fricatives for the input SNR of 5dB and the lpc order of 12. SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/v/ v18sx210 never v 8.154 8.777/dh/ dh1sx396 the th 8.458 */dh/ dh1sx119 the th 10.856 11.217/dh/ dh53si1386 with th 9.601 10.154/z/ z36sx378 museum s 7.631 */z/ z44si1386 as s 6.931 *Table 3.13: Enhancement Results for the Voiced Fricatives for the input SNR of 5dB and the lpc order of 10. � indicates that pitch periods could not be identi�ed.



CHAPTER 3. IMPULSIVE AR MODELS FOR SPEECH ENHANCEMENT 79SNR in dB SNR in dBPhone Phone white noise Impulsivecontext AR model AR model/p/ p10sx96 parties p 5.349 5.437/p/ p5sx86 hispanic p 6.821 6.969/t/ t17sx96 tax t 9.792 9.837/k/ k60si682 economically c 6.461 6.609/k/ k23sx378 archeological ch 7.450 7.718/b/ b33si682 onlybecause b 4.404 5.795/b/ b7sx396 began b 3.343 3.376/b/ b14si682 able b 9.373 9.794/b/ b20si811 terrible b 11.819 11.718/d/ d4sx196 howdo d 8.87 9.20/d/ d26si1386 industry d 5.902 7.154/g/ g10sx396 began g 8.586 9.2133/g/ g20si682 toget g 6.302 6.547/g/ g38si1386 bargains g 9.767 9.997/j/ jh9sx378 jim j 8.520 8.537/j/ jh4sx378 just j 8.921 9.051/ch/ ch5sx378 church ch 7.812 7.985Table 3.14: Enhancement Results for the Stops and the A�ricates for the inputSNR of 5 dB and the lpc order of 10.



Chapter 4LF Model for Enhancement ofVoiced SpeechThis chapter proposes and implements an LF model (proposed by Fant, Liljen-crants and Lin[1]) based AR model for voiced speech enhancement. Section 4.1discusses the drawbacks of white noise and impulse driven AR models and moti-vates the application of an LF voice source model commonly used in speech synthe-sis and analysis, for speech enhancement. Some of the popular glottal and sourcemodels used in speech synthesis are reviewed briey by Subsection 4.2.1 while Sub-section 4.2.2 is dedicated to details of an LF model. For speech enhancement, theparameter estimation problem is di�erent from that for speech synthesis or anal-ysis. The parameter estimation problem associated with an LF model for speechenhancement is discussed in detail in Section 4.3. Section 4.4 discusses the resultsobtained by an LF model based enhancement and draws a comparison among thethree di�erent types of excitation models, i.e., a white noise model, an impulsivemodel and an LF model . Conclusions about an LF based AR model in speech80



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 81enhancement is presented in Section 4.5. Section 4.6 contains the tables for LFmodel based enhancement results.4.1 IntroductionAn ARmodel driven by white noise, traditionally used for speech enhancement doesnot take account of the e�ects of excitation sources for some of the phoneme classesespecially those with voiced excitation. In Chapter 3, we have proposed a number ofimpulse driven AR models for various phoneme classes based on the correspondingexcitation types. Impulse excited AR models consist of impulsive deterministicterms which also are the very simple tentative models for capturing the e�ectsof the excitation source. For voiced speech, the e�ects of glottal excitation wassimulated by a train of impulses spaced by pitch periods. For unvoiced stops andunvoiced a�ricates, plosive excitation was modeled by a single impulse markingthe instant of the onset of the burst and white noise. For voiced stops and voiceda�ricates, a mixed excitation of a plosive driving term and a quasi-periodic trainof impulses were proposed. For voiced fricatives a mixed excitation of white noiseand a quasi-periodic train of impulses separated by pitch periods was proposed.Impulsive models, despite their simplicity, yielded considerable improvements inthe output SNRs.In the case of the voiced speech classes such as vowels, semivowels, diphthongsand nasals, residuals for an AR model with impulsive driving term as shown inFigure 3.8 show considerable periodicity even though residual impulses have becomenarrower and shorter compared to those in white noise excited AR residuals inFigure 3.6. We also observe a continuous curve between the quasi periodic spikes.Such facts strongly suggest that an impulsive model is too simple a model for speech.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 82To be sure, in speech synthesis and analysis, the modeling of the voice source hasbeen well studied[60, 39, 36, 37, 38, 41, 40]. In fact, AR residuals in Figure 3.8indicate a quasi-periodic shape which resembles that of the voice source used inspeech synthesis. Such facts have strongly motivated us to believe that models forvoice source pulses have good potential for speech enhancement. In the followingsection, we review some of the signi�cant glottal pulse and voice source modelsproposed and implemented in speech synthesis and analysis. We also present thereasons for selecting an LF model for speech enhancement followed by a detaileddiscussion of the model.4.2 Voice Source ModelsAn impulsive model is a highly simpli�ed approximation of the human voice. In-deed, impulsive-driven systems were found to make poor speech synthesizers, sothe synthesis �eld has proposed a number of more complex glottal pulse models[40,59, 36, 37, 38, 41] for producing more natural sounding speech. In speech synthesisliterature the volume velocity of the air ow is referred to as glottal pulses and thederivative of the glottal pulses are known as voice source pulses. The next subsec-tion briey reviews some of the voice source models used in speech synthesis andanalysis.4.2.1 Review of Voice Source ModelsRosenberg [40] has proposed a number of glottal pulse models with adjustableamplitude, width and skew. These glottal pulse models were used to study theire�ects on the quality of vowels. Of all these models, one pulse shape shown in
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CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 84Figure 4.1(a) consists of two trigonometric segments with a slope discontinuityat the closure. This model is referred to as the Rosenberg model and has hadsigni�cant e�ect on speech synthesis researchers at the time because of its capabilityof producing better quality synthetic speech compared to other models[59]. TheRosenberg model for glottal ow is speci�ed by three parameters: TP the portionof the pulse with positive slope, TN the portion of the pulse with negative slopeand A, the amplitude of the glottal pulse. The Rosenberg source pulse model, inFigure 4.1a(ii), has abrupt discontinuity at the glottal closure and shape of thesource pulse model in the vicinity of the closure is sinusoidal. For these reasons,the Rosenberg model is not suitable for �tting the AR residual spikes in Figure 3.6.Fant has proposed another three parameter model referred to as the F-modelby introducing an independent control of the discontinuity at the closing phaseof the source pulse[37] as shown in Figure 4.1(b). The three parameter modelsthough economical, failed to capture the wide variations of the glottal pulse shapes.Another major aw, of the three parameter models, was that abrupt discontinuity atthe glottal closure which does not allow for an incomplete closure of the vocal foldsor for a residual phase to proceed towards the closure after the discontinuity[1]. Forsimilar reasons as in the case of the Rosenberg model, the F-model is not feasiblefor application in speech enhancement .Ananthapadmanabha introduced a �ve parameter model of the voice source,rather than the glottal pulse, as shown in Figure 4.1(c) which models various vari-ations of the source pulse with a terminal return phase[59, 41]. The return phasein this case is modeled as a parabolic function which tracks abduction states ofthe vocal folds. The �ve parameter model does not have the disadvantage of thediscontinuity at the closure. But as the pulse shape at the closure does not have asharp peak as in the case of the AR residuals, it makes the model less desirable as
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tFigure 4.2: The LF deterministic excitation model.a candidate for representing the driving term in an AR model.The most popular model for voice source is referred to as the LF model asshown in Figure 4.2. It was developed in two stages. In the �rst stage, Liljencrantsproposed a three parameter model of voice source based on the F-model [1, 59, 41]as shown in Figure 4.1(d). This model is referred to as the L-model. The L-modelmodel has the advantage of ow continuity whereas the F-model consists of twoportions one with positive slope and the other with negative slope. The main awin an L-model is the abrupt ow termination. In the latter stage the L-model wasmodi�ed by Fant, Liljencrants and Lin[1] by introducing a gradual ow terminationmodeled by an exponential function. This new modi�ed model is known as an LFmodel. The reason behind the popularity of an LF model is that it provides anoverall �t to commonly encountered voice source pulse shapes in speech synthesisand analysis with a minimum numbers of parameters and is exible in its abilityto match extreme cases of phone variabilities[1]. Of all the voice source models



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 86reviewed so far, we observe a strong similarity in the shape of the AR residualpulses in Figure 3.6 and that of the LF model. In fact AR residual spikes resemblethe shape of the LF model around the instant of the glottal closure. These factshave motivated us to choose an LF model for representing the e�ects of the voicesource in an AR model for the voiced speech. In the following subsection we discussthe LF model in detail.4.2.2 LF ModelThe four parameter LF model[1] proposed by Fant, Liljencrants and Lin has beenwidely used practically in speech synthesis and theoretically in speech analysis[39].The LF excitation model, sketched in Figure 4.2, is the derivative of the LF glottalpulse function, and is parameterized in terms oftc { the fundamental period,tp { the instant of maximum ow,te { the instant of maximum glottal closing, andta { exponential recovery time constant.These four parameters are related to each other by a condition that net ow gainwithin a fundamental period must be zero.The LF model is then given byuLF (t) = 8><>: e�t sin!gt t � te�1�ta [e��(t�te) � e��(tc�te)] te � t � tc (4.1)where �, � satisfy the transcendental equations1� e��(tc�te) = �tae�te sin(�te=tp) = �1;



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 87leading to the revised AR modelx(t) = NXi=1 aix(t� i) + w(t) + aNx+1uLF (t): (4.2)The AR model in (4.2) has glottal excitation modeled by a train pulses modeledby LF model given by (4.1) and time modulated by pitch periods. There is a di�er-ence in the way the speech models are used in speech synthesis and enhancement.For speech synthesis, we have a prior model using which we generate a sample path.For speech estimation, we observe a noisy version of a speech signal and try to �tit to a prior model. Section 4.3 discusses and proposes an optimization algorithmfor LF parameter estimation.4.3 Parameter Estimation for LF ModelThe main challenge with using model uLF (t) in (4.2) is the need to estimate theseven parameters tc; te; tp; ta; �; � and aNx+1. Only aNx+1 enters the problem linearly,so it is solved using least-squares as described in Section 3.6. Since AR residualpeaks coincide with the maximum glottal closure[39], the point of maximum glottalclosing te is set to coincide with the impulsive points or residual peak positions tjas described in Subsection 3.4.1, leaving �ve remaining parameters to be found bynonlinearly optimizing the mean-squared error CK in (3.25) and the output SNRvia coordinate optimization.We have developed a technique for automatic �tting of the �ve LF parameterstc; te; ta; � and � to the AR residuals using coordinate optimization. The Opti-mization procedure is carried out in two stages as illustrated in Figure 4.3. Wehave obtained pitch locations using AR residuals as described in Section 3.7. Goodinitial estimates of the parameters is crucial for our optimization algorithm. In the
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CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 89�rst stage of optimization, initial estimates of the parameters are obtained usingMinimum Finder Algorithm(MFA) developed by Brent[61]. The MFA combinesgolden section search and successive parabolic search algorithms(details in [61]) to�nd a local minimum of a function in a given interval on which it (the function) isde�ned. We have used the function fminu in Matlab based on MFA for obtainingthe initial estimates of the LF parameters. The MFA requires the speci�cationsof an upper bound, a lower bound and a termination tolerance for each of theparameters to be estimated and uses the mean-squared AR residual given by,1K K�1Xt=0 �2(t) = 1K K�1Xt=0 [x(t)� NxXi=1 âkx(t� i) + âNx+1uLF (t)]2 (4.3)as cost function to be minimized. The termination tolerance gives the desiredlength of the �nal interval on which the cost function is to be minimized. Wehave set the termination tolerance to a value of 10�4 (found empirically which isalso the default value used by Matlab) for all the parameters. The bounds on eachparameter were estimated by exhaustive testing for a wide range of parameter valuesfor minimizing the cost function in (4.3). It was found that it was necessary to usemultiple bounds on the parameters. For optimization, the MFA searches alongone parameter coordinate while keeping rest of the parameters constant. Thenit updates the estimated parameter and continues the search procedure in othercoordinates until all the parameters have been estimated. The order in which theLF parameters were estimated was tc; te; ta; � and �nally �.Using initial estimates of the LF parameters, another optimization procedureknown as grid search algorithm(GSA) via coordinate descent is applied to obtainthe �nal estimates of the parameters. The GSA is illustrated in Figure 4.4. Foreach coordinate the GSA starts at i the initial estimate for that coordinate foundby MFA while keeping other parameters constant at their initial estimate. Search
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(b)Figure 4.5: AR residuals for Front Vowel /ae/ for one frame: (a) White noise drivenAR estimation error with �tted LF model and (b) LF model driven AR estimationerror.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 92for the maximum OSNR (output SNR) starts with either incrementing or decre-menting i by the grid size k for that particular parameter and may continue untilthe maximum OSNR is reached. In certain cases where OSNRi happens to be ina valley between two peaks, GSA may search in both directions as shown in Figure4.4. Finally GSA selects the index that gives the maximum OSNR.As mentioned earlier, we have used multiple bound sets for estimating the pa-rameters. The optimization algorithm starts with each set of bounds, �nds theinitial estimates using the MFA and the �nal estimates using the GSA for thatbound set. The parameter-estimate set, which gives the maximum output SNR, is�nally selected.Figure 4.5(a) shows AR residuals for Front Vowel /ae/ for one frame (256 sam-ples) �tted with LF pulse model by our optimization algorithm. LF model drivenresiduals shown in Figure 4.5(b) show that the �rst spike has completely been elimi-nated and the second spike has been reduced in amplitude to almost 50% comparedto that shown in Figure 4.5(a). The main reason behind the second spike not beingcompletely eliminated is that the LF parameters were estimated by �tting the LFpulse train with the AR residuals over the entire length of the speech signal. Thiswas done to keep the computational complexity as low as possible.4.4 ResultsA total of 50 voiced speech phones were taken from the TIMIT database for an LFmodel based speech enhancement. In order to assess enhancement limits we learnthe model parameters separately for each phone as in Chapter 2. Model assertionsand parameter assumptions described in Section 3.7 also apply in an LF modelbased AR model. A frame length of 256 speech samples was used. Noisy signals
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(c)Figure 4.7: AR residuals for Front Vowel /ae/: (a) White noise driven AR model,(b) Impulse driven AR model and (c) LF model driven AR model.
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(d) NASAL /n/ Figure 4.8: AR residuals for the LF model (4.2) for the voiced phones of Fig-ures 3.6, 3.8. The residual spikes either have been reduced or eliminated comparedto their white noise driven and impulse driven counterparts.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 96were created by adding white noise at an SNR of 5 dB. The Kalman �lter algorithmdescribed in Section 3.5 was applied.Figure 4.6 shows enhancement results for the front vowel /ae/. The clean speech/ae/ is shown in Figure 4.6(a). The LF pulse sequence, generated by the optimiza-tion algorithm, is shown in Figure 4.6(b). The noisy speech, in Figure 4.6(c), isgenerated by adding white to the clean speech in Figure 4.6(a) at the the inputSNR of 5 dB. Figures 4.6(d) and 4.6(e) respectively show the AR residuals and theenhanced speech for an AR model with LF model based excitation. The LF modelbased enhancement not only shows considerable reduction in the periodicities inthe AR residual but also substantial improvement in the output SNR (10.04 dB)compared to those for white noise (output SNR of 8.06 dB) and impulsive model(output SNR of 9.31 dB) based excitations. Figure 4.7 shows AR residuals fortwo frames (512 samples) for the front vowel /ae/ in Figure 4.6. We observe inFigure 4.6(b) that the impulsive excitation fails to eliminate all the periodic spikeswhich clearly demonstrate that e�ects of glottal excitation can not be modeled ef-�ciently by a quasi-periodic train of impulses. The LF model based AR residualin Figure 4.6(c) alleviates the e�ects of the glottal excitation to a considerable ex-tent. In fact all except one spike (around the sample 410) have been completelyeliminated. Even the lone spike has its negative amplitude considerably reduced.Figure 4.8 shows the AR-LF residuals, paralleling the earlier results of Fig-ures 3.6 and 3.8. In moving from the purely impulsive to the LF model, the toptwo panels (front vowel and diphthong), in particular, show a reduction and thin-ning of residual spikes and exhibit less deterministic structure. A close examinationof the �gures reveals a substantial limitation in uI which begins to be addressed inuLF : an impulse �(t) is exactly one sample wide, whereas the width of the residualspikes in Figure 3.6 and of the peak in uLF are clearly sampling-rate dependent, and



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 97are frequently, although not always, more than one sample in width. A similar issuecan be raised in terms of sampling origin: a single glottal burst may, dependingon the sampling origin, be captured as a single impulse or as two smaller impulses.An impulse-train uI cannot properly address this issue, whereas uLF is a continu-ous signal and lends itself naturally to resampling. The third panel (Figure 3.6(c))showing the residuals for the semivowel /r/ still exhibits a periodic component toconsiderable extent. This shows the shortcoming of our optimization algorithmwhich fails to �nd a good �t of the LF pulse in such a case. The two main reasons,that can be associated with the poor parameter estimation, are usage of improperbound set for initial estimates and optimization over the entire length of the speechsignal. The fourth panel (Figure 3.6(d)) for the nasal /n/ shows periodicity toextremely small extent. As for the nasals the e�ects of the voice source cancels outby the zeros in the nasal cavity, they do not possess conspicuous periodic trends inthe residuals.To assess the models more objectively, Tables 4.2, 4.3, 4.4, 4.5 and 4.6 and 4.7in Appendix:B present results obtained for the front vowels, the mid vowels, theback vowels, the diphthongs, the semivowels and the nasals respectively. Table 4.1summarizes the SNR improvement for each of the three proposed models, tested on�fty di�erent voiced phones. Most importantly, consistent and nontrivial improve-ments in SNR are realized, �rst by the impulsive model, then additionally by theLF model, for all voiced phones tested. The LF model based AR model achieves anaverage improvement of 1.271 dB in output SNR over that for white noise drivenAR model. Due to the assertions and the assumptions made by the model, theoutput SNRs also indicate the limits to performance of the Kalman �lter. Amongall the phoneme classes, the front vowels yield the highest improvement of 1.987dB over the conventional AR model. Some of the diphthongs in Table 4.5 have



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 98Output SNR in dB Output SNR in dB Output SNR in dBPhone white noise AR impulsive LF model-basedclass AR model AR model AR modelFront vowels 8.666 9.398 10.653Mid vowels 9.181 9.677 10.068Back vowels 9.245 9.835 10.640Semivowels 9.121 9.633 10.216Nasals 8.777 9.293 9.651Diphthongs 9.332 10.128 10.490Mean overall phoneme 9.115 9.625 10.386classesTable 4.1: Averaged enhancement results for voiced speech phones for input SNRof 5 dB and lpc order of 10.very small improvements in the output SNRs with the LF model over its impulsivecounterpart. One of the reasons may be due to the fact that we are optimizing LFparameters by �tting a long train of LF pulses with a long train of quasi periodicAR residual spikes. Another reason may be associated the problem associated withthe sampling of the LF model. The parameter te of the LF model was made tocoincide with pitch periods i.e. with the peaks of the AR residual. While samplingthe LF model we must have missed adjacent peaks which contributes to low outputSNRs.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 994.5 ConclusionsThis chapter has clearly established the applicability of an AR model excited by anLF model for voiced speech enhancement purposes. The e�ects of the voice sourceis modeled as an LF pulse train time modulated by pitch periods of the voicedspeech. The main challenge in using an LF voice model lies in its accurate parameterestimation. The instant of maximum glottal closure, te is made to coincide withthe pitch location. For the remaining �ve of LF parameters we have proposed atwo step optimization algorithm which �nds the best �t of LF voice source pulsesto AR residuals. In the �rst stage, initial estimates are found using a MinimumFinder Algorithm (MFA) proposed by Brent[61]. The initial estimates are then usedto compute �nal estimates using the grid search algorithm (GSA) via coordinatedescent. We have obtained very promising results with the LF model based ARmodel for voiced speech. In comparing white noise-driven, impulsive and LF modelbased AR model, the LF model based enhancement gave the best results. Amongthe voiced speech groups, the front vowels showed the average highest improvements(close to 2 dB) in output SNRs over the conventional white noise excited AR model.One very important point worth mentioning is that AR-LF residuals are non-white i.e. exhibit periodicity to some extent. This may be partly due to thefact that LF parameter optimization is carried out over the entire speech durationwhich may result in sampling of the residual spikes at the wrong instances. HenceLF parameter optimization over a single pitch period at a time would alleviatethe presence of deterministic spikes in the AR residuals at the cost of increasedcomputational complexity. Another reason behind the presence of spikes in theAR residuals may be due to the e�ects of secondary excitations after the glottalclosure[62, 63]. These facts present various directions for future research.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 1004.6 Appendix B: Details of Enhancement ResultsSNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/iy/ iy32si1386 the e 10.399 10.576 10.946/iy/ iy16sx378 the e 8.174 8.639 8.907/ih/ ih49si1386 unit i 9.216 10.078 10.680/ix/ ix17si1386 negotiation io 8.589 9.137 9.550/eh/ eh9si682 they e 8.542 9.241 9.530/eh/ eh42si682 area a1 8.713 9.917 10.443/eh/ eh58si682 economically e 7.635 8.287 8.659/ae/ ae26sx96 imagination a1 8.062 9.310 10.042Table 4.2: Enhancement results for the Front Vowels for input SNR of 5 dB andlpc order of 10.
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SNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/ah/ ah12sx119 was a 9.791 10.729 11.062/ah/ ah38sx378 museum u2 8.259 8.811 9.034/ah/ ah24sx86 colorful o1 9.142 9.587 9.760/ah/ ah13si1051 are ah 8.929 9.850 10.534/ax/ ax29sx119 apology o1 8.917 9.400 9.937/ax/ ax6si682 often e 8.938 9.700 10.249/er/ er34sx396 surface ur 9.278 9.663 9.905Table 4.3: Enhancement results for the Mid Vowels for the input SNR of 5 dB andthe lpc order of 10.
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SNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/uh/ uh28sx86 colorful u 9.833 10.096 10.342/ux/ ux14sx86 costume u 8.172 8.735 9.904/ux/ ux15sa1 suit o 7.938 8.419 9.899/ow/ ow28si682 only o 10.497 11.218 11.679/ow/ ow9sx119 misquote uo 9.791 10.729 11.513/ao/ ao29sx396 Of o 9.478 10.043 11.570/ao/ ao25si1051 supporters o 9.618 10.105 10.508/ao/ ao2si1051 northern o 8.970 9.501 10.215/aa/ aa10sx96 parties a 8.398 9.236 9.651/aa/ aa35si1386 bargain a1 9.121 10.069 11.460/aa/ aa13sx210 cart a 9.402 10.039 10.307Table 4.4: Enhancement results for the Back Vowels for the input SNR of 5 dB andthe lpc order of 10.
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SNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/yu/ yu18sx378 new ew 9.106 9.694 10.035/ey/ ey7sx96 masquerade a2 8.106 9.143 9.584/ey/ ey12si682 ablea 9.612 10.643 10.980/ay/ ay53si682 decliningi1 9.136 10.070 10.426/ay/ ay6si1739 time6 i 8.781 9.590 10.560/oy/ oy21sa2 oily oi 9.376 10.105 10.413/oy/ oy7sx196 oysters oy 10.696 11.077 11.482/oy/ oy7sx210 toy oy 9.850 10.270 10.440Table 4.5: Enhancement results for the Diphthongs for the input SNR of 5 dB andthe lpc order of 10.



CHAPTER 4. LF MODEL FOR ENHANCEMENT OF VOICED SPEECH 104SNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/y/ y7sa1youry 8.293 8.515 8.714/w/ w51si1386 with w 9.967 10.614 11.247/w/ w20sx96 ones o 9.781 10.680 11.086/r/ r10si682 are r 9.101 9.105 10.385/r/ r11sx96 parties r 8.398 9.376 9.774/l/ l26sx378 archeological l1 8.941 9.707 10.580/el/ el33sx378 archeological l2 9.368 9.435 9.728Table 4.6: Enhancement results for the Semivowels for the input SNR of 5 dB andthe lpc order of 10. SNR in dB SNR in dB SNR in dBPhone Phone white noise impulsive Lf model basedcontext AR model AR model AR model/m/ m11sx378 jim m 8.885 9.409 9.618/m/ m64si682 economically m 8.716 9.457 9.844/m/ m44sx396 small m 9.010 9.079 9.867/n/ n22sx96 imagination n 9.983 10.271 10.632/n/ n30sx396 on n 9.202 9.688 9.946/ng/ ng56si682 declining ng 6.868 7.855 8.001Table 4.7: Enhancement results for the Nasals for the input SNR of 5 dB and thelpc order of 10.



Chapter 5Contributions and FutureResearchThis chapter reviews the contributions of this thesis and discusses possible avenuesfor future research.5.1 Thesis ContributionsThe main objectives of this thesis were to �nd an appropriate model for representingspeech for enhancement purposes and to establish the limits to performances forenhancement systems using such a model. The main concentration of this thesishas been on modifying the white noise driven AR model which does not includethe e�ects of the excitation source especially in the case of the voiced speech. ARmodel based Kalman �lter has been used to estimate de-noised speech from noisyspeech. 105



CHAPTER 5. CONTRIBUTIONS AND FUTURE RESEARCH 106Chapter 3 demonstrated applicability of impulsive AR models for the voicedspeech the stops and a�ricates. Impulsive AR models include deterministic im-pulsive driving terms which are tentative models for the e�ects of the excitation.The e�ects of the glottal excitation is simulated by a train of impulses separatedby pitch periods. The unvoiced stops and the unvoiced a�ricates have plosive ex-citation modeled by a single impulse at the onset of the burst and white noise.Excitation for the voiced stops and the voiced a�ricates is modeled by both an im-pulsive train time spaced by pitch periods, a single impulse at the onset of the burstand white noise. Impulsive AR models always yielded higher output SNRs com-pared to that for white noise excited AR model. This chapter also discusses theaws of impulsive models thereby motivating need for more sophisticated modelfor source excitation. The properties, of an AR model driven by impulses, aresummarized as following:� Impulse excited AR models{ Simple tentative models for excitation sources.{ Linear parameter estimation.{ Outperform the white noise excited counterparts.{ Residuals show considerable periodicity.Chapter 4 contributed a deeper understanding of the modeling of the voice sourceexcitation for voiced speech enhancement. This chapter establishes the feasibility ofLF models for voice source in AR models for speech enhancement. The main chal-lenge for using an LF model is the parameter estimation problem. An optimizationalgorithm, which �nds the best �t for the LF pulse sequence with AR residuals,was proposed. This algorithm computes initial estimates using a minimum �nder



CHAPTER 5. CONTRIBUTIONS AND FUTURE RESEARCH 107algorithm via coordinate descent. The initial estimates are then used by a gridsearch algorithm to give �nal estimates via coordinate descent. Proposed Lf modelbased AR model and optimization algorithm was used for enhancing noisy voicedspeech phones. An extensive comparative study, of conventional AR model drivenby white noise with impulsive and LF model based AR models, infers that ARmodel excited by LF model outperforms its counterparts. The characteristics of anLF model based AR model for speech enhancement are summarized as following:� An LF model based AR model{ More sophisticated model for voice source.{ Outperform the both white noise and impulse excited models.{ Nonlinear parameter estimation.5.2 Future ResearchSome of the interesting directions for future research are listed in the followingsubsections.5.2.1 Parameter Estimation from Noisy SpeechAs one our objectives has been to study the limits to performance for the Kalman�lter based enhancement, we have used clean speech to estimate the AR parameters,process noise and measurement noise covariances. This assumption was necessaryto as optimum Kalman �ltering requires the accurate knowledge of the noise covari-ances and AR parameters. In reality often is the case when only the noisy speech isavailable for processing. A number of methods have been proposed for identifying



CHAPTER 5. CONTRIBUTIONS AND FUTURE RESEARCH 108the noise covariances from the noisy speech[64, 65, 66]. Various methods utilizingEM algorithm have also been used for estimating AR parameters and the noisecovariances from the noisy speech[67, 68, 34]. One useful extension of our workwould be to estimate the impulsive and LF model based Kalman �lter parametersfrom the noisy speech using existing methods.5.2.2 Parameter Estimation for LF ModelLF parameter estimation problem has been addressed long since but in speechsynthesis perspective[39, 69, 70]. We have solved the parameter estimation problemfor LF model using a coordinate optimization algorithm. Our algorithm was foundto be sensitive to the upper and lower bounds for each parameter which are requiredto be speci�ed for MFA. Alternative estimation procedures for enhancement can berealized using available optimization algorithms[71, 72, 73]. One possible alternativemethod can be developed using steepest descent algorithm that can optimize inmultiple dimension.5.2.3 Automated Pitch DetectionManual pitch detection was necessary for studying the limits to performance of theKalman �lter. Pitch detection was done manually from the residual signal (3.2) inwhich the pulses are conspicuous, followed by an automated local peak-�nder toguarantee accurate positioning. In order to apply the proposed models to robustcontinuous speech enhancement it is necessary to automate the pitch detectionprocess. Pitch detection problem has been well studied in speech analysis[74].Using one of the available pitch detection algorithms may open up a window ofopportunities for our proposed models in real life speech enhancement applications.



CHAPTER 5. CONTRIBUTIONS AND FUTURE RESEARCH 1095.2.4 Various Types of Measurement NoiseWe have used the assumption that clean speech is corrupted by additive white noiseas given by 2.1. The measurement white noise used for our experiments has beenarti�cially simulated. It may be a good challenge to use noise encountered in reallife which may be white, colored or non-stationary for the model given by 2.1.5.2.5 Subjective Measure of Enhanced SpeechFor evaluating enhanced speech we have used output SNR as objective measureand while as subjective measure we have inspected the temporal plots of clean,noisy, enhanced speech and AR residuals. It remains to be determined how muchimprovement has been made when hearing is used as subjective measure.5.2.6 Further Investigation of the Driving TermOne problem with Impulsive and LF model based enhancement is that we requirea priori knowledge of the pitch period. In the case of voiced fricatives, voicedstops or voiced a�ricate sometime it was very di�cult to identify the pitch periodsfrom AR residuals as such speech types do not show marked periodicity due topole-zero cancelation unlike the vowels, semivowels, diphthongs or nasals. Thisdiscrepancy leaves a vast room for investigating production mechanism of the sourceand modeling of voiced consonants for enhancement.In this thesis for voiced speech we have assumed glottal excitation occurringat the glottal closure[39]. The LF model based AR residuals show the presence anumber of quasi-periodic negative and positive spikes. Thus even when the speechis clearly periodic it may be too simplistic to assume only one form of driving term



CHAPTER 5. CONTRIBUTIONS AND FUTURE RESEARCH 110in an entire pitch period[63]. In fact there is some evidence in speech synthesis thatapart from the main excitation at the glottal closure there may be secondary excita-tions after the glottal closure and at the glottal opening at the opening phase[62].Such facts present good motivations for introducing multiple excitations duringwithin a single pitch period for voiced speech.Another interesting extension of our work would to derive the excitation wave-form directly from the speech waveform. This has been done in a number ofspeech synthesis and analysis literature in order to produce natural sounding speech[63, 75, 76, 77, 78, 58, 79]. Such methods may rectify the modeling errors introducedby the Impulsive or the LF models.
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